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Abstract

Enhanced geothermal systems (EGS) are emerging as an alternative energy supply,
though progress has been slowed due to multiple uncertainties in subsurface processes.
The most important unknown that needs to be overcome is how to spatially character-
ize injected fluids. Micro-seismic tomography can locate fractures opening caused by
hydraulic pressure, but cannot directly discriminate whether that fracture is fluid filled
or connected to other fractures. Magnetotellurics (MT) is sensitive to volumetric elec-
trical conductivity contrasts with depth, specifically thermally enhanced saline fluids
in a resistive host rock. Presented in this dissertation are 2 experiments designed for
employing MT as a monitoring tool to characterize a fluid injection for the first stage
of an EGS at Paralana, South Australia. The first experiment utilizes 11 MT stations
set around the injection well continuously measuring 2 days before, 5 days during and
2 days after the fluid injection. Comparing the MT response estimated before the
injection with subsequent responses estimated in 24 hour blocks demonstrates a tem-
poral variation associated with injection of an electrically conductive fluid. Residual
phase tensor analysis suggests that injected fluids migrated NE of the injection well
in a preferred NNE direction, which correlates well with a concurrent micro-seismic
array. The second experiment is a time-lapse MT survey that measures the MT re-
sponse before and after the fluid injection by repeating the same 56 station array. The
array contains 2 orthogonal lines of 22 stations each and 2 off diagonal lines of 6 sta-
tions each. Multiple pre-injection surveys were collected to ensure data precision and
accuracy with a repeatability between surveys being on the order of 0.4 percent for
periods above 1 second. However, in the MT dead band (1-20 s) repeatability is on
the order of 3-4 percent. This is because of poor source signal and noise from a near
by pipeline. The post-injection survey was collected a week after the injection finished
and repeatability between pre and post-injection at high frequencies is on the order
of 1 percent. Residual phase tensor analysis again suggest fluids propagated NE of
the injection well but mostly into an existing fracture network trending NNE. These
experiments suggest that MT can be used as a monitoring tool for a fluid injection,
but care must be taken in collecting precise and accurate data as well as a detailed
analysis of what can cause an anomalous MT response. Residual phase tensor analysis
proves to be the most useful representation of the MT response because it provides
directionality and is insensitive to near surface distortions. Finally, it is suggested that
a dense grid of MT and micro-seismic measurements be collected as complimentary
pairs to fully characterize a fluid injection.
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Chapter 1

Introduction

Thomas Kuhn defined a paradigm shift as a change in thought due to scientific evidence,
classically exemplified by Copernicus’ heliocentric universe (Kuhn, 1962). Unfortu-
nately, people are innately resistant to change as observed from the present situation
of global climate change due to man’s excessive pecuniary lust. Scientists have pre-
sented measurements undeniably correlating mass fossil fuel combustion with rise in
atmospheric greenhouse gas composition and global climate change (Parry et al., 2007).
The need for a paradigm shift has never been more important, not only for humans
but the survival of planet Earth. The simple solution is to stop the cause, fossil fuel
consumption, but logistically proves to be difficult as money continues to manipulate
political and economic flow. Thus, alternative solutions must be made post haste. Al-
ternative energy from renewables provided by nature, such as solar, wind, water and
geothermal provide a logical solution to the climactic conundrum.

Geothermal energy has a significant advantage over other renewable energies in that
it produces base load power. Traditionally, geothermal energy has been generated in
regions of volcanic activity such as Iceland, New Zealand and Japan. However, in the
1970’s a group from Los Alamos National Laboratory designed and tested an enhanced
or engineered geothermal system (EGS) at Fenton Hill, New Mexico (Purtymun et al.,
1974). The principle simply exploits the Earth’s natural increasing heat gradient with
depth by pumping fluids down to a certain depth where they can absorb heat and be
extracted to produce energy efficiently. Most drilling, fracturing and fluid injection
techniques have been transferred from the petroleum industry, however EGS is not
the same process as oil and gas extraction. Again, thinking needs to be shifted to the
problem at hand. Many different aspects of the system need to be addressed namely
corrosion of well casing and pipes, heat exchangers, and most importantly monitoring
fluid properties and location within the proposed reservoir.

The main geophysical technique to characterize fractures opening during hydraulic
stimulation for an EGS is micro-seismic monitoring (Wohlenberg & Keppler, 1987;
House, 1987), where size and orientation of the fractures can be estimated from shear
wave splitting (Rial et al., 2005). However, micro-seismic is not directly sensitive to
fluids being included in fractures nor how well fractures are connected. Electromagnetic
(EM) techniques are directly sensitive to electrical conductivity contrasts, specifically
connected paths of conductive material, such as a brine solution in a resistive host
rock.

Electric and EM methods have been successfully employed to monitor subsurface
processes. Typically used for shallow targets (above ∼ 2 km), the self-potential (SP)
method maps electrical potential differences as a function of position on the surface.
SP is directly sensitive to subsurface fluid movement and can be used as a monitoring
tool for near for fluid movement (ex. Aizawa et al. (2005); Yasukawa et al. (2005)).
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Time domain electromagnetics have also been applied to map and monitor near surface
fluids (ex. (Buselli & Lu, 2001)). However, deeper targets need different methods.
Magnetotellurics (MT) is a passive EM method that measures the Earth’s response to
natural time varying magnetic fields, which gives it a versatile depth of investigation
(Kaufman & Keller, 1981). In one of the first detailed long term monitoring MT studies,
Kappler et al. (2010) collected continuous MT measurement along the San Andreas
Fault. No precursor electromagnetic signal to seismic activity was detected, however
Kappler et al. (2010) described vigourous and thorough analysis methods valuable to
monitoring MT surveys. Bedrosian et al. (2004) conducted one of the first MT surveys
aimed at monitoring a fluid injection. They conducted hypothesis testing to estimate
the viability of using MT as a monitoring tool. They found that a conductive sphere
with a 1 km diameter would be detectable. They test this hypothesis by continuously
measuring during the fluid injection with 11 MT stations setup in an L centered on the
borehole. Then, 2D inversions were employed to compare the MT response before and
after, unfortunately they found noise masked any MT response originating from a fluid
injection at depth. Aizawa et al. (2011) deployed two continuous MT stations aimed at
monitoring volcanic processes on Sakurajima volcano, Japan. They estimated the MT
response each day and estimated a 20% change in the apparent resistivity coincident
with subsurface uplift and degassing. These monitoring surveys support the extension
of MT to a monitoring tool, while exhibiting the necessity for precise, accurate, and
spatially dense measurements.

1.1 Problem Statement

Can magnetotellurics measure changes in subsurface resistivity
structure caused by the injection of conductive fluids at depth?

The goal of this dissertation is to prove the viability of MT as a tool to temporally
and spatially monitor a fluid injection designed to create an EGS. Paralana, South
Australia is the test site. Here the first stage of hydraulic stimulation for a planned
EGS is the fluid injection being monitored in this project. The fluid injection was
successfully completed in July, 2011 where 3.1 million liters of saline fluids were injected
at 3.6 km depth.

To test the viability of MT as a monitoring tool two separate experiments are
preformed to test different methods. The first experiment is nominated ‘continuous
monitoring,’ here MT instruments are set out a few days before the fluid injection
and continuously record until a few days after the injection. Then, the MT response
is estimated in time blocks and compared to the MT response estimate pre-injection
to characterize coherent changes above measurement error. The second experiment is
nominated ’time-lapse,’ here the same survey setup is repeated pre and post injection.
The MT response are then compared to characterize coherent changes above measure-
ment error. In both experiments, residual phase tensors are estimated to characterize
directional changes associated with variations in subsurface resistivity structure. These
results are compared to micro-seismic data collected during the fluid injection.

1.2 Outline

This dissertation is split into two parts. Part I describes methods used to process
and analyze data, beginning with a brief overview of the MT method in Chapter 2.

2
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Methods for time series analysis and filtering are discussed in Chapter 3, and Chapter 4
describes method to analyze MT data. Part II discusses in detail the two experiments,
beginning with a brief description of EGS, survey layout and the resistivity structure at
Paralana estimated from 2D and 3D modeling in Chapter 5. Chapters 6 and 7 are in the
form of scientific papers following the scientific method and have been either accepted
or submitted as papers. Chapter 6 describes the continuous monitoring experiment.
Parts of Chapter 6 have been accepted as a short paper in Geophysical Research Letters,
which is Appendix C, but because it is a short paper more detail is provided. Chapter
7 describes the time-lapse experiment and has been submitted to Geophysics. Finally,
Chapter 8 wraps up this dissertation with some concluding remarks and suggestions
on how to improve these experiments.
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Chapter 2

Magnetotellurics

2.1 Introduction

Magnetotellurics (MT) is a wonderful example of natural physics and dynamic inter-
stellar processes. A passive geophysical measurement, MT exploits Faradays’s Law of
induction via the Earth’s natural time dependent magnetic field. Early formalism by
Tikhonov (1950) (reprint in Tikhonov (1986)) and Cagniard (1953) built the formal
foundations of MT as a geophysical tool and exemplified the MTmethod with analytical
solutions to simple layered models. A very basic assumption of MT is that the fre-
quency dependent electric and magnetic fields are related by a linear transfer function
representing the Earth’s response to electrical and magnetic structure. This transfer
function is known as the impedance tensor Ẑ, which contains all the information about
the electrical response of the system. By nature, MT is a diffusive electromagnetic pro-
cess and needs at least 2-dimensions to describe it physically. However, the Earth is
heterogeneous and anisotropic prescribing the need for three dimensions to fully charac-
terize the system, (Niblett & Sayn-Wittgenstein, 1960; Dmitriev & Berdichevsky, 1979;
Wannamaker, 2005; Berdichevsky & Dmitriev, 2008). Herein lies a problem: how to
get out the information in such a way that it makes physical sense? This chapter gives
a brief overview and formally defines MT.

2.2 MT Summary

The Earth has a natural magnetic field due to an internal dynamo that can be approxi-
mated as a magnetic dipole. Serendipity strikes twice. Firstly, this magnetic field is the
first line of defense against solar radiation providing an environment for life to evolve
and nurture creatures of cognitive thought. Secondly, interaction with the solar wind
generates time varying electric currents that provide the main magnetic source field
for MT. Complex interaction of solar wind and the Earth’s magnetic field is of great
interest to many fields of geophysics and proves to be difficult to characterize formally
(Lui, 2002; Omura et al., 2010). Generally, solar wind impinges on the magnetosphere
at normal incidence near the equator. This intense pressure field displaces energized
particles, some propagate vertically and others horizontally. The Earth’s magnetic
field pulls on these particles along the magnetic field lines, generating massive currents
that are the main source for MT at periods greater than 1 s. At mid latitudes , the
magnetic field can be approximated as a plane wave at normal incidence, but near the
equator and near the poles fields can go non-planar. Moreover, diurnal cycles, solar
cycles, seasonal tilt, and more affects particle flux flowing along the field lines changing
source field strength and polarization. Therefore, care must be taken when conducting

7



CHAPTER 2. MAGNETOTELLURICS

an MT survey, being sure to know the nature of the source field at that location and
time (Mareschal, 1986; Viljanen et al., 2001).

MT is diffusive, energy is only lost through absorbtion. Formally, the electromag-
netic propagation vector is complex, which makes the amplitude and phase of the EM
fields time and frequency dependent. Measurements of the electric and magnetic fields
are usually collected in the time domain, whereas formalism is in the frequency domain.
Assuming the system is linear, which is necessary for Maxwell’s equations to hold, a
Fourier Transform can be applied to the data (Hermance, 1973; Kunetz, 1972). To
estimate the MT transfer function, the time series are split into different window sizes,
where Fourier coefficients are calculated to represent the time series as a weighted sum
of orthonormal harmonic basis functions. It is these coefficients that are used to esti-
mate the MT transfer function and over the years several methods have been utilized
to improve signal extraction and reduce the influence of noise. Gamble et al. (1979)
suggests remote referencing, the technique of comparing magnetic field measured at a
station with reference magnetic field measurements simultaneously recorded at a dis-
tant location (∼ 10 times the largest target skin depth). Chave et al. (1987), Larsen
et al. (1996), Smirnov (2003) and Chave & Thomson (2004) suggest statistically robust
processing techniques to remove outliers from the cross powers to get the best estimate
of Ẑ . Egbert (1997) suggests multivariate robust methods for multi-station process-
ing. Jones et al. (1989) compare the methods of transfer function estimation, finding
that robust processing methods in conjunction with remote referencing methods are
the most effective at accurate estimating the MT transfer function.

It is important to note that the impedance tensor contains all the information about
the Earth; this proves to be ambiguously helpful. All the information is there but this
includes effects that cannot currently be uniquely determined, consequently informa-
tion is lost. For instance static shift (Pellerin & Hohmann, 1990), galvanic distortion
(Jiracek, 1990), induced polarization (Stoyer, 1976), dispersion (Yee & Paulson, 1988),
frequency dependent dispersion (Patella, 1987), and dimensionality effects (Kunetz,
1972; Ledo, 2005; Eisel & Egbert, 2001; Bibby et al., 2005) are all included in the
impedance tensor. Multiple methods have been developed to extract or remove the
influence of such information but unfortunately no method is universal. Groom &
Bailey (1989),Bahr (1988) and McNeice & Jones (2001) propose to use matrix de-
composition to analyze the contents of the impedance tensor, specifically trying to
extract the regional response. Szarka & Menvielle (1997) examine the seven invariants
of the impedance tensor demonstrating their usefulness with a synthetic example. Lil-
ley (1993), Lilley (1998a), Lilley (1998b), Weaver et al. (2000), and Weaver & Lilley
(2004) relate invariants of the impedance tensor to physical parameters, using Mohr’s
circle as a graphical representation. Romo et al. (2005) suggest a series and parallel
basis transformation for estimating geoelectric structure. Reilly (1979) defines a real
resistivity tensor and real permittivity tensor, while Weckmann et al. (2003) demon-
strate the usefulness of the resistivity tensor for synthetic and real examples. Similarly,
Caldwell et al. (2004) compute the MT phase tensor from the impedance tensor which
is free of galvanic distortions, making it a powerful tool for estimating the regional
MT response. All these methods aim at deciphering dimensionality and estimating the
regional MT response.

As with all geophysical methods, the measured observables are usually not the
information desired, the physical parameters that can be derived from the measured
observables are. Similarly, with MT, resistivity is computed from the impedance tensor
where geolectric structure can be inverted for and modeled. Various methods have been
developed depending on the dimensionality (eg. Ledo (2005); Gatzemeier & Moorkamp
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(2005)). One dimensional inversions are useful for simple structure and depth estima-
tion (Oldenburg, 1979). Two dimensional (depth and the lateral dimension perpendic-
ular to geoelectric strike) inversions prove to be useful in most environments and has
been the weapon of choice due to computation speed. Constable et al. (1987) formulate
an inversion technique that finds the smoothest model possible subject to regularization
constraints on model simplicity based on an Occam algorithm. The inversion utilizes
the forward operator of Wannamaker et al. (1987). Rodi & Mackie (2001) employ a
conjugate gradient method to find the optimum model. Recently, three dimensional
inversion has become more efficient due to technological advances. Multiple codes have
been written (Mackie et al., 1993; Mackie & Madden, 1993a,b; Sasaki, 2004; Sasaki &
Meju, 2006; Siripunvaraporn et al., 2005; Siripunvaraporn & Egbert, 2009; Han et al.,
2009a; Avdeev, 2005; Farquharson & Craven, 2009). Four codes of (Mackie et al., 1993;
Sasaki, 2004; Siripunvaraporn et al., 2005; Han et al., 2009a) are briefly compared by
(Han et al., 2009b), which reveals little difference in results, where as computation
time is on the same order of time except for the method of Han et al. (2009a) which
takes 2 orders of magnitude longer. It is important to note that these are deterministic
methods that depend on the starting model and can get caught in local minima of the
model space. Therefore, it is important to test the robustness and sensitivity of the
model.

Once the resistivity structure is modeled (Wannamaker, 2005), many other mate-
rial properties can be calculated. Spichak (2006) and Spichak et al. (2007) estimate
temperature. Using Archie’s law one can derive porosity (Griffiths, 1976; Garg et al.,
2007; Spichak & Manzella, 2009). Patella (1987) and Patella (1993) suggest complex
resistivity can be measured implying something about the frequency dependance of
the resistivity. Interpretation can also be initiated and here is where non-uniqueness
tests knowledge and experience. Strike relations suggested by Zhang et al. (1987) can
be used as guidelines. Using impedance tensor information aids in deciphering dimen-
sionality and areas of high conductivity. The only way to make sense of the model is
to use any geological and geophysical data available.

2.3 Derivation

Derivation of MT formalism can be straight forward with some clever simplifying as-
sumptions. These will be presented at the beginning as a reference for the derivations
and to introduce reasoning behind physical theory. Following Simpson & Bahr (2005),
eight assumptions are made to simplify the problem.

1. Linearity: The measured electromagnetic fields obey Maxwell’s equations.

2. Far Field: The fields are conservative and analytic away from their source.

3. Passive Earth: The Earth is a dielectric and only absorbs or dissipates EM
energy and does not create its own fields.

4. Plane Wave: The time varying magnetic source fields generated from iono-
spheric currents produce polarized EM plane waves at near normal incidence to
the Earth’s surface.

5. No Free Charges: Free charges cannot be supported by the Earth, however
charges can accumulate at subsurface discontinuities that produce non-inductive
response (galvanic distortion).
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6. Conservative: Charge is conserved and the Earth acts as an ohmic conductor
obeying the dispersion equation known as Ohm’s Law.

7. Quasi-Static: Displacement currents arising from polarization of free charges
are negligible, allowing the process to be only diffusive.

8. Volumetric: Subsurface variations in permittivity and magnetic permeability
are negligible compared to the conductivity.

The MT derivation will start from Maxwell’s equations, but first a brief under-
standing of vector calculus is presented for clarity of physical processes.

2.3.1 Basic Calculus Operators

Some basic calculus operators are defined for a clear understanding to the physical
processes underlying MT. The main operator is ∇ (partial derivative operator ‘del’),
which is a differential operator defined in Cartesian coordinates as (∂/∂x, ∂/∂y, ∂/∂z),
where the derivative ∂/∂x defines the rate at which a function changes in a particular
direction (x). For instance the time derivative of a time-dependent function gives
velocity, the second time derivative gives acceleration and the third time derivative
gives jerk. Basically, three ways to use ∇ are the gradient, divergence and curl. First,
the gradient eq. (2.1) is a vector quantity describing the spatial rate of change of a
vector function A, where the resultant vector points in the direction of the greatest
rate of change.

∇A =
∂A

∂x
x̂+

∂A

∂y
ŷ +

∂A

∂z
ẑ (2.1)

Next, the divergence eq. (2.2) is a scalar quantity that measures the magnitude
of sources and sinks in a given volume. A source radiates information, conversely a
sink is where information converges. The resulting quantity is a scalar quantity of how
sources and sinks are distributed within the given volume.

∇ ·A =
∂A

∂x
+

∂A

∂y
+

∂A

∂z
(2.2)

A third way to use ∇ is the curl eq. (2.3), which is a vector quantity that describes
the rate of rotation of a function. The resultant vector is normal to the plane of rotation
as prescribed by the right hand rule.

∇×A =

(
∂Az

∂y
− ∂Ay

∂z

)
x̂−

(
∂Ax

∂z
− ∂Az

∂x

)
ŷ +

(
∂Ax

∂y
− ∂Ay

∂x

)
ẑ (2.3)

Along with these three field operators, two important theorems arise. That is
the Divergence Theorem, or Gauss’ Theorem, and Stoke’s Theorem. Gauss’ Theorem
relates the volume integral of the divergence to the flux emitted from a closed surface
eq. (2.4). More precisely, the volumetric sum of sources and sinks of a system is equal
to the flux on a closed surface of the same volume.

∫
V

∇ ·A dV =

∮
S

A · dS (2.4)

Similarly, Stoke’s Theorem relates the integral of the curl along a closed surface to
the integral along a closed loop eq. (2.5). Stoke’s Theorem suggests that the curl does
not need to be calculated only the integral along a closed loop.
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∮
S

∇×A dS =

∮
l

A · dl (2.5)

2.3.2 Maxwell’s Equations

Beginning with Maxwell’s equations describing electromagnetic fields in free space (on
the left is the derivative form and on the right is the equivalent integral form):

∇ · E =
ρt
εo

⇔
∮
S

E · dS =
1

εo

∫
V

ρfree · dV (2.6)

∇× E = −∂B

∂t
⇔

∮
l

E · dl = − ∂

∂t

∫
S

B · dS (2.7)

∇ ·B = 0 ⇔
∮
S

B · dS = 0 (2.8)

∇×B = μoJ+
1

εo

∂E

∂t
⇔

∮
l

B · dl = 1

μo

∫
S

J · ds+ 1

εo

∂

∂t

∫
S

E · dS (2.9)

where E = E(r, t) and B = B(r, t) and r ∈ R
3.

Equation (2.6), known as Gauss’ Law, demonstrates that the divergence of an
electric field is related to the total charge density ρt of a given volume. Physically, this
means the sources and sinks of an electric field are electric charges and the fact that
ρt is some number means these charges can be positive or negative. The parameter
εo is the free space permittivity, measuring how free space supports the separation of
charge. Interestingly, εo is non-zero, meaning charges are constantly being created and
destroyed in a vacuum; this fact allows electromagnetic waves to propagate through
free space. Also note that the permittivity dictates the velocity of the electromagnetic
wave passing through the material. The integral equation may be more revealing by
describing the electric flux, the number of field lines passing through a given surface,
which is directly related to the total charge enclosed.

Equation (2.7), also known as Faraday’s Law, demonstrates the curl of an electric
field E is related to a time varying magnetic field B. The negative sign implies a π/2
phase difference between electric and magnetic fields, meaning energy is constantly
transferred between the electric and magnetic field, i.e. when one has a maximu the
other has a minimum. It simply describes how a shakeable flashlight or basically any
turbine can generate electricity.

Equation (2.8) demonstrates the divergence of the magnetic field B is identically
zero. The fact that the magnetic charge density is identically zero physically means
there are no singular magnetic charges; there is always a positive and a negative, or
north and south pole. Instead of positive and negative charges as in electric fields,
magnetic fields are generated by magnetic domains, like stick magnets.

Finally, Equation (2.9), also known as Ampere’s Law or Maxwell’s Law, describes
the curl of a magnetic field is related to the current density J and a time varying electric
field E. Physically this means that moving charges create a magnetic field. The first
term, μoJ is related to bound charges moving and the second term is related to free
charges moving. The parameter μo is known as the magnetic permeability of free space
and describes how free space supports magnetic domain movement, or how free space
magnetizes. Again, note that this value is non-zero which again allows electromagnetic
fields to travel through free space. Interestingly, the speed of light is related to the
dielectric permittivity and magnetic permeability by Equation (2.10):
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c =
1√
μoεo

(2.10)

Because the Earth is not free space, some parameters need to be adjusted by what
are known as the constitutive equations. First, the electric field is adjusted to more
accurately describe how an electric field behaves in a material. Time varying electric
currents related to the separation of charge are known as displacement currents. Dis-
placement currents D are related to the electric field E by the material’s dielectric
permittivity ε, which again describes how a material supports the separation of charge.
Specifically, how a material polarizes in the presence of an electric field and how fast
an EM wave can propagate through the material.

D = εE (2.11)

Next, how electric energy behaves in a material is modified. This is done via Ohm’s
law, Equation 2.12, which is also a diffusion equation. Here, J is the current density or
flux of electric charges flowing through a given volume, σ is a material property that
describes how well charge flows through material, known as the conductivity, and E is
the electric field:

J = σE (2.12)

Finally, the magnetizing field H is related to the magnetic field B by the material
property μ, the magnetic permeability. As described earlier, the magnetic permeability
characterizes how a material supports magnetic domains, basically how well a material
magnetizes in a magnetic field.

H = μB (2.13)

It is important to note that the material parameters ε, σ, and μ can depend on time
and space and are generally represented as tensors, though this fact is usually neglected
in MT with the assumption that the Earth is isotropic. With these adjustments, the
generalized formulation of Maxwell’s equations become:

∇ ·D = ρf ⇔
∮
S

D · dS =

∫
V

ρf · dV (2.14)

∇× E = −∂B

∂t
⇔

∮
l

E · dl = − ∂

∂t

∫
S

B · dS (2.15)

∇ ·B = 0 ⇔
∮
S

B · dS = 0 (2.16)

∇×H = J+
∂D

∂t
⇔

∮
l

H · dl =
∫
S

J · dS+
∂

∂t

∫
S

D · dS (2.17)

The important changes are to Gauss’ Law eq. (2.14), which now relates the di-
vergence of displacement currents to free charge density. Similarly, Ampere’s Law eq.
(2.17) now relates the curl of the magnetic field to the current density generated by
bound charges and displacement currents generated by free charges. These 4 powerful
equations fully characterize electromagnetic fields in materials and will be the starting
point for deriving MT formalism.

A few important aspects of electric and magnetic fields arise from Maxwell’s equa-
tions. First, electric fields are created by positively or negatively charged particles.
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Hence, at least two dimensions are needed to characterize the interaction of a positive
and negative charge because of torque. This is because the interaction of a positive
and negative charge can cause rotation. Formally, the curl is non-zero. Similarly, mag-
netic fields always need at least two dimensions to be characterized because particles
of opposite signs are always present, as there are no magnetic monopoles, at least clas-
sically. Second, because two dimensions are needed to characterize EM, polarization
becomes important. Polarization is the preferred direction of a dipole moment or mag-
netic domain within an applied electric or magnetic field. Three types of polarization
exist, two linear orthogonal polarizations and a circular polarization. Third, Maxwell’s
equations are described with vectors, these vectors can be in the space that spans 1,
2 or 3 dimensions for classical electrodynamics. These vectors describe fields, where a
field is a function in space and time hence the name ‘EM field theory’.

2.3.3 MT Derivation

The Earth has a natural magnetic field generated by electrical charges moving within
the Earth’s molten core (Wallace, 2003). This magnetic field gets bombarded by charge
particles ejected from the sun, known as ‘solar wind’, generating time varying EM
fields. These time varying magnetic fields induce currents into the Earth, which in
turn induces secondary magnetic and electric fields; these are the fields measured to
estimate the MT response. Commonly, the magnetic source fields are nominated the
input signals and the secondary electric fields are the output signals. Formally, this
presents a logical place to start, Faraday’s Law of induction eq. (2.15). To formulate
these physical processes, the curl operator needs to be applied to eq. (2.15), as it
describes induction formally.

∇× ∂B

∂t
= ∇× (∇× E)

The right hand side of the equation is given by:

∇× (∇× E) = −∇2E+∇(∇ · E) (2.18)

where ∇2 is the Laplacian operator and defined in Cartesian coordinates as ∇2 =
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2
. Substituting eq. (2.15) into the left hand side of eq. (2.18) gives:

∇× (−∂B

∂t
) = −∇2E+∇(∇ · E)

The curl operates only in space so the time derivative can be pulled outside the
curl operator. This leaves:

− ∂

∂t
(∇×B) = −∇2E+∇(∇ · E)

The curl of the magnetic field is known from eq. (2.9) and eq. (2.17) and can be
substituted in:

− ∂

∂t
(μJ+

∂D

∂t
) = −∇2E+∇(∇ · E) (2.19)

At this point some assumptions can be made to make the formalism simpler. First,
if the Earth is assumed to act as a dielectric, then free charges are not supported,
meaning displacement currents are negligible and can ignored. This is known as the
quasi-static approximation and is validated when σ >> ωεo. For MT the ω is below
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1000 Hz and εo is 4π ·10−7, so this assumption holds provided the conductivity is larger
than 10−2 S. Second, assume that magnetic permeability and dielectric permittivity
variations are negligible and can be set to free space values, leaving:

∂

∂t
(μ0J) = ∇2E (2.20)

Next, assume that Ohm’s Law holds and conductivity does not change with time.
Move everything to one side to get:

∇2E− μ0σ̂
∂E

∂t
= 0 (2.21)

This is known as the Helmholtz equation and describes a diffusive process, as there
are no storage terms. Note that σ̂ is left as a tensor for generality. The first term of
eq. (2.21) describes a spatial acceleration that is related to the time derivative of the
field by some constants known as the spatial frequency or propagation vector and will
be derived next. First, assume the solution to eq. (2.21) is a decaying plane harmonic
wave of the form:

E(r, t) = Aeiωt−k·r +Beiωt+k·r (2.22)

Here -k is a wave propagating downwards towards the Earth, meaning, B = 0
because the Earth is assumed to only absorb energy and not radiate energy. Now, eq.
(2.22) can be substituted into eq. (2.21):

k2E(r, t)− iωμ0σ̂E(r, t) ⇔ k2E(r, ω)− iωμ0σ̂E(r, ω) = 0 (2.23)

Note the transformation to the frequency domain via the Fourier transform. Solving
Equation 2.23 gives a definition of the spatial frequency k, or propagation vector:

k2 = iωμ0σ̂

k =
√
i
√

ωμ0σ̂

define:
√
i =

1 + i√
2

k =

√
ωμ0σ̂

2
+ i

√
ωμ0σ̂

2

δ :=

√
2

ωμ0σ̂
(2.24)

k =
1

δ
(1 + i) (2.25)

From here physical interpretation of the solution and parameters, k and δ, can be
informative. As described above, k is a spatial frequency with units of inverse distance.
In an anisotropic media it is represented as a vector, implying variation as a function
of position and preferred direction, hence the title propagation vector. Similarly, k is
complex with a real and imaginary part. Relating this to eq. (2.22) it is apparent
that the waves propagate differently in space and time, each related to the real and
imaginary part of k eq. (2.26). The imaginary part represents a harmonic wave with
spatial frequency k and temporal frequency ω traveling in the k direction as a function
of time. The real part corresponds to a wave decaying as a function of distance at a
rate k, which is inversely related to the skin depth δ. The skin depth describes the
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(a) (b) (c)

Figure 2.1: Plots displaying the solution to Helmholtz’s equation, Equation 2.26, a decaying harmonic
wave depending on temporal frequency and a constant conductivity. The skin depth is the depth a
wave decays to 1/e visually represented after the first peak. Notice as the conductivity increases,
meaning charge can flow easier through the material, the skin depth decreases. Physically, this is
because the field can spread faster over a shorter distance and formally because the decay coefficient
k increases.

depth where the wave’s amplitude decays to 1/e and is dependent on the temporal
frequency of the wave, magnetic permeability and most importantly the conductivity
tensor of the material eq. (2.24). The solution is then a harmonic wave decaying with
depth at a rate that depends on the temporal frequency of the wave and conductivity
of the material (Figure 2.1).

E(r, t) = E0r̂ e
iωt e−i�m{k}·r e−�e{k}·r (2.26)

A general solution for the electric field has been found. From an MT point of view,
a relation between the electric and magnetic field is more informative. Go back to the
starting point and apply Faraday’s Law eq. (2.15) to the electric field solution found in
eq. (2.26). Because the inducing magnetic field is assumed to be at normal incidence,
it is assumed that no vertical electric fields are present in the system. Therefore, the
electric field is a function of the lateral spatial coordinates, E = E(x, y, ω). With this
assumption the left hand side of eq. (2.15) becomes:

∇× E =

(
∂Ey

∂z

)
x̂+

(
∂Ex

∂z

)
ŷ = k E(x, y, ω) (2.27)

For the 1D case in which the conductivity structure of the Earth varies only
with depth, assume normal incidence for the magnetic field of the form B(x, y, ω) =
B0e

i(ωt−k·ẑ). Then, the right hand side of eq. (2.15) becomes:

− ∂B

∂t
= −iωB (2.28)

Equate eq. (2.27) and eq. (2.28) by Faraday’s Law eq. (2.15) to get:

−kz E(x, y, ω) = −iωB(x, y, ω)

Note that k is the same for both fields as they depend on the same properties, those
of the material and the temporal frequency:

E(x, y, ω)

=
ẐB(x, y, ω) (2.29)

This solution can be generalized by removing the assumption of vertical incidence
within the Earth and the spatial vector r ∈ R

3. The impedance tensor Ẑ is a frequency
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dependant linear transfer function of rank 2. It is the link between the electric and
magnetic field components and contains all physical electromagnetic information about
the system. The units of the impedance tensor components are length/time, implying
the impedance tensor is a material property related to how charge moves through
the system. To exemplify this notion, the apparent resistivity ρ can be derived by
substituting the definition of k into eq. (2.29) and solving for 1/σ. Note that the
apparent resistivity is the volumetric resistivity of the hemispheroid circumscribed by
δ and is therefore an average of all resistivities within this hemispheroid.

|ρij(ω)| = 1

ωμ0

∣∣∣∣Eij(ω)

Bij(ω)

∣∣∣∣
2

(2.30)

where i, j ∈ {x, y}. The apparent resistivity defines the resistivity at a given
frequency, and is the volumetric average of the hemispheroid of radius δ, hence the
nomination apparent resistivity. Another important quantity is the phase between the
electric and magnetic field, defined as:

φij(ω) = arctan

(�m{Zij}
�e{Zij}

)
(2.31)

Note that if the real and imaginary parts of the Zij are the same the phase will
be π/4. This happens when there is no conductivity contrast between frequencies. It
is important to note here that the phase and apparent resistivity are connected via
Kramers-Kronig dispersion relationship, see eq. (2.32), which are derived from the
relation between the real and imaginary parts of the impedance tensor.

A few key points need to be made. The apparent resistivity can be estimated up
to the factor ρo, a scaling factor on the apparent resistivity. Frustratingly, ρo can
arbitrarily shift the apparent resistivity. This is known as static shift, which is caused
by near-surface inhomogeneities (Jiracek, 1990). Apparent resistivity can be estimated
from the phase to within the factor of ρo through the dispersion relations defined in
eq. (2.32). These relations depend on the dimensionality of the system (Fischer &
Schnegg, 1993) and care must be taken when using the dispersion relations as they
can often be violated (Berdichevsky & Dmitriev, 2008; Fischer & Schnegg, 1980; Yee
& Paulson, 1988).

φij(ω) =
π

4
− ω

π

∞∫
0

1

ν2 − ω2
log

(
ρij(ν)

ρo

)
dν (2.32)

2.4 Summary

It has been demonstrated that the MT method is governed by the diffusion equation,
where the source is a harmonic wave propagating at normal incidence and the solution
is a damped wave that has a complex propagation vector that depends on source
field temporal frequency and subsurface conductivity. Starting from Faraday’s Law
of induction and some intuitive assumptions, it has been shown that the relationship
between the magnetic source field and induced electric field is linear in the frequency
domain through the MT transfer function Ẑ . Two typical parameters can be estimated
from Ẑ , namely the apparent resistivity and impedance phase, which are connected
by the dispersion relations, and fully describe subsurface resistivity structure.
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Chapter 3

Time Series Methods

Analyzing time series pre-processing can dramatically increase estimation accuracy of
MT transfer functions. The advantage arises from locating coherent times to estimate
Ẑ and identifying types of noise that might be present in the data, specifically periodic
and coherent noise. This chapter presents some methods to analyze time series and
a few methods employed for this project. In Section 3.1, time-frequency methods
are reviewed. These are useful for visualizing data in a covariant representation and
locating coherent times and possible source field effects, such as magnetic storms and
Pc pulsations. Then, Section 3.2 reviews a few methods to remove periodic noise, such
as pipeline noise from the data.

3.1 Time-Frequency Analysis

When analyzing signals it is important to have tools and methods that optimally
characterizes the signal’s information. Processing in the time or frequency domain
proves beneficial in many areas but when dealing with a signal whose frequency content
changes as a function of time it becomes necessary to use covariant methods such as
time-frequency analysis (Cohen, 1989; Boashash, 2003). This allows the signal to be
characterized in one domain as a function of the other. Time-frequency analysis is
used in all areas of signal processing from medical imaging (Celka et al., 2001; Li &
Bi, 2009), to communications (Gabor, 1946; Amin, 1997), to engineering (Neild et al.,
2003) to space physics (Bortnik et al., 2003; Ladwig & Hughes, 1989) and even MT
(Chant & Hastie, 1992, 1993).

This section will briefly cover the basics of time-frequency analysis starting from
the Fourier transform. Different methods will be described, namely those helpful to
MT, including robust methods that suppress heavy tailed Gaussian noise. Different
applications will then be introduced on how to apply time-frequency analysis in a useful
way

3.1.1 Basics

Fourier Transform

Transforming a function into a different set of basis functions is a common method for
signal analysis. For example a temporal Fourier transform converts a function of time
into a set of orthogonal harmonic functions of frequency eq. (3.1), characterizing fre-
quency content of the signal (Figure 3.1). The basis functions of the Fourier transform
are the orthonormal set of sines and cosines, which can be written in compact form
utilizing Euler’s formula in complex space. The transformed function in the frequency
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CHAPTER 3. TIME SERIES METHODS

domain represents a sum of the weighted amplitude and phase shifted basis functions
at each frequency. One key assumption of the Fourier transform is that the frequency
content of the function f(t) remains constant for all time. Nominally, the function is
stationary.

F (ω) =
1√
2π

∫
f(t)e−iωtdt =⇒ F [k] =

1√
2π

N−1∑
n=0

f [n]e−i2πkn/NΔt (3.1)

When dealing with digital signals, it becomes necessary to use discrete transforms
(right hand side of the arrow in eq. (3.1)) and incorporate the sampling theorem to
avoid aliasing. The sampling theorem states the maximum frequency that can faithfully
characterize a signal is the Nyquist frequency, fN = 1/2Δt where Δt is the time step
between measurements. When the signal is discrete in the time domain it will be
periodic in the frequency domain, which is a key property of the Fourier transform
and magnifies the importance of the sampling theorem to avoid frequency folding and
aliasing. Another assumption is that the function is sampled equally in time such that
f [t] = f [nΔt] where n ∈ [0, 1, 2, ...N − 1], which results in equally spaced frequencies
at 1/2MΔt where M is the number of frequencies. This is important when digitizing
an analog signal.

p

Figure 3.1: Example of time series represented in harmonic basis of sines and cosines via Fourier
transform. Left: time series composed of a sum of 20 sinusoids with random integer frequencies
between [0,50] Hz and random amplitudes between [0,1]. Middle: frequency representation of the
time series displaying the normalized amplitude of coefficients for each frequency. Right: phase (deg)
as a function of frequency.

Analytic Signal

For any real function, transformation from the time domain to the frequency domain via
the Fourier transform produces positive and negative frequencies due to symmetry. The
negative frequency representation is just a mirror image of the positive representation,
thus doubling the information of the signal. Computationally, this can be expensive if
the time series are long. Therefore, it is advantageous to fold negative frequencies onto
the positive frequencies when analyzing modulated signals, which is accomplished by
computing the analytic signal. The analytic signal is the complex representation of a
real signal x(t) and is calculated by eq. (3.2).

z(t) = x(t) + iH{x(t)} (3.2)

where H is the Hilbert transform defined as:

H{x(t)} =
1

πt
∗ x(t)

where ∗ is a convolution. Given X(ω) is the Fourier transform of x(t), the analytic
signal in the frequency domain is defined as:
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F{z(t)} =

⎧⎨
⎩

2X(ω) ω > 0
X(ω) ω = 0
0 ω < 0

Some key characteristics of the analytic signal are important to time-frequency
distributions. First, the data is reduced by half making computations faster. Second,
removing symmetry reduces cross-terms in Cohen’s class (quadratic, see Section 3.1.1)
time-frequency distributions. Finally, it can be formulated to reduce aliasing when
calculating Wigner-Ville based algorithms (O’Toole et al., 2008).

Short-Time Fourier Transform

Many natural signals are non-stationary, i.e. frequency content varies as a function
of time, like acoustic phenomena (Declercq et al., 2004), bird chirps (Jones & Bara-
niuk, 1995), sonar (Gaunaurd & Strifors, 1996), music (Pielemeier et al., 1996), seismic
signals (Okaya et al., 1992) and ionospheric currents (Lui & Najmi, 1997). This vio-
lates one key assumption of the Fourier transform: stationarity. A simple method to
avoid this violation is to segment the signal into windows where the signal behaves
linearly; this is called the short-time Fourier transform (STFT) and the |STFT |2 is
the spectrogram. The STFT represents the signal as a 2D array covariant in time
and frequency eq. (3.3), where N is window length, τ ∈ [0, N ] and h(t) is a win-
dowing function. Note it is important to apply a windowing function to the data to
suppress high frequency Gibbs phenomena and possible aliasing. Moreover, resolution
depends on window length, which is governed by the Heisenberg uncertainty principle,
ΔtΔf ≤ 1/4π. Ergo, high resolution in one domain results in low resolution of the
reciprocal domain. Consequently, resolution has a finite limit. This is one of the main
drawbacks of the STFT and has led to the development of other methods.
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Figure 3.2: Plots displaying the need for time dependent frequency estimation. The central plot is the
time-frequency representation calculated by a STFT. Small left plot is the Fourier transform assuming
a stationary signal, bottom plot is the signal in time. (a) The stationary Fourier transform displays the
total frequency content of the chirp, however it is evident from the STFT that the Fourier transform
cannot accurately characterize the signal as a function of time. Similarly, (b) supports time-frequency
characterization of non-stationary signals.

S(t, ω) =
1√
2π

∫
h(τ)x(t+ τ)e−iωτdτ =⇒ S[n, k] =

1√
2π

N−1∑
m=0

h[m]x[n+m]e−i2πkm/NΔt

(3.3)
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Wigner-Ville Distribution

One simple, yet elegant method to increase resolution in the time-frequency plane
is to compute the short time auto-correlation. First formulated by Wigner (1932),
as a correction to classical statistical mechanics at low temperatures using quantum
probability functions, and later by (Ville, 1948), specifically for covariant signal repre-
sentation, the auto-correlation perfectly localizes energy for a mono-component signal
in the covariant space (Figure 3.3). Unfortunately, when the signal has multiple compo-
nents, cross-terms appear due to the quadratic nature of the Wigner-Ville distribution
(WVD) eq. (3.4) and (Figure 3.4(b)).

ρx(t, ω) =

∫
x(t+

τ

2
)x∗(t−τ

2
)e−iωτdτ =⇒ ρx[n, k] = 2

N/2∑
m=−N/2

x[n+m]x∗[n−m]e−i4πkm/NΔt

(3.4)
Given a signal as the sum of two mono-component signals, x(t) = a(t) + b(t).

The auto-correlation function K(t, τ) defined by eq. (3.5) gives a general solution of
|a|2+ |b|2+�e{ab∗+ba∗} resulting in auto-terms and cross-terms. Suppression of these
cross-terms has been studied intensively the last few decades (Cohen, 1989; Boashash,
2003). The class derived from the WVD is that formulated from second order statistics
nominated Cohen’s class after Cohen (1989), where the general formula is given by
eq. (3.6) as a double convolution in the covariant domain. The smoothing kernel
G(t, ω) can take an infinite number of forms but a few are of interest (Cunningham
& Williams, 1994; Gonclaves & Baraniuk, 1998; Lee & Kim, 2001; Jones & Baraniuk,
1995; Boashash, 2003).

Kx(t, τ) = x(t+ t
τ

2
)x∗(t− τ

2
) (3.5)

ρx(t, ω) =
1

4π2

∫ ∫ ∫
G(τ, ν)K(η, τ)e−iωτ−iνt+iνη dτdνdη (3.6)

The simplest kernel is a smoothing window in the time domain, G(t, ω) = h(t)δ(ω),
where δ(ω) is the delta distribution and h(t) is some type of window function, i.e.
Hanning window or Gaussian window. This is called the pseudo-WVD, which can
be taken a step further and smoothed in frequency as well with the kernel G(t, ω) =
h(t)g(ω), where g(ω) is again a window function. The time frequency distribution with
this kernel is nominated the smoothed-pseudo WVD (SPWVD) (Figure 3.4(c)) and has
an interesting property in that the kernel is separable (the kernel can be written as a
product of the individual kernels) and is not constrained by the uncertainty principle.

S-Method

Another interesting method is the S-method (Stankovic, 1994). Starting from the
STFT eq. (3.3) where no cross-terms exist and iteratively moving towards the WVD
eq. (3.4) in the frequency domain by widening the window function L, the S-method is
cross-term free while having increased resolution. An efficient method for calculation
of the S-method SMx can be derived for discrete signals in time (n) and frequency (k)
frequency eq. (3.7), see Stankovic (1994). In the limit that the window L → M(number
of frequencies) the WVD is calculated, conversely if L = 0 the STFT is calculated. The
optimum width of L is large enough to not include cross-terms and is signal dependant.
P [n] is a windowing function that smoothes in the frequency domain similar to the
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Figure 3.3: Spectrograms of the linear chirp in Figure 3.2. (a) STFT with a window length of N = 32,
notice the signal is spread relative to the WVD (b) which perfectly localizes the signal with a window
of N = 128. Δt = 1/128, t has length of 256 samples.
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(d) S-Method

Figure 3.4: Time-frequency distributions of a multi-component signal x(t) = cos(110t3 + 40πt) +

1.5e−25t2 cos(45πt2 + 90πt) + e−t2 cos(20πt), where Δt = 1/128 and t has a length of 256 samples.
(a) STFT computed with a window length of N = 64. (b) WVD computed with a window length of
N = 128, notice the cross-terms (extraneous signal not present in (a)) making interpretation difficult.
(c) Smoothed-pseudo WVD computed with a time smoothing window of length nh = 127 and a
frequency smoothing window of length ng = 31. The cross terms are suppressed by using smoothing
windows. (d) S-method computed with a time window of length N = 64 and frequency window
L = 13. The signal is amplified and cross terms are suppressed.
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pseudo-WVD to suppress cross-terms. Figure 3.4(d) displays the increase in resolution
without introduction of cross-terms.

SMx[n, k] = |STFT [n, k]|2 + 2 �e{
L∑

l=−L
P [l] STFT [n, k + l] STFT ∗[n, k − l]} (3.7)

3.1.2 Natural Signals

Natural signals can commonly be modeled as x(t) = s(t)+n(t), where s(t) is the signal
and n(t) is some sort of noise. Noise can have many different forms, for example white
noise from background radiation, periodic noise from power lines, or impulse noise
from transient sources such as lightning. The key assumption is that noise is additive
making the system linear. Linearity allows the Fourier transform to be used as a tool
to characterize the system in a different basis and also makes removing undesired signal
simpler.

In MT, it is common to encounter all types of noise but can generally be charac-
terized as heavy tailed Gaussian noise, which contains white noise added to impulse
noise. Adding this to the example time series initiates insight into behavior of different
time-frequency distributions. The STFT does nothing to suppress noise other than
windowing the signal before the Fourier transform. Therefore, a noisy signal will have
a noisy spectrogram (Figure 3.5(a)). The WVD is predisposed to cross-term pres-
ence in the non-noisy case, so when noise is added cross-terms are even more present
(Figure 3.5(b)). Smoothing suppresses the noise slightly and enhances more of the
signal (Figure 3.5(c)). The S-method suppresses noise the most while enhancing the
signal, however resolution is still low (Figure 3.5(d)). One revealing characteristic of
the aforementioned four methods is the response to impulse noise. An impulse in time
is a summation of all possible frequencies, hence a linear feature in the time-frequency
plane. This linear feature masks any signal beneath it and or around it, reducing
interpretable information.

Robust Time-Frequency Distributions

To decrease the impact of noise, specifically heavy tailed Gaussian noise, robust time-
frequency methods have been developed (Katkovnik, 1998, 1999; Djurovic et al., 2001,
2003; Brotchi et al., 2007; Li & Bi, 2009; Zaric et al., 2010; Sejdic & Djurovic, 2010).
Katkovnik (1998) describe the first robust method based on estimating non-linear am-
plitudes using Huber’s min-max method, the M-estimate. Djurovic et al. (2001) ex-
panded on this method making an elegant simplification to the iterative process by
using the median as a robust estimator. Djurovic et al. (2003) expand further by
imposing Huber’s L-estimate to the robust time-frequency distribution. Zaric et al.
(2010) expand even further by adding in complex lag terms. Brotchi et al. (2007) de-
scribe an iterative weighting method using the modified-B distribution. Li & Bi (2009)
formulate a reassignment method for the local polynomial periodogram calculated by
a short time polynomial Fourier transform.

The robust method formulated by Djurovic et al. (2001) is employed here because of
its simplicity and commonality with existing MT processing methods based on Huber’s
statistics (Chave & Thomson, 2004; Egbert, 1997; Smirnov, 2003), where the goal is to
minimize the error function, F(e) = |x[l]−m|, where e is the loss function, l and m are
discrete time. The solution is to calculate the median about each instance bounded by
m ∈ [−M/2,M/2].
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This can be extended to the STFT using either the vector or marginal median,
where the vector median assumes the real and imaginary part are mutually dependent
and the marginal median rSTFTMM assumes they are independent eq. (3.8).

rSTFTMM [n, k] =median{�e{x[n+m]e−i2πkm/NΔt} : m ∈ [−N/2, N/2]}
+ imedian{�m{x[n+m]e−i2πkm/NΔt} : m ∈ [−N/2, N/2]} (3.8)

Computationally they produce similar results (Djurovic et al., 2001). Since the
marginal median is computationally faster, it is the preferred method. Similarly, the
median can be extended to the WVD rWV DM eq. (3.9). Here the median method is
negligible as the auto-correlation function will always be real.

rWV DM [n, k] = median{�e{x[n+m]x∗[n−m]e−i4πkm/NΔt} : m ∈ [−N/2, N/2]}
(3.9)

An obvious extension is the robust S-method estimated from the robust STFT eq.
(3.8). Here the robust STFT is used as a basis to estimate the S-method. Further-
more, an extension to the robust L-estimate from the robust STFT is again an obvious
representation. The L-estimate is derived from the vector median, however instead of
simply using the median to represent the time-frequency point, Djurovic et al. (2003)
employ a weighted sum around the median. By doing this more information is incor-
porated to represent the time-frequency point. The coefficients are similar to those of
an α-trimmed mean and are defined by eq. (3.10), where N is the window length to
calculate the STFT and 0 < α < 0.5. It is important to note that the elements of eq.
(3.11) are sorted as a non-increasing sequence separately for the real and imaginary
parts. Again, the robust L-estimate can be used to calculate the robust S-method.

αi =

⎧⎨
⎩

1

N(1− 2α) + 4α
i ∈ [(N − 2)α, α(2−N) +N − 1]

0 elsewhere
(3.10)

rSTFTL[n, k] =
N−1∑
m=0

N−1∑
i=0

αi�e{x[n+m]e−i2πkm/NΔt}

+ i

N−1∑
m=0

N−1∑
i=0

αi�m{x[n+m]e−i2πkm/NΔt} (3.11)

Though the STFT L-estimate is robust, resolution problems can persist due to
the dependance on the STFT. Reassigment methods have been introduced to move
smeared energy in the spectrogram back to its origin, which is estimated in a similar
way to calculating center of gravity. Djurovic & Stankovic (1999) have extended the
reassignment method to the S-method by estimating the reassigned time nr and fre-
quency kr points as in eq. (3.12) and eq. (3.13), where it has been extended to the
robust L-estimate. Here different windowing functions are used to calculate eq. (3.7)
according to the subscript, where τh is a time weighted window of h, usually a Gaussian
window or Hanning window, and τD is the time derivative of window h. This is applied
to magnetic data collected in Antarctica displaying a structured monochromatic Pc1
pulsations (Figure 3.6).

nr[n, k] = n+ �e
{
SMτh [n, k]

SMh[n, k]

}
(3.12)
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Figure 3.5: Time-frequency distributions of a multi-component signal, same as Figure 3.4 with 15%
added heavy tailed Gaussian noise. (a) STFT computed with a window length of N = 64. The
resolution makes it difficult to interpret. (b) WVD computed with a window length of N = 128.
Cross-terms of the signal and noise make it extremely difficult to interpret. (c) Smoothed-pseudo
WVD computed with a time smoothing window of length nh = 127 and a frequency smoothing
window of length ng = 31. The cross terms are suppressed by using smoothing windows, but still
difficult to interpret. (d) S-method computed with a time window of length N = 64 and frequency
window L = 13. Suppresses noise and enhances coherent signal. (e) Robust WVD calculated with
the vector median and a window length of nh = 127 and ng = 15. Notice the noise is suppressed but
cross-terms still persist. (f) Robust S-method derived from the robust STFT calculated by the vector
median with a widow length of N = 64. Notice the noise is suppressed and cross-terms are minimal.

kr[n, k] = k −�m
{
SMDh

[n, k]

SMh[n, k]

}
(3.13)
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Figure 3.6: Comparison of different TFD for a magnetic time series, aligned with geomagnetic north,
measured in Antarctica imaging a structured Pc1 pulsation. All spectrograms are calculated with a
time step of 1 and a high pass first order Butterworth filter with cutoff frequency of .05 Hz is applied
prior to TFD estimation. Notice the sharpening with each TFD and the removal of the impulse at
10.5 hrs. Bx) is magnetic time series in x1000 nT. STFT) calculated with nh = 128. S-method)
calculated with a nh = 128 and L = 11. Robust L-estimate) calculated with nh = 128, L = 11, and
α = 0.38. Reassigned robust L-estimate) calculated with nh = 128, L = 11, α = 0.38 and a tolerance
of 0.001.

3.1.3 Applications to MT

MT is inherently formulated in the frequency domain, but measured in the time domain,
instantly making it imperative to connect the two domains. Here, measured fields are
represented covariant in time and frequency from which multiple interesting aspects
of the source field and the MT response can be estimated and visualized. First, the
source field will be characterized by visually inspecting the data for magnetic storms,
Pc pulsations and other anomalous signal. Then, a statistical analysis will be discussed
for characterizing the source field. Finally, locating coherent times will be discussed.

Source Field Characterization

An important first step to processing MT data is to visually inspect the data in the
time-frequency domain where anomalous signal are easily detectable. Because MT
data is susceptible to heavy tailed Gaussian noise, the robust L-estimate is employed
to estimate the TFD. This can then be visualized as a spectrogram, where the frequency
is typically on a log scale and the TFD is in decibels. Anomalous signal can take many
different forms, therefore a few examples will be given.

One of the first patterns to look for in broadband data is that of Schumann res-
onances (Toledo-Redondo et al., 2010). These are natural resonances of the cavity
between the Earth’s surface and the lower ionosphere (50-100 km), where a dramatic
increase in ion density creates a reflector for long period EM waves. Both polarizations
of EM waves can propagate within this cavity and has a resonance on the order of kHz.
The Schumann resonances originate mainly from lightning strikes, where transverse
magnetic modes couple with the entire cavity and resonate at harmonics of ∼ 7-8 Hz
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(Figure 3.7).
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Figure 3.7: Robust spectrogram imaging the first few Schumann resonances measured from a search
coil magnetometer aligned with geomagnetic north, calculated with nh = 516, δt = 128, L = 11, and
α = 0.38. Color bar represents spectral power in decibels with white being large power. Notice the
variance around the central frequency caused by variations in the ionospheric cavity.

Principle component (Pc) pulsations derived from magnetospheric activity are com-
mon signals in the MT frequency band, making it important to understand the physics
behind these pulsations to decide whether these are noise or signal. Nominally, five
period bands of pulsations are roughly defined (Table 3.1). Pc1-2 are defined to be
Pc in the period band of 0.2-10 seconds, which is also the MT dead band. Multi-
ple sources of Pc1-2 have been suggested (Anderson et al., 1992; Kim et al., 2011;
Menk et al., 1992; Nomura et al., 2011) depending on latitude, but the main source
is electromagnetic ion cyclotron waves (EMIC) originating from impinging solar wind
during magnetic storms or sub-storms on the equatorial plasma sheet and ring cur-
rents. These EMIC waves then propagate into the ionosphere along magnetic field
lines where they are converted to compressional waves that propagate horizontally in
the Alfv́en ion resonator of the ionosphere’s F layer. At low latitudes Pc1 are most
frequent during local night time, whereas at high latitudes, they frequently occur dur-
ing local magnetic noon. Furthermore, during local winter time Pc1 are more frequent
at low latitudes and during equinox months for high latitudes. Pc3-4 are the most
common near surface waves, being observed in the daytime of nearly every day from
auroral latitudes to equatorial latitudes (Pilipenko et al., 2008). The assumed source
of Pc3-4 are convected upstream waves of the magnetic bow shock that propagate into
the inner magnetosphere as compressional waves. Again, sources vary with latitude,
seasonal and diurnal cycles (Pilipenko et al., 2008). Figure 3.8 displays different Pc
pulsations characterized by robust time-frequency analysis. It is important to note that
specific patterns are difficult to categorize because of the sporadic nature of source, the
sun.

Periodic noise and coherent noise can be easily identified in the time-frequency
domain. The pattern is typically enhanced power along a certain frequency band and
harmonics. This is modulated by the single cycle Fourier transform. Figure 3.9 displays
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Table 3.1: List of Pc and Pi pulsations including period band and electromagnetic
source (Jacobs et al., 1964).

PC Period Band (s) Origin
Pc1 0.2-5 EMIC and Alfvén waves
Pc2 5-10 EMIC and Alfvén waves
Pc3 10-45 Upstream Waves
Pc4 45-150 Upstream Waves
Pc5 150-600 Upstream Waves
Pi1 1-40
Pi2 40-150
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Figure 3.8: Examples of different Pc pulsations represented by the robust L-estimate TFD with
nh = 128, L = 5, and α = 0.38. Notice that Pc pulsations can occur in many different patterns
and time scales. Characterization of these anomalous energies is important before estimating the MT
transfer function, specifically whether the pulsation is signal or noise.

the spectrogram for a signal similar to Figure 7.6, where the bands are spaced at 12
seconds (0.085 Hz)and these are modulated by a sinc function with notches spaced
at 3 seconds (0.33 Hz). An interesting result of plotting these spectrograms is that
the polarization of the periodic signal changes. This is a severe case but nonetheless
demonstrates the utility of covariant representation of the measured signal. The next
step is to locate coherent times to estimate MT transfer functions.
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Figure 3.9: Spectrograms of periodic noise measured from a 4-component MT setup at Paralana
computed via the robust L-estimate with a nh = 516, δt = 16, L = 11 and α = 0.38. The electric field
measures a periodic signal composed of a 3 second square wave every 12 seconds and the magnetic fields
measure the time derivative. This signal is represented as the horizontal bars on the spectrogram that
are spaced δt = 12s (0.085 Hz) which is modulated a sinc function with central frequency of .33 Hz,
the Fourier transform of the square wave. Notice that the signal changes polarization at around 13.5
hours. The vertical lines spaced about every 15 min are the initial ramp up of the square wave which
apparently has periodic maximum amplitude.

Locating Coherent Times

One benefit of covariant representation is that more information is presented, mak-
ing it easier to pick good times to estimate MT transfer functions. Several methods
can be employed derived from covariant representation for visual inspection. First, is
to visually inspect all channels for one station, checking for consistency in covariant
representation. Then, check all channels that measured simultaneously for consistency
looking for changes in the response as a function of distance (Figure 3.10). This can
provide an indication of non-planar sources and local noise. To get a simple estimate of
the MT transfer function, simply divide the electric fields by the appropriate magnetic
fields and scale by the frequency. Though the magnetic source is temporally changing,
the transfer function should not because it is implicitly assumed to be constant over
the time of measurement. Similarly, the coherence can be estimated between channels.
For a more robust estimation of planar source field times, a method similar to Egbert
(1997) that is based on robust estimation of the spectral density matrix (SDM) can be
used to estimate multiple parameters including number of sources, transfer functions
and canonical coherence (Kappler, 2008).
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Ŝr = Σ1/2Ŝ(Σ−1/2)T (3.14)
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Figure 3.10: Spectrograms for selected stations collected during the Antarctic summer of 2009 illus-
trating changes in source field as a function of distance. Spectrograms are calculated using the robust
L-estimate with nh = 512, L = 11, δt = 36, and α = 0.38. Casey is 1800 km to the east of Davis,
Mawson is 800 km to the west of Davis, S12 is 100 km away from Davis and Macca is 2500 km NE
of Davis. Plotted at the bottom are surface wind speed near Davis and height of the F2 layer to
demonstrate correlation with patterns observed in the spectrograms. Notice the correlation in height
of the F2 layer and the Pc1-2 signal each day starting around 0600 UT each day. The F2 layer is a
layer in the ionosphere, usually at a height of ∼300 km, where the largest density of ions reside. The
height varies with thermospheric winds.

The SDM (Ŝ) is estimated as eq. (3.14), where Xj(f ;ω) is a vector of Fourier
coefficients for a given time window j at frequency ω and X has length K stations
times L channels, M = K × L. Specifically, xij is a time series of Fourier coefficients
estimated for the jth time window at frequency ω for channel l of station k. One
important logistical caveat is that the length of xij needs to be greater than one to get

a statistically accurate estimation of Ŝ. The robust L-estimate is used to calculate the
Fourier coefficients that make up X, which already provides a robust estimation. The
benefit of the method formalized by Egbert (1997) is that the end result is normalized
appropriately to represent signal to noise ratio. A simple estimation of the noise
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variance Σ is to fit each data channel m to all other data channels via least squares
minimization, σ2

m = min ||Xm − ∑
p �=m αpXp||. Here it is assumed that the noise is

additive and defined as Σ = σÎ, where Î is the identity matrix of size M × M . The
robust SDM is then defined as eq. (3.14).

Decomposition of the robust SDM can be accomplished using SVD (see 3.2.3), where
the eigenvectors describe the sources and eigenvalues describe the contribution of each
source. For MT data, only two eigenvalues above the noise level should exist, where if
scaled properly, should be above 0 on a log scale. Furthermore, the canonical coherence
between measurements (Kappler, 2008) and transfer functions between channels can
be estimated from a partitioned SDM eq. (3.15). The transfer function is estimated as
Ẑ = S1,2S

−1
2,2 (Kappler, 2008), where Si,j is a matrix of dimensions p × p (the number

of sources).

Ŝ ≈ 1

T

[
S1,1 S1,2

S2,1 S2,2

]
(3.15)

A visual method to pick coherent times is plotting the aforementioned parameters
as a function of time and frequency. As an example take one station and plot one mode,
TE or TM, and estimate the aforementioned parameters, namely apparent resistivity,
coherence, PC analysis and if possible a threshold on Bz. The things to look for here
is little variation with time. For example in Figure 3.11, the colors in each subplot
should not vary as a function of time. If it does then that indicates variation in the
response to the source field and the source field might be non-planar. The masked out
regions with the transparency have regions where the estimated value vary with time.

3.2 Filtering Periodic Noise

Every natural system contains some sort of noise, or more precisely undesired signal.
Typically, the noise is random, has zero mean, and distributed across the spectrum
by a Gaussian function, hence the nomination Gaussian noise. However, other noise
can creep into the system that is not random, but in fact is periodic in time, such
as 50 or 60 Hz signal from power lines. Multiple methods have been concocted to
remove periodic noise from natural signals, mostly estimating the noise from the data
itself (sources). To appropriately remove the periodic signal different methods can be
employed depending on the nature of the noise. What follows is a brief description of
different methods that can be utilized to remove periodic noise focusing on the MT
method.

3.2.1 Time-domain Subtraction

Subtraction would appear to be the simplest method to remove periodic noise. This
entails knowing the noise signal and subtracting it from the measured signal. Herein
lies a problem, knowledge of the noise signal. If the noise signal can be estimated,
what is the amplitude and phase? One approach is to estimate the noise signal with an
analytical solution. Say the noise is from a 50 Hz power line, then one might compute
a 50 Hz sinusoid with an appropriate amplitude and phase and simply subtract it from
the measured signal. Unfortunately, most power lines do not always operate directly
at 50 Hz but a variance of about ±2 Hz and with drifting phase. Similarly, the power
line typically has harmonics looming at n× 50 Hz and sub-harmonics at 50/n Hz. This
makes the problem much more difficult to remove what would appear to be a simple
signal. One technique is to transform the time series into the frequency domain to
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Figure 3.11: Example of locating coherent times utilizing robust time-frequency analysis. Spectro-
grams are plotted with time in hours on the x-axis and frequency on a log scale on the y-axis. From
top to bottom is plotted the Ey component, Bx component, apparent resistivity as 0.2 T · |Ey/Bx|2,
correlation between Ey and Bx as (Ey · Bx)/(||Ey|| ||Bx||), threshold of Bz with the threshold being
2 · std(Bz), PC1 and PC3 and surface wind speeds (knts). The dark segments locate time windows
where most accurate and precise transfer functions are estimated.

estimate the peak frequency and phase for the sinusoidal signal. These are then input
used to generate a synthetic sinusoidal time series to subtract from the data.

An example of a periodic signal is that of pipeline corrosion remediation, where a 3
second electric square wave is sent down the pipe at a rate of 12 seconds (Figure 3.13).
The periodic signal has an amplitude much larger than the natural signal, so in this
case estimating the noise signal can be approximated from the signal itself with relative
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Figure 3.12: Plots of coherency between orthogonal electric and magnetic channels for a station from
Antarctica used in Figure 3.11. The black line represents the coherency between the predicted electric
field from the orthogonal magnetic field and and the measured electric field. The dotted line represents
the coherency of noise. Top two plots are processing the entire time series, notice the coherency drops
in the dead band, which is also where wind noise saturates the data (Figure 3.11). Bottom two plots
show coherency processing only those times found in Figure 3.11, notice a coherency above 0.9 across
all periods.

ease. Different methods can be employed to do this, but a simple yet elegant method is
to window the data at non-overlapping intervals and take the average of that window
length over the entire time series, providing an estimate of the periodic signal. The
window length needs to have a length that incorporates a single cycle, it can have a
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length of multiple cycles, but the length must be an integer of the cycle. For instance
if the period is T = 12 seconds, the window length must be 12 seconds or octaves of
12, nT , where n is an integer. This makes the phase or placement of the windows
negligible. After computing the average of all windows, a comb function is created
by placing a delta function at each window instance. Finally, to estimate the noise
signal the window function is convolved with the comb function of evenly spaced delta
functions. Now the noise signal can be subtracted from the measured signal. One
key benefit of this method is that the filter is data driven, any slight changes in the
amplitude or phase of the signal will be taken into account by the windowing procedure.
Similarly, the period of the window can be driven by the data by picking peaks within
the Fourier transform of the input signal.

To remove the noise, a 12 second window with no overlap is passed over the data of
each raw time series f(t), here the file length corresponds to 10 min at a sampling rate
of 500 samples/sec giving a total of 300,000 data points. Therefore, the data is split up
into blocks of 6000 samples. The arithmetic mean of the windows is calculated, w(t),
to give an average of the signal for the 10 min block of data (note the median is a more
robust estimator for removing impulse noise). This assumes that the signal is constant
over the 10 minutes and any noise within the signal is Gaussian and will average out.
The windowed signal w(t) is then convolved with a series of delta functions, δ(t),
corresponding to the start time of each window. This ensures the averaged 12 second
window starts at equal intervals no matter when the signal started. The noise signal
n(t) is then subtracted from the raw time series f(t) to give the MT signal.

s(t) = f(t)− n(t) (3.16)

where:

n(t) = w(t) ∗
∑
m

δ(t+mΔt)

w(t) =
1

N

N∑
n=0

f [nΔt : (n+ 1)Δt]

Δt = ldt = 6000(samples)/500(samples/sec) = 12(sec)

.

3.2.2 Frequency Domain Filtering

Time domain filtering methods can be computationally time consuming due to con-
volution formalism, therefore it is advantageous to exploit the convolution theorem,
which states that convolution in the time domain is equal to multiplication in the
Fourier domain eq. (3.17). Therefore it is computationally simpler to transform the
time series into the frequency domain, multiply and transform back to the time domain
than compute the convolution in the time domain, especially for long time series.

F{f ∗ g} =

∫∫
f(τ)g(t− τ) dτ eiωtdt = F{f(t)} · F{g(t)} = F (ω)G(ω) (3.17)

In the frequency domain periodic noise has periodic pattern as well with spikes
in frequency spaced at 1/T , the inverse of period. These will be modulated by the
Fourier transform of one cycle of the periodic noise. If the signal is a 3 second square
wave periodic about 12 seconds than the Fourier Transform will have spikes spaced at
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Figure 3.13: An example of periodic noise from corrosion testing on a pipeline. The signal is sent
along the pipeline as a 3 second electric ‘square’ wave, seen in the bottom two channels, at a period of
12 seconds. The magnetic channels record the time-derivative of the square wave as opposite polarity
impulses.

1/12 = .0833 Hz modulated by a sinc function corresponding to a three second square
wave. Different frequency domain methods to remove this signal have been developed.

Comb Filter

A comb filter is a series of notches spaced at the period of the periodic signal. The goal is
to remove periodic spikes in the frequency domain. A simple comb can be constructed
via eq. (3.18), where a describes the depth of the notch, T is the periodic signal
period, ωo is the central frequency. Though the comb filter succeeds in suppressing
periodic noise in the frequency domain, it also modulates the signal to the comb pattern
suppressing or enhancing undesired signal.

comb(ω) = 1 + a e−1(ω−ωo)T (3.18)

Vector Median

Spikes in the data can be described as heavy tailed Gaussian noise. A simple method to
remove such noise is by applying a median filter. The Fourier transform of a signal will
be complex because it is a vector quantity with an amplitude and a phase, therefore
it is appropriate to apply the median filter to both the real and imaginary parts eq.
(3.19). This assumes that they are independent quantities, which is rarely valid but
produces similar results to iterative median filter methods. One subtlety to consider
is near DC where there is typically more signal. The median can add more signal
introducing low frequency oscillations in the data.
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vm(ω) = median{�e{
∫

x(t)e−iωtdt}}+ imedian{�m{
∫

x(t)e−iωtdt}} (3.19)

3.2.3 Component Separation

Component separation techniques attempt to split the signal into its different compo-
nents assuming a linear system eq. (3.20), though algorithms do exist for non-linear
problems. Given a measured response X composed as a superposition of multiple sig-
nals s measured simultaneously by different receivers with some error ε, separation
techniques utilize correlation between the receivers to detect the different components
of the signal. Component separation can be done in either the time or frequency do-
main using principal component analysis (PCA) and independent component analysis
(ICA), or in the time-frequency plane using blind source separation (BSS).

X(t) = Âs+ ε (3.20)

Principal Component Analysis

The goal of PCA is to project the data into an orthonormal basis where the eigenvectors,
weighted by the corresponding eigenvalue, are the principal components of the system.
This can be accomplished by two formally similar methods, diagonalization of the
covariant matrix and singular value decomposition (SVD) of the received signal matrix.

Given a set of zero-mean N received signals, call them n sources, of m number of
data points:

X = [x1,x2, ...xn]
T ,X ∈ R(n×m)

The covariant matrix Sx can be computed by:

Sx =
1

n− 1
XXT (3.21)

The covariant matrix contains valuable information about a multi-channel source.
Each element is defined as ∠xi, xj

T 〉 (the inner product), describing how the param-
eters vary between sources characterizing dimensional correlation. The off diagonal
elements, i �= j, describe cross-correlation between different sources, where as the di-
agonal elements, i = j describe auto-correlation. Logically, if the covariant matrix can
be diagonalized then all cross-correlation is identically zero and only auto-correlations
remain. This can be accomplished by solving the eigenvalue problem:

(Sx − λI)P = 0

The eigenvalues, λ, describe the scale of each eigenvector, the trick is to pick those
eigenvalues which represent the the data. For noise free data only the largest eigen-
vectors are assumed to be the signals. However, in noisy environments this is not
always the case, where the largest eigenvalues represent noise. Recursive methods of
testing the eigenvalues have been developed, see Egbert (1997). The eigenvectors,
P ∈ [p1,p2, ...pn], are elements of the row space of Sx, relating outputs of the covari-
ance matrix. Finally, the principal components, PCx are computed by:

PCx = PTX (3.22)
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Singular Value Decomposition

Though this is a simple method, it can be computationally expensive to compute the
covariance matrix. An elegant method for decomposing a matrix into orthonormal
basis is singular value decomposition (SVD) (Scales et al., 2001). Clever intuition
suggests that X can be transformed into an orthonormal basis by projecting the rows
and columns separately into orthonormal bases. Specifically, unitary transformation
of the rows of X is equivalent to unitary transformation of the columns of a diagonal
matrix who’s elements correspond to variances of X. Assume that for eigenvectors u
of XT :

XTui = λiui

and the eigenvectors of X are v,

Xvi = λivi

These two equations state that X can simultaneously have orthornormal basis for
the rows and columns separately. It is important to note that eigenvectors vi and ui

have the same eigenvalue λi. Multiplying the first equation by X and the second by
XT , presents a similar result found previously for PCA.

XXTui = λ2
iui

and,

XTXvi = λ2
ivi

Where u span the column space of X and v span the row space of X. Notice that
vT is identical to p and is the target of PCA. It can be shown that:

XV = UΣ

where V ∈ [v1,v2, ...vn]
T , U ∈ [u1,u2, ...um]

T , and Σ = Iσ, σ ∈ [λ2
1, λ

2
2, ...λ

2
n].

This powerful expression states that U and V are simultaneous eigenvectors of X
connected by eigenvalue σ, the variance. Furthermore, the SVD of X is given by:

X = UΣVT (3.23)

Finally, the principal components are defined as:

PCx = XTVT (3.24)

Either diagonalization of the covariance matrix or SVD is appropriate for PCA.
A few things that need to be considered. Both produce an orthonormal basis that is
non-unique, specifically V can be positive or negative and is normalized. Therefore
when using PCA to remove periodic signal, scale and phase of the principal components
becomes important. Similarly, picking the correct component as the noise is of utmost
importance.
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Independent Component Analysis

Independent component analysis (ICA) is similar to PCA, however the underlying
assumption is that the components are not coupled; they are statistically independent.
Mathematically, signals are independent if their joint probability function is separable
into the product of the individual probability density functions. One caveat is that the
independent components cannot be statistically described by a Gaussian probability
density function. The goal of ICA is to estimate the mixing matrix Â in order to find
the sources, where multiple methods have been developed (Hyvärinen, 1999). Here the
FastICA of Hyvärinen & Oja (2000) will be briefly described.

Because ICA only works if the the signal components are non-Gaussian, FastICA
searches for directions that are maximally non-Gaussian eq. (3.25). Here, y = wTX is a
weighted version of the measured signals with unit variance, and w is to be determined,
E{G(y)} is the expectation value of a non-quadratic function G(y), and ν is a Gaussian
variable of unit variance and zero mean. The minimization function J(y) is given by:

J(y) ≈ [E{G1(y)} − E{G2(ν)}]2 (3.25)

where

G1(u) =
1

a1
log cosh(a1u); 1 ≤ a1 ≥ 2

G2(u) = −e(−u
2/2)

FastICA then iteratively estimates w till non-linear convergence (quadratic or cu-
bic). This is done in 4 basic steps:

1. Initialize w as a random weighting matrix

2. Compute w† = E{Xg(wTX)} − E{g′(wTX)}w, where g is either G1 or G2.

3. Compute wn =
w†

||w†||
4. If w ·wn �= 0, iterate again starting at 2.

Once w is found than the sources are simply s = wTX.
Some limitations of ICA are similar to PCA, i.e. ICA can only approximate inde-

pendent components up to a permutation and scaling factor. One advantage of ICA
over PCA is that it is less sensitive to noise because noise is typically Gaussian, thus
characterizing the signal more accurately (Figure 3.14 and Figure 3.15).

3.2.4 Blind Source Separation Based On Spatial-Time Fre-
quency Distributions

Separation of signals can also be accomplished in the time-frequency domain, which has
the advantage of characterizing non-stationary signals that can be under-determined
(Abrard & Deville, 2005; Peng & Xiang, 2010). The method is nominated time-
frequency blind source separation (TFBSS) and aims at locating points in the time-
frequency plane that are common across all measurements to estimate source signals
(Belouchrani & Amin, 1998). This is a common technique for speech recognition
(Kuhne et al., 2008) and can be applied to image separation (Ozgen et al., 2009).
Each coincident measurement is transformed into a covariant representation via Fourier
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transforms of short time windows with each other coincident measurement, resulting in
a spatial time frequency representations of the signal eq. (3.26). Here, x are the time
series for one measurement, xH is the conjugate Hermitian, θ is a kernel depending
on the type of time-frequency representation. Then similar to PCA, the goal is to
diagonalize D̂. Again, the diagonal terms are auto-correlations and the off-diagonal
terms are cross-correlation terms. One difference with PCA is that the off-diagonal are
important in characterizing sources.

D̂xx(t, ω) =
∞∑

l=−∞

∞∑
k=−∞

θ(m, l)x(t+m+ l)xH(t+m− l)e−i2ωl (3.26)

The first step is to whiten the data through unitary transformation of eigen-
decomposition, which has the effect of decoupling the data and normalizing by the
noise. Then, collect time-frequency points in the whitened D̂ that are either auto
or cross terms which are above a certain statistically determined threshold (Fevotte &
Doncarli, 2004). Use these points to then find a unitary matrix that diagonalizes D̂ and
another unitary matrix that off-diagonalizes D̂. A common method is to use Givens
rotations to simultaneously compute a unitary matrix that maximizes the difference
of a diagonalized and off-diagonalized matrix (Belouchrani & Amin, 1998; Boashash,
2003). Degerine & Kane (2006) give an overview of different methods for joint diag-
onalization. The sources are then computed similar to eq. (3.24), which again is up
to a phase and permutation of the original source signals. One advantage of TFBSS
is when the signal has a distinct time-frequency pattern, such as a chirp as in Figure
3.2. However the main draw back, besides being computationally expensive, is that if
the signal and noise have crossing time-frequency patterns, then TFBSS has trouble
differentiating between signal and noise.

3.3 Summary

Analyzing MT time series is a crucial initial step towards understanding the data,
namely signal and noise sources and coherent times. Techniques for estimating coherent
times have been described utilizing robust time frequency analysis, including estimation
of apparent resistivity, coherence between channels and PC analysis. Periodic noise is
often an ever present noise source in MT data biasing estimations of MT transfer
functions. Mulitple techniques have been described to remove such noise where the
optimum technique depend on the data and noise characteristics. These steps prepare
the data for estimation of the transfer function as described in Chapter 2.
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Chapter 4

MT Analysis

Analysis of MT responses is the next step, which turns out to be one of the most
critical steps for accurate interpretation of the data. This includes observing and re-
moving any static shift, near surface distortions, noisy periods and peculiar responses
that might bias models and subsequent interpretations. Tensor representations pro-
vides dimensionality information about the MT response, inferring preferred electrical
current paths within the subsurface. This chapter overviews two tensor representations
of the MT response and two different methods to remove static shift and near surface
distortions that are used in this experiment.

4.1 Phase Tensors

An elegant representation of Ẑ is formulated by Caldwell et al. (2004) and nominated
the phase tensor eq. (4.2). The ratio of the imaginary and real parts of Ẑ is free of
electric distortion as it is simply divided out and only the regional response remains.
Assuming the distortion is real and frequency independent, then the regional impedance
tensor is simply,

ẐR = D̂−1Ẑ (4.1)

Let X̂ be the real part of Ẑ and Ŷ be the imaginary part of Ẑ , then

X̂ = D̂ �e{ẐR}
Ŷ = D̂ �m{ẐR}
Φ̂ = X̂−1Ŷ =

[
Φ11 Φ12

Φ21 Φ22

]
(4.2)

Following Caldwell et al. (2004), three invariants of the phase tensor can be defined
as:

Φ1 =
Φ11 + Φ22

2
(4.3)

Φ2 =
√
Φ11Φ22 − Φ12Φ21 (4.4)

Φ3 =
Φ12 − Φ21

2
(4.5)

Then the phase tensor minimum, maximum and skew, which are also invariants,
can be defined as:
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Φmin =
√

Φ2
1 + Φ2

3 −
√
Φ2

1 + Φ2
3 − Φ2

2 (4.6)

Φmax =
√

Φ2
1 + Φ2

3 +
√
Φ2

1 + Φ2
3 − Φ2

2 (4.7)

β =
1

2
tan−1

(
Φ3

Φ1

)
(4.8)

The angle that describes orientation of Φmax is defined as eq. (4.9), which is related
to geoelectric strike and is not invariant to rotation. It is important to note that a 90
degree ambiguity in orientation of the strike angle exists and only with independent
information, such as Tipper information from vertical magnetic field measurements
(Everett & Hyndman, 1967), can it be removed.

α =
1

2
tan−1

(
Φ12 + Φ21

Φ11 − Φ22

)
(4.9)

Linking invariants to physical parameters is important to fully understand phase
tensor representation. eq. (4.8) defines the skew angle, which describes 3D effects of
electric current flow. Specifically, if the absolute value of the skew angle is greater
than 0, then subsurface conductivity structure is at least 2D heterogeneous and/or
anisotropic. Φmin and Φmax represent gradients in subsurface conductivity structure
along principle directions of current flow, where Φmax is related to the maximum prin-
ciple direction and Φmin the minimum principle direction. Following Bibby (1986),
the phase tensor can be graphically represented as an ellipse where the major and
minor axis are Φmax and Φmin, respectively, and the orientation is defined by α − β
(Figure 4.1). Another parameter that can characterize subsurface geoelectric dimen-
sionality is the ellipticity defined as eq. (4.10) (also an invariant), where the geoelectric
structure is 2D if η > 0. Plotting all these parameters for a single station provides a
diagnostic tool to analyze geoelectric structure (Figure 4.2).

η =
Φmax − Φmin

Φmax + Φmin

(4.10)

4.1.1 Phase Tensor Behavior

Behavior of phase tensor ellipses describes conductivity gradients in the subsurface,
i.e. the major axis is oriented with preferred electric current direction. In a 1D case,
where subsurface conductivity varies only with depth, the phase tensor ellipse will be
a circle as Φmin = Φmax and β = 0. In a 2D case, where subsurface conductivity
structure varies with depth and one horizontal direction, the ellipse will elongate in
preferred current direction as Φmax > Φmin and β = 0. In a 3D case, where subsurface
conductivity structure can vary in all three directions, orientation of the major axis will
be skewed by complicated electric current paths as Φmax > Φmin and |β| > 0. Heise
et al. (2006) describes in detail phase tensor ellipses behavior in anisotropic media.

For the purpose of comparing collocated measurements separated in time, as in this
dissertation, the residual phase tensor will be defined as eq. (6.1).

ΔΦij = Î− (Φ̂−1i Φ̂j) (4.11)

This residual representation estimates the percent change between two different
measurements i and j. The advantage of using eq. (6.1) is that the resulting tensor
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Φmax

Φmin

αβ

N (0 deg)

E (-90 deg)

Figure 4.1: Generic plot of a phase tensor or resistivity tensor represented as an ellipse. Φmin eq.
(4.6) and Φmax eq. (4.7) are the minor and major axis and the orientation is defined as α − β (4.9
minus 4.8) and is measured counter-clockwise.

gives the relative change between the two measurements as opposed to an absolute
change, such as Φi − Φj. The residual ellipses are then oriented in the direction of
maximum change. The shape is related to the percent change, where a circle represents
a scalar change and an ellipses represents a heterogenous change in subsurface resistivity
structure. The 3D forward modeling code of Mackie et al. (1993) is employed to analyze
behavior of residual tensor representation by introducing a conductive body and a
resistive body separately.

Conductive Body

Starting from a homogeneous half space of 100 Ω·m , a conductive cube (ρ=1.0 Ω·m )
of dimensions 2 km x 2 km x 500 m was introduced at a depth of 1 km. The residuals
are calculated from eq. (6.1). A few things are important to notice. First, the ellipses
orient in the direction of greatest change, again there is a 90 degree ambiguity that can
be removed with independent information. Second, changes occur within a period band
then die out at longer periods. Also, around the boundary edges of the conductive body
phase tensor ellipses are oriented parallel to the boundary and outside the body all the
phase tensor point towards the body, but are much smaller. Moreover, the phase tensors
directly over the body align with the longer axis because current can flow more easily.
These patterns could be used to mark the lateral boundaries of the conductive body
and give some indication of depth if an absolute resistivity measurement is available
to constrain the depth.

Resistive Body

Here, a resistive body of the same dimensions as in Section 4.1.1 is inserted into the
same half space but this time the body is resistive (ρ = 10000 Ω·m ). The first
phenomena to note is that change caused by a resistive body is an order of magnitude
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smaller than that of a similar conductive body. Residual phase tensor ellipses exhibit
a similar behavior to the conductive body except the tensor near the boundary tend
to orient perpendicular to the boundary. Also, the volume of influence is larger, where
stations farther away are more sensitive to the resistive body. Similarly, shorter periods
experience larger changes, which is in contrast to the conductive case. This is because
of the diffusive nature of MT, where depth of penetration is directly proportional to
subsurface resistivity eq. (2.24). If the resistivity increases between measurements
then the same period will penetrate deeper and therefore the volume of influence is
larger. Finally, changes observed for the resistive body are about one-tenth that of the
conductive body suggesting a stronger sensitivity to conductive changes.

4.2 Resistivity Tensors

Reilly (1979) formulated a real apparent resistivity tensor eq. (4.12) and real apparent
permittivity tensor eq. (4.13) from the complex admittance tensor (inverse of Ẑ ) to
help describe the MT response in anisotropic media.

ρ̂ = μω · �m{γ̂} (4.12)

ε̂ =
1

μω2
· �e{γ̂} (4.13)

The apparent resistivity tensor is defined by eq. (4.12), where the propagation
tensor γ̂ is defined by 4.14. Here, Yij is a component of the admittance tensor (the

inverse of Ẑ ), μ is the magnetic permeability (N/A2) and ω is frequency (Hz).

γ̂ = −ω2

[
Y22Y11 − Y21Y21 Y22 · (Y12 − Y21)
Y11 · (Y21 − Y12) Y22Y11 − Y12Y12

]
(4.14)

It has been suggested that the apparent resistivity tensor be nominated Reilly’s
tensor (RT), and will be used here. Visualization of the RT is plotted as an ellipse,
following Bibby (1986), where the long axis points in the direction of greatest conduc-
tivity contrast. The face color of the ellipse represents the determinant of eq. (4.12),
which is related to the apparent resistivity. The advantage of this representation is that
resistivity structure directionality can be visualized. Though, one drawback is that RT
can be influenced by static shift and near surface distortions, which rotates ellipse axis
and changes face color. (Weckmann et al., 2003) suggests that shape is not changed
by distortion, however that claim has not been found to be true in analysis of RT.
Frequency independent distortions can be removed by following Bibby et al. (2005),
where the distortion matrix is derived from 1D or 2D sections of the MT response, as
described in Section 4.3.1. Note that the distortion tensor is estimated up to a scaling
constant and does not remove any frequency dependent distortion (Patella, 1987).

4.2.1 Behavior

Similar to PT residuals, RT residual are estimated using eq. (6.1). The same conductive
and resistive anomalies are discussed.

Conductive Body

The same conductive model is used as in the Section 4.1.1. Again, the residual tensor
points in the direction of greatest change. Residual resistivity tensor ellipses behave
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similar to residual phase tensor ellipses with a few differences. The largest change
occurs at longer periods, which follows the dispersion relations that show the phase
predicts the resistivity. Moreover, at periods with skin depths much longer than the
depth of the body, the ellipses experience similar changes to periods with skin depths
proportional to the depth of the body. This is cause by the volumetric nature of
the resistivity, suggesting that depth to the bottom of the body cannot be estimated
from the resistivity. Interestingly, near the edges of the body the ellipses align in
one direction. Specifically, observe ellipses to the north of the body and to the east.
To the east, ellipses align nearly parallel to the edge, whereas to the north ellipses
align orthogonal to the body edge. This could be caused by the 90 degree ambiguity
in orientation, but the orientation change does suggest changes in boundary edges.
Another interesting result is that at the shortest period the resistivity tensor residual
is resistive, which is caused by the wave nature of EM.

Resistive Body

The same body is used as in Section 4.1.1. Ellipse behavior is quite different to the
phase tensor residuals where the largest changes are still observed directly over the
body. Ellipse orientation is similar to the conductive case except that the change is
observed over a larger area and ellipses tend to orient parallel to body edges. At a
period of 0.0032 s the change is conductive, this is because of a wave guide effect
between the body and the surface, commonly observed in forward modeling. Opposed
from PT residuals of the same body, most of the change is observed at stations above
the body not at stations outside the areal extent of the body, similar to Figure 4.5.
This could help decipher the edges of the body.

4.2.2 Summary

Tensor representation of Ẑ provides valuable information about the dimensionality of
subsurface geoelectric structure, furthermore the residual tensor provides information
about how subsurface conductivity structure changed between measurements. The
phase tensor estimates the gradient change in subsurface conductivity structure and
can be graphically represented as an ellipse, where the major axis aligns with preferred
electric current direction. The two examples demonstrate the behavior of residual
phase tensors suggesting information about lateral and vertical boundaries can be
estimated. The resistivity tensor estimates resistivity dimensionality, again represented
as an ellipse, where the orientation aligns with preferred current flow. The residual
resistivity tensor can be used as a supplementary tool to estimate the magnitude of
change in conductivity structure between measurements. It is important to note that
the phase tensor is invariant to near surface distortions, however the resistivity tensor
is not. Therefore a few methods to remove distortion will be discussed.

4.3 Galvanic Distortion

MT theory assumes that no free charges are supported by the Earth, however charges
can accumulate in the subsurface, for instance near structural boundaries or near sur-
face inhomogeneities (Bahr, 1991). These charges cause galvanic distortions in the MT
response. Galvanic distortions occur when the inductive response of the subsurface is
much smaller than the galvanic response. Typically, this occurs at short periods, which
are sensitive to the near surface. The effect of galvanic distortion is to linearly scale the
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Figure 4.7: Selected stations within an 1000 m radius of station pb34. This exemplifies the utility of
spatial filtering of static shifts. The correction is displayed in Figure 4.8.

apparent resistivity curves in log-log space eq. (4.15), where Ẑo is the true impedance
tensor and the frequency independent distortion tensor D̂ is ∈ R

2.

Ẑ = D̂Ẑo (4.15)

Multiple methods have been developed to remove static shift. Jones (1988) suggests
pinning an assumed homogeneous layer resistivity to adjust resistivity curves. Kaufman
(1988) suggests estimating a spatial response to remove static shift, while also stating
that other electric and electromagnetic information is necessary to reduce the influence
of static shift. Pellerin & Hohmann (1990) suggests using transient electromagnetic
techniques to get an absolute resistivity measurement of the near surface, then fitting
the apparent resistivity curves estimated by MT. Berdichevsky & Dmitriev (2008)
suggests a spatial filter to remove static shift. This version of this static shift removal
is utilized in this project because station spacing is relatively close. Static shifts are
removed by the following method. Estimates of the median of each polarization of
the apparent resistivity for stations within a given radius is compared to each station
within that radius for a defined period range. If the difference is larger than a given
tolerance than the difference is assumed to be a static shift and is removed from the
two components of Ẑ for that polarization. An example is given in Figure 4.8.

4.3.1 Removal of Galvanic Distortion

A different method to remove galvanic distortion has been suggested by Bibby et al.
(2005), which exploits phase tensor representation of the MT response (Caldwell et al.,
2004). Here, two dimensionality estimations locate parts of the MT response that
are 1D, 2D or 3D to estimate distortions, though one should be careful interpreting a
single site because a site along a principle axis of a 3D body can appear 2D. Therefore,
it is imperative to compare dimensionality of neighboring sites. One dimensionality
parameter is nominated ellipticity, defined as eq. (4.10). The ellipticity describes the
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Figure 4.8: Figure showing the removal of a static shift using a spatial median filter. At first glance the
apparent resistivity curves do not appear to be affected by static shift (blue and red), but comparing
the curves to near by sites suggest static shift. The resulting curves are cyan and magenta. Notice
that the phase is not changed.

difference between preferential current flow along principle axes. If the system is 1D
than the ellipticity will be identically 0, and the phase tensor will be a circle. Another
parameter is the skew angle eq. (4.5), which is an estimation of 3D conductivity
structure, namely how currents are deflected due to heterogeneous geoelectric structure.

The first thing to note is that galvanic distortion is assumed to be real and frequency
independent, therefore Ẑ is effected by a scaling tensor D̂ eq. (4.16) and eq. (4.17).

X̂ = D̂X̂R (4.16)

Ŷ = D̂ŶR (4.17)

Solution of eq. (4.16) or eq. (4.17) depends on the dimensionality. Though Bibby
et al. (2005) explains galvanic distortion removal for all three dimensions, only the 1-D
case is used in this project and will be explained. For the 1D case β = 0 and η = 0
and eq. (4.16) can be written as eq. (4.18) or eq. (4.19), where g is the 1D regional
impedance tensor and is indeterminable without other geophysical information.

X̂ = gD̂

[
0 1
−1 0

]
(4.18)

Ŷ = gD̂

[
0 1
−1 0

]
(4.19)

Equation eq. (4.18) and eq. (4.18) have determinable solutions up to the scaling
factor g, which is a static shift. The solution can depend on the coordinate represen-
tation of Ẑ , therefore an invariant constraint on the solution is desirable. Bibby et al.
(2005) explains these invariant constraints in greater detail, here the constraint used is
det[D̂] = 1. This constraint assumes that the determinant of Ẑ is constant under the

52



CHAPTER 4. MT ANALYSIS

influence of distortion. With this constraint g can be estimated and removed from X̂
eq. (4.20) and Ŷ eq. (4.21).

X̂s =
X̂√
det[X̂]

·
[
0 1
−1 0

]
(4.20)

Ŷs =
Ŷ√
det[Ŷ]

·
[
0 1
−1 0

]
(4.21)

Finally, these can be used to estimate D̂ as eq. (4.22) for a period range [pi : pf ]
where the MT response is 1-D. It should be noted that real data will have some noise,
so the constraint on ellipticity will need to relaxed to a reasonable threshold, such as
|η| < 0.1.

D̂ = mean(X̂S[pi : pf ] + ŶS[pi : pf ]) (4.22)

The effect of distortion removal can be exemplified with a real example. The MT
response from a survey collected in Antarctica is displayed in Figure 4.9. Here the
overburden is crevassed ice thousands of years old that is between 0.5-3 km thick,
needless to say the conductivity structure is complex and susceptible to static shifts
and heterogeneities in the ice. The period range of 1-10 s is estimated as 1-D and
used to calculate D̂. When D̂ is removed from the data, the resistivity curves pinch
together at periods where they are 1-D. Notice the phase changes very little for this
case, but the error bars increase. This is because information is essentially removed
from the estimation of Ẑ , therefore the uncertainty increases. As Bibby et al. (2005)
states, ‘Distortion removal should be used as a routine process in the analysis of MT
data,’ as it is a simple yet robust method to estimate the regional MT response.

4.4 Summary

Analysis of the MT response is a crucial step before making any interpretations or mod-
eling the data. Two different tensor representations have been discussed, which provide
information about dimensionality of subsurface geoelectric structure. The phase ten-
sor is insensitive to near surface distortions, making it a powerful representation of the
MT response, especially when comparing collocated temporally spaced measurements.
Residuals of the phase tensor infer orientation and depth of subsurface changes while
residual resistivity tensors indicate a conductive or resistive change. These two ten-
sor representations should be used as a complimentary pair to estimate variations in
subsurface resistivity structure between measurements. Two different methods have
been reviewed to remove near surface distortions and static shift, which can severely
bias interpretation. All MT responses estimated in this project have had the distortion
removal technique applied and any static shift removed by the aforementioned spatial
median filter.
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Chapter 5

Background Information

This chapter contains a few sections of background material that is pertinent to this
experiment. First the basics of geothermal, specifically EGS, are discussed. Next, the
regional geology around Paralana is reviewed. Then, the survey layout and design
is described followed by a discussion on the regional resistivity structure at Paralana
found from 2D and 3D inversions of pre-injection data.

5.1 Geothermal Basics

Two basic types of geothermal sources exist: magmatic and amagmatic. Each of these
can be subdivided into two basic geothermal classifications: thermal reservoirs and
hot dry rocks. Thermal reservoirs are typically heated by volcanic activity or zones of
volcanism (Elder, 1981) and, as the label implies, fluids reside in a porous medium with
permeability such that the fluids can flow. Hot dry rocks are quite the opposite. These
rocks are hot, usually due to a combination of the Earth’s natural heat gradient and
radioactive decay from radiogenically enriched lithology in the upper crust, however no
fluids are present because the hot rock has small porosity with minimal permeability.
Therefore, to function as a geothermal resource fractures need to be induced to create
artificial porosity and permeability through which the fluids can flow (Dash et al.,
1981).

This is a rather novel idea and was first thoroughly tested at Fenton Hill, New
Mexico, USA, near the Los Alamos National Laboratory (Purtymun et al., 1974; Dash
et al., 1981; Brown, 1995; Duchane & Brown, 1997; Tester et al., 2006). After years
of testing the site was abandoned as political patience, interest and funding ran out.
Note the era in which Fenton Hill was being developed, late 1970’s to early 1980’s, right
around the time of the first oil crisis. Peculiar how big oil and particulary automotive
lobbyists have shaped the petroleum based economy in such a way that alternative
energy can be pushed by the wayside with a golden carrot (McElroy, 2006). Never-
theless, the pilot project at Fenton Hill stimulated interest and investment throughout
the world.

A few of the larger EGS projects have had enticing success, namely Rosemanowes in
England; Hijiori and Ogachi in Japan; and more recently Landau in Germany; Soultz
in Switzerland and Cooper Basin in Australia (Tester et al., 2006). Nearly 100 new
geothermal projects are underway as of 2008 (Biello, 2008), showing support for the
potential of EGS. Optimistically, the US has pledged over $300 million (RenewableEn-
ergyWorld.com, 2010), while the Australian government has also pledged over $111
million AUD through Federal and state grants (Goldstein et al., 2008). In Australia
alone, if only 2 percent of the potential heat at 5 km depth can be harnessed it could
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generate power for all of Australia for the next 50,000 years. The potential for geother-
mal energy to reduce fossil fuel power production is there, unfortunately the political
and economic force of inertia is strongly bound by the paper note.

5.1.1 Enhanced Geothermal Systems

An EGS has a basic setup of a two well system, one for injecting fluids and the other
to extract fluids (Figure 5.1). The first process completed after the injection well is
drilled is hydraulic stimulation of the hot rock to generate a fracture network that is
porous and more importantly permeable (Carden et al., 1985). Hydraulic stimulation
can take a long time, sometimes the order of a month or two of constant fracturing
(Yoshioka et al., 2009). Once a suitable reservoir is developed an extraction well is
drilled, where geophysical surveys can optimize the well location (Onacha et al., 2009,
2010).

The next step in realizing an EGS is being able to flow fluids from one well to the
other, which can prove to be difficult if the subsurface structure is poorly understood.
The final step is to install infrastructure that will convert thermal heat from extracted
fluids into useable energy. Different types of energy conversion can be employed. One
idea is to use the geothermal energy to heat or cool buildings (Lund et al., 2004), which
is the largest sink on the power grid. The other main idea is to use the geothermal
energy to run turbines which can advantageously generate base-load electricity. The
idea is not new, base-load generation was realized in the 1980’s using binary cycle
turbines (Lacy & Jacobson, 1980), just the monetary based argument of investment
versus return has slowed development. Bertani (2005) reveals geothermal development
up to 2005 experienced minimal growth since 1975, while Bertani (2012) demonstrates
growth in geothermal since 2003, showing optimism in the future of geothermal pro-
duction.

Typical EGS are located in areas where thermally enhanced basement rock is over-
lain by thick blanketing sediments. A good working example of an EGS is in Soultz-
sous-Forêtz near Alsace, France. The heat source is a young amphibole rich granite
that intrudes an older porphyritic granite within the Rhine Graben. These crystalline
rocks are overlain by 1400 m of sediments (Hooijkass et al., 2006). Similarly, the initial
EGS test site at Fenton Hill, situated next to the Valles Caldera, sat atop a series
of tuffs and sedimentary rocks underlain by a highly jointed Precambrian complex of
metamorphic and plutonic lithology located below 2700 m (Purtymun et al., 1974).
The site at Paralana, South Australia, lies above the hottest non-volcanic rocks in the
world. The geologic setting is similar to that at Soultz, in which a graben structure is
filled with over 4000 m of sediments overlaying thermally charged crystalline rock, see
Section 5.2. All of these systems have similar, but unique, geology making it difficult
to prescribe one recipe for EGS success.

5.1.2 Geothermal and Micro-Seismic

The main geophysical tools for characterizing and monitoring geothermal reservoirs
are passive micro-seismic methods that record micro-earthquakes (MEQ) generated
from hydraulically generated fractures (Tester et al., 2006). Usually setup in an array
including downhole instruments, micro-seismic techniques employ tomography to lo-
cate MEQ associated with fractures opening (Douglas, 1967), typically within 200 m
at depths of 5 km (Lou & Rial, 1997). House (1987) showed micro-seismic can be
used in crystalline rock where most EGS systems are proposed to exist. Lou & Rial
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Figure 5.1: A schematic of the proposed EGS system at Paralana, South Australia. Cold water
(20o C) is injected into a hydraulically fractured reservoir where it absorbs heat generated from
radiogenic granites buried beneath 4 km of sediments. The hot water is then pumped out at a
temperature of ∼ 180o C in the form of steam to run a binary cycle turbine for electricity generation.
The water is recycled by pumping it back into the reservoir after the heat is extracted. (From
http://www.petratherm.com.au/projects/paralana)

(1997) and Elkibbi & Rial (2005) demonstrate micro-seismic to be a viable method
for characterizing geothermal reservoirs and Phillips et al. (2002) gives six examples of
MEQ patterns in subsurface reservoirs. Warpinski (2009) demonstrates the utility of
simultaneous interpretation of micro-seismic data, rock mechanics and well completion
data. Crampin & Peacock (2005) give a detailed review on shear-wave splitting in
micro-seismic data caused by fractures dilating in an anisotropic media. Shear-waves
propagate with two distinct polarizations, one parallel to the major stress axis and the
other perpendicular to the major stress axis. When a fracture opens in a material these
two shear waves propagate at different velocities and are recorded at different times.
The time difference is related to the density of fractures along the path length. The
angle of rotation, as measured relative to the vertical component, characterizes the ori-
entation of the fracture system (Rial et al., 2005). Though micro-seismic tomography
can infer location, size and shape of fractures opening, it does not directly measure fluid
inclusion nor connectivity to other fractures. This is why other geophysical methods,
such as EM techniques, need to be employed to constrain fluid location.

5.1.3 Geothermal and MT

Using MT to explore geothermal areas is not a novel idea (Gamble et al., 1981; An-
derson et al., 1995). However, most geothermal exploration done by MT is in volcanic
zones, which has characteristic signature of a conductive clay cap and resistive magma
chamber (Haak et al., 1989; Lagios et al., 1994, 1998; Jones et al., 2008; Oskooi, 2006;
Garg et al., 2007; Heise et al., 2008; Asaue et al., 2006; Aizawa et al., 2005; Hill et al.,
2009). Because EGS is just being commercially realized, few have used MT in EGS
zones. In the last decade, Wannamaker et al. (2004); Newman et al. (2005, 2007, 2008)
have shown MT to be viable as an exploration and characterizing tool for volcanic
systems. The advantage of MT is that it is sensitive to conductivity changes, which
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is important for delineating geometry of thermally and electrically conductive fluids
flowing through resistive host rocks. Spichak & Zakharova (2009) gives an overview of
EM methods used for geothermal measurements.

Many MT surveys have been collected over volcanic systems. Hill et al. (2009)
characterizes deep magmatic chambers beneath Mount St Helens in 2D, showing a
deep connection with nearby volcanic systems. Jones et al. (2008) use 10 MT sites to
do 3D inversion, using the code of Siripunvaraporn et al. (2005), and finding a more
extensive thermal network than previously suspected at Mount Ruapehu, New Zealand.
A more extensive 3D modeling of MT data in a highly 3D geologic setting is given by
Heise et al. (2008). They use phase tensor information to interpret geologic structure.
Also, Heise et al. (2008) estimate residual phase tensors, similar to eq. (6.1), between
the model and data to characterize areas where the model fits the data poorly (large
residual phase tensor). These are only a few examples to show that different methods
can be used to interpret geological structure of geothermal systems using MT data.
However, the combination of multiple geophysical techniques can be advantageous.

Haak et al. (1989) provides a detailed analysis of one dimensional MT data from
the Island of Milos, circa 1986. Their goal was to map geothermal fluids and came
to the conclusion that high-frequency data (above 1 Hz) characterizes near surface
resistivities well, whereas low-frequencies delineate the conductive clay cap and the
magma chamber boundaries well. They also provided an attempt to relate temperature,
porosity and resistivity together to get spatial information about the geothermal fluids,
which produces general results with large uncertainty in location.

Using rotation angles and 1D inversion, Lagios et al. (1994) give evidence for cor-
relation between micro-seismic measurements and MT measurements on Kos Island,
Greece. Similarly, Lagios et al. (1998) extend the MT processing and interpretation to
2D, showing similar results to Lagios et al. (1994). They demonstrate dimensionality
factors like skew and eccentricity can characterize dimensionality and geoelectric struc-
ture in volcanic systems. These dimensionality estimations are important in geothermal
systems as they aid in delineating geoelectric structure that fluid pathways might fol-
low. Similarly, the correlation with micro-seismic measurements magnifies the need for
complimentary geophysical techniques to characterize geothermal systems as each are
sensitive to different physical properties.

Aizawa et al. (2005) demonstrate that MT and SP can be used to characterize
volcanic geothermal areas. They find a positive SP response under the summit of
Mount Fuji, Japan, that correlates well with a conductive anomaly estimate from 2D
MT modeling. They conclude from the correlation of the strong SP response and the
conductive anomaly that the the area is an active geothermal system. Similarly, Garg
et al. (2007) suggests that SP, direct current (DC) and MT should be used together
to characterize geothermal areas by showing none can uniquely characterize multiple
electrical properties of geothermal reservoirs. Once again, the combination of different
geophysical techniques aid in constraining geothermal systems.

5.1.4 Geothermal and Seismoelectric

Though the seismoelectric effect is not examined in this study, the phenomena should be
studied more rigorously within the context of fracture stimulation, therefore it is briefly
mentioned here. Coexisting seismic and electromagnetic responses due to fluids moving
in a porous media is of great physical interest. Pride (1994) formally define acoustic and
electromagnetic coupled systems, leading to Pride & Haartsen (1996) formally defining
electroseismic wave propagation in an anisotropic heterogenous media. Frenkel (2005)
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translates Ivanov’s theory of seismoelectric processes in a moist soil and expands on
electric fields induced by elastic vibrations. The basic theory is that fluidic bound
charges adsorbed onto the lithologic matrix are counter balanced by a diffusive array
of oppositely charged ions, forming a double layer. When a pressure gradient is applied
the diffusive layer of ions will move in response creating a separation of charge and thus
an electric field.

Haartsen & Pride (1997) develops numerical modeling techniques for seismoelectric
measurements and finds three types of seismoelectric responses. The first is related to
an acoustic wave which pushes charges resulting in an electric response with similar
frequency and velocity of the inducing wave. The second is related to shear waves
which generate a sheet of charges that induces a current and a small magnetic field,
again with similar frequency and velocity as the inducing wave. The third type is
related to seismic waves at a boundary of contrasting electrical and other material
properties. The boundary can be modeled as a dipole which radiates an electric field
that travels near the speed of light. Haines & Pride (2006) and Haines et al. (2007)
extend numerical modeling and shows proof of concept with a field experiment aimed
at imaging shallow sandy reservoirs. Dupuis et al. (2009) gives encouraging results of
borehole measurements similar to a vertical seismic profile. Gharibi et al. (2003) gives a
good overall review of seismoelectrics for monitoring oilfield reservoirs. de Ridder et al.
(2009) describes a novel method of using Green’s function interferometry to extract
more information from seismoelectric measurements. The seismoelectric effect has not
been studied within the context of geothermal because feasibility studies suggest the
signal will be much too small to measure. However, seismoelectric has the potential
suggest not only location of fractures but whether fluids are included in those fractures.
The unfortunate reality is that EGS systems are typically at a depth of ∼5 km and
the seismic response from a fracture opening at that depth is on the order of 0 on a
Ricther scale. At present instruments cannot discriminate this signal from noise, but
instrumentation is always getting better, perhaps someday.

5.1.5 EGS and MT

Newman et al. (2005, 2007, 2008) extend interpretation of the Coso geothermal field in
Wannamaker et al. (2004) by conducting a 3D inversion of 125 MT sites in the frequency
band of 250−.3 Hz. Their main goal is to map fractures containing geothermal fluids by
estimating anisotropy in the MT response; unfortunately they could not sufficiently do
this due to data resolution being lower than fracture scales and non-uniqueness of the
model. A general conclusion from this result is that MT surveys need to be designed in
dense grids with fracture scales in mind. Also, MT is not great at delineating fractures
that are smaller than the skin depth. However, they were able to delineate major fault
structures controlling geothermal fluid flow. Also, their models of high conductive
zones compare well with MEQ clouds estimated from micro-seismic tomography. This
infers that areas of multiple seismic events are most likely fluid filled as they are found
to be conductive. In performing the 3D inversion, they found that good starting 2D
models of just the TM mode are necessary to steer the 3D inversion towards a global
minimum. Finally, they conclude that much more work needs to be done on 3D imaging
of geothermal reservoirs with MT.

Bedrosian et al. (2004) conducted one of the first MT surveys designed to monitor
transient changes in the MT response caused by a fluid injection for an EGS. Two
MT stations plus nine electric stations where set out in an L shape near the injection
well for a total of eleven MT stations, where the MT response for the nine electric
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stations is estimated using magnetic field data from the MT stations. They modeled
the data before and after the injection to estimate any changes, but found that cultural
noise levels were too high to confidently estimate changes. A forward modeling exercise
preformed by Bedrosian et al. (2004), suggests that a conductive sphere with a diameter
of 1 km at 3 km depth could be measurable from MT soundings.

5.2 Regional Geology at Paralana, South Australia

In the Northern Flinders Ranges of South Australia resides Paralana Hot Springs, the
one of the only known springs in the world heated by an amagmatic source (Spriggs,
1984). Anomalous surface heat flow in parts of the Flinders Ranges can be as high as
110 mW/m2, where typical continental heat flow is about 40 mW/m2 depending on
age (Neumann et al., 2000), making it a target location for EGS (Hillis et al., 2004).
The Mount Painter Domain (MPD) is the underlying heat source, which is composed
of Paleoproterozoic to Mesoproterozoic gneisses and granites that are innately rich in
radiogenic elements (Brugger et al., 2005), with an average of 30 ppm of uranium (Id-
nurm & Heinrich, 1993). The MPD is overlain by the Adelaide Geosyncline composed
of Neoproterozoic to Mesozoic metasediments. Both where deformed during the De-
lamerian orogeny of the Cambro-Ordovician (Preiss, 1990). Evidence for high-grade
metamorphism during the Delamerian orogeny is restricted to the MPD where amphi-
bolite facies are observed in Adelaidean sediments near the MPD contact (Coats &
Blissett, 1971; Richert, 1976; Sandiford et al., 1998).

Local stress fields around Paralana are poorly characterized, however the regional
stress field has been estimated to be a strike-slip regime (Hillis & Reynolds, 2000; Hillis
et al., 2008). From deep earthquakes Love et al. (2006) estimate maximum compres-
sive stress be near horizontal trending 101 degrees east from North and plunging 16
degrees from horizontal. The intermediate compressive stress trends 18 degrees from
east of North, plunging 55 degrees from horizontal (Love et al., 2006). Geoelectric
strike analysis using the azimuth of the phase tensor and the strike angle found from
invariants of the impedance tensor show the general geoelectric strike to be parallel
with geomagnetic North or 9 degrees east of North (Figure 5.6). This is perpendicular
to the maximum compressive stress. Interestingly, induced fractures from hydraulic
stimulation at Paralana (measured from micro-seismic tomography) tend to open per-
pendicular to regional maximum stress.

The Paralana fault system structurally bounds the eastern margin of the MDP (Fig-
ure 5.2), thrusting eastward over Mesozoic and Triassic sediments of the Lake Frome
embayment, separating the Adelaide Geosyncline from the Curnamona Province (Coats
& Blissett, 1971; Sandiford et al., 1998). The Paralana fault system has been inter-
mittently active since the Middle Proterozoic, where reverse, strike-slip, reverse-thrust,
oblique-slip and normal movement have been reported (Foster et al., 1994; Preiss, 1993;
Teale, 1993), where current movement along the Paralana fault is reverse (Spriggs,
1984). Interestingly, Paralana Hot Springs lies within a dilated extension of the Par-
alana fault system (nominated the Lady Buxton Fault), however the water source has
not been well studied but is assumed to be surface runoff as no deep connection has
been found.

The Lake Frome embayment overlays the MDP to the East creating a thermal
blanket to trap heat generated from radioactive decay. It also marks the southern edge
of the Late Triassic to Late Cretaceous Great Artesian Basin (Cox & Barron, 1998),
which is important for regional hydrological systems. The Mesozoic strata of the Lake
Frome embayment is composed of marine sediments overlain by fluvial and lacustrine
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Figure 5.2: Regional map of Paralana, South Australia near the Flinders Ranges (elevated area under
the Adelaide Geosyncline label). The underlying image is a digital elevation model overlain with
important geologic units and structures. The inset at the top right locates Paralana relative to the
whole of Australia. The MDP has heat flows of up to 110 mW/m2, which is exposed in the north
but buried towards the east under Paralana 2 borehole by 4 km of Adelaidean sediments and strata
of the Lake Frome embayment. The southern edge of the Great Artesian Basin extends just south of
Paralana and has surface representation at Mound Springs to the north. Paralana Hot Springs lies
in a dilated portion of a portion of the Paralana Fault known as the Lady Buxton Fault due east of
Paralana 2. Interestingly, no evidence has been produced to suggest a deep water source for the PHS,
implying that the source is surface runoff. The station locations are marked as triangles and remote
reference stations labeled as RR. The cross pattern are stations from this project, the long line to the
South is the Quantec line and the line to the North was collected in May, 2012 as part of an honors
project.

deposits. Tertiary strata is characterized by fluvial and lacustrine deposits, including
the Bulldog Shale, Eyre Formation and Namba Formation. This is topped by deep
chemical weathered layers of duricrust and silcrete. Tertiary and more recent tectonic
movement is responsible for present topographic relief of the Northern Flinders Ranges
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Figure 5.3: Local stratigraphic and structural elements near Paralana, interpreted from seismic and
borehole data by Petratherm. Notice the graben structure into which Paralana 2 was drilled. The
perforation zone and proposed reservoir is located by the blue ellipse at 1.7s (3680 m).

and neighboring Lake Frome. Uplift and resulting drainage of uranium bearing breccia
is the most likely explanation for the uranium rich Tertiary Beverley sands.

At the Paralana geothermal drill site, the measured heat flow is 113 mW/m2 (Neu-
mann et al., 2000). Here, the basement has been uplifted, while the sediments have
been down faulted forming a graben type structure in which Paralana 2 has been drilled
to 4012 m and cased with steel to 3725 m (Figure 5.3). Bottom hole temperature is
estimated to be 190 C. Saline fluids (ρ = 1.5 Ω·m ) were encountered at 3860 m indi-
cating a pre-existing fluid filled fracture network, which could be linked with the Great
Artesian Basin and could also be fed from lithospheric fluids. The interpreted stratig-
raphy from seismic and drill hole data are displayed in Figure 5.3 (from Petratherm).
Similarly, the electrical resistivity structure is displayed in Figures 5.8, 5.9, and 5.10.

5.2.1 Survey Layout

The survey layout is based on existing roads from previous seismic surveys (Fig-
ure 5.4), which fortuitously aligns with regional geoelectric strike, NNE (9 degrees
west of North). Two main orthogonal profile lines containing 22 sites each run NNE
and WNW centered on Paralana 2 borehole. Also, two off-diagonal lines of 6 stations
each, aid in constraining 3D changes in resistivity structure. Stations are set out with
variable spacing that begins at 200 m near the borehole and increases to 1.5 km at
the extremities; this is to get dense coverage near the borehole where larger changes
are assumed to occur while getting estimates of any regional changes. Two remote
reference stations are located 60 km and 80 km south of Paralana along regional roads.
Surface topography is minor with a max elevation variation of 10 m and vegetation is
usually sparse unless unseasonable rains fall like in 2010-2011, then knee high grasses
sprout up. The EPIC gas pipeline runs parallel to the NNE line offset 2 km to the
west, with a junction that runs to Beverley Mine near the southern extremity.
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Figure 5.5: Table of station locations of the repeated survey displayed in Figure 5.4. The botom 2
rows are the remote reference stations.
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5.3 Geoelectric Structure at Paralana, South Aus-

tralia

One of the first geoelectric parameters to understand is the electrical strike direc-
tion. This can be characterized in a few different ways. First, is decomposition of
the impedance tensor (Bahr, 1988; Groom & Bailey, 1989; McNeice & Jones, 2001).
Second, is by using invariants of the impedance tensor (Weaver et al., 2000). Third,
is by utilizing the phase tensor representation (Caldwell et al., 2004). The last two
methods are employed here. They find that the general strike direction is fortuitously
aligned with geomagnetic North (Figure 5.6) (9 degrees west of geographic North).
Interestingly, this is perpendicular to the maximum compressional stress suggesting
a correlation between geoelectric strike and principle stress, a topic that needs to be
examined further.

Figure 5.6: Rose plots of every station of the base survey estimating the strike direction for different
period bands. The top rose plots represent the strike estimated from the impedance tensor invariants
Weaver et al. (2000). The bottom rose plots represent the strike estimated from the azimuth of the
phase tensor (Caldwell et al., 2004). For short periods the strike angle is towards the East with a
large spread due to 1D resistivity structure of the near surface. Below 1 s, a strike angle of 10o east
of North is found. Note the numbers in the rose plots represent the median angle, which does not
always represent the general trend if there is a 180 degree ambiguity.

5.3.1 2D Modeling

From the multiple base surveys, an estimate of the regional resistivity structure can be
inferred from 2D and 3D modeling. The inversion method of choice for 2D is the Occam
method developed by Constable et al. (1987) and applied to MT by deGroot-Hedlin
& Constable (1990). The Occam inversion tries to find the smoothest model that fits
the data by minimizing the roughness of the model. The model is estimated from the
forward operator of Wannamaker et al. (1987) and the inversion algorithm is based
on Levenberg-Marquardt non-linear least squares method. This method minimizes the
step direction and size between successive models, where a large step size results in a
steepest decent method, while optimizing the regularization Lagrange multiplier.
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The 2D Occam inversions are computed using a grid of 321 horizontal nodes of 50 m
spacing within the station zone and 98 vertical layers that increased as a function of
depth on a logarithmic scale with the first layer 15 m and 30 layers per decade (Table
5.1). The model extends a total 300 km in the x-direction and 1000 km in the vertical
direction to ensure no boundary effects bias the model. A total of 43 frequencies were
used ranging from .008 s to 300 s. An error bar of 10 percent for the apparent resistivity
and 5 percent for the impedance phase where used for the first pass of the model. First
the TM mode, then using that model as a starting model to invert for the TE was
tested, which had similar results to inverting TE and TM simultaneously. Therefore,
TE and TM were inverted simultaneously for all simulations. The inversion was let
run till the lowest RMS was found (around 20 iterations); this was multiplied by 15%
and set as the target RMS for the next run started from a homogeneous half space to
get a smooth model; error bars were kept as aforementioned. Setting the target RMS
to a value slightly higher than found from the inversion forces the inversion scheme to
only add structure as needed to fit the data, resulting in a smooth model.

Table 5.1: Input parameters for 2D Occam inversion, including those for the
MakeModel2DMT executable that comes with the Occam package from http://

marineemlab.ucsd.edu/Projects/Occam/2DMT/index.html. This executable creates
the MESH, INMODEL, and startup file for the 2D Occam inversion.

Line E-W N-S Quantec
Number of 92 92 83
Layers

Number of
Layers Per 30 30 30
Decade
1st Layer 15 15 5

Thickness (m)
Maximum Block 200 200 200

Width (m)
Trigger 0.75 0.75 0.75

Starting Model 10 10 10
(Ω·m )

Number of 43 43 22
Frequencies

Frequency Range (Hz) 78-0.005 78-0.005 293-0.0005
ρTE Error (%) 10 10 10
ρTM Error (%) 10 10 10
φTE Error (%) 5 5 5
φTM Error (%) 5 5 5

Tipper Error (%) n/a n/a 10
Final RMS 1.45 1.60 4.45

Prior to modeling, static shift was removed from the data by using a median spatial
filter used in described in Section 4.3. Also, any near surface galvanic distortion was
removed following the method of Bibby et al. (2005), explained in Section 4.3.1. The
EW line was inverted for as is. That means the data were not rotated as the data were
collected along a profile perpendicular to geoelectric strike with the TE mode (Zxy) to

68



CHAPTER 5. BACKGROUND INFORMATION

geomagnetic North, the geoelectric strike, and TM (Zyx)across geoelectric strike.
The NS line is less intuitive because the data were collected along a profile parallel to

strike. First, the data were inverted for as is, i.e. with no rotations and station spacing
is that projected onto a line that incorporates all stations along the NS line. The reason
is that down to approximately 3.5 km (δ ≈ 500 ·√T = 1(s)× ρ = 50(Ω ·m)) there is
no preferred current direction (Figure 5.6). However, to get deeper structures the data
needs to be rotated 90 degrees, but then needs to be projected onto a line such that the
spacing between stations is relative to the rotation angle. This basically puts all the
stations at one point. This is where 3D inversions help solve the conundrum of data
rotation and line projection. The figures shown are that of the models estimated from
data that was not rotated. The data and model responses are displayed in Appendix
A.

Different starting half spaces were tested ranging from 0.1 Ω·m to 100,000 Ω·m
to test sensitivity to conductive and resistive structures found in the inversion model.
These models displayed the same model down to 20 km, changing by only 2% in
resistivity values. However at 20 km the sensitivity to a conductive block is observed
in the starting model of 0.1 Ω·m , but no sensitivity to a conductive structure in the
model starting at 100,000 Ω·m . The EW model is sensitive to three main features:
the conductive overburden, a conductor at 2 km depth to the west of the profile and a
large conductor at 12 km depth. Sensitivity tests on the NS line are ambiguous as the
model past 3.5 km is unreliable.

A few interesting features are observed from 2D modeling. The top 500 m is con-
ductive (∼ 5Ω·m ) and thickens from West to East and from South to North. This
layer corresponds to Cretaceous and Tertiary sands and clays most likely enriched with
saline fluids making it conductive (Figures 5.8 and 5.9). Down to 2 km the lithology is
also electrically conductive (∼ 50 Ω·m ) which is most likely caused by existing fluids
within the local water table. In Figure 5.8 a conductive anomaly exists between sta-
tions 42 and 44. This anomaly was tested for verification by replacing it with a resistive
structure, individually removing station 42, then 43 and 44, but each time the anomaly
returned as the model needed it to fit the data. The conductive anomaly corresponds
to a fault interpreted from seismic and a brightened set of horizons suggesting that this
zone is most likely fluid filled and perhaps a conduit in the local hydrological system.
Similarly, in Figure 5.9 a conductive anomaly exists between 19 and 22, again tested
but each time returned. Again, the anomaly corresponds to a brightened set of hori-
zons and interpreted faults in the seismic, suggesting that this zone is either fluid filled,
contains clays or mineralized zones. Down past ∼ 2km the general trend is an increase
in resistivity due to compaction and low porosity. An interesting phenomena is that
fluids were encountered at around 3.8 km while drilling but no significant conductivity
anomaly is present in the 2D inversions, at least directly under Paralana 2 borehole.
This could be because the volume of fluid is not large enough for MT to be sensitive
to, or the permeability is not large enough for the volume to be well connected.

A large scale broadband MT survey was collected in 2006 by Quantec and has been
remodeled using the 2D Occam inversion of (deGroot-Hedlin & Constable, 1990) with
parameters displayed in Table 5.1. Phase tensor analysis demonstrates that stations in
the Flinders Ranges (to the far West of Figure 5.4), have strong 3D effects in the data
due to complicated conductivity structures (Figure 5.11 and 5.12). These points were
masked for the 2D inversion. The model mesh has 329 horizontal nodes with spacing
of 85 m within the station zone and 86 vertical nodes. The starting model was 10 Ω·m
, which was based on sedimentary resistivity values found from the aforementioned
models.
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The final model is displayed in Figure 5.10. Paralana Hot Springs is the small con-
ductive anomaly at the surface to the West and interestingly it has no deep connection
suggesting the source is meteoric fluids. The other interesting feature is the connec-
tion between the deep conductor and just below Beverley Uranium Mine, though the
connection does not actually reach the surface. This connection was tested as before
and is needed to model the data. This is most likely a mineralized shear zone and is
probably not fluid filled. The reasoning for this conclusion is that uranium precipitates
near Beverely Mine but is sourced from the Flinders Ranges. This means that there
needs to be an oxidizing agent to precipitate the uranium, such as sulfides. These
sulfides could have been transported through the shear zone. There also appears to be
a connection with the fault structure between stations 42 and 44 (Figure 5.8), which
could have the same origin as the fault beneath Beverely.

Ω

S

E

W

N

Figure 5.7: Top: Comparison of the 2D Occam models from pre-injection data. Left: South and
East line comparison. Right: North and West line comparison. Notice the large conductive body
at around 12 km and the possible connection with the fault system to the West. This could be a
fluid filled brittle zone. Bottom: Cross sections of a 3D model computed from the inversion code of
Siripunvaraporn et al. (2005). Left: South and East cut. Right: North and West cut. Notice some
differences between the 2D models, specifically the large conductor in the North.
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Φ

Paralana 2PHS Beverely Mine

N

5km

Figure 5.11: Pseudo section of phase tensor ellipses colored by the Φmin. Paralana Hot Springs (PHS)
is to the West. Notice the thickening of the top layer towards the East and the orientation of ellipses
just below this layer. To the West they are oriented EW and to the East they are oriented NS where
the change occurs just below Beverley Uranium Mine.

Paralana 2PHS Beverely Mine

N

5km

Figure 5.12: Pseudo section of phase tensor ellipses colored by the |β|, the skew angle, where the more
blue the ellipse the more larger the skew angle. Paralana Hot Springs (PHS) is to the West. Notice
most of the dark blue ellipses are to the West near the Flinder Ranges and at the sediment/basement
boundary that deepens towards the east.
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5.3.2 3D Modeling

The 3D inversion is based on an Occam type approach in the data space (Siripun-
varaporn et al., 2005; Siripunvaraporn & Egbert, 2009). Three different 3D inversions
were preformed. Prior to modeling, static shift was removed from the data by the
median spatial filter described in Section 4.3. Also, any near surface distortion was
removed following the method of Bibby et al. (2005), explained in Section 4.3.1. For
all inversions, all 8 components of the impedance tensor are inverted for. Error bars
of 5 percent were placed on the off diagonal components of the impedance tensor and
50 percent for the diagonal components; this pushes the inversion to fit the main po-
larizations of the MT response. The model started from a homogeneous half space of
10 Ω·m and smoothing parameters of [5, 0.3, 0.3,0.3], see Siripunvaraporn et al. (2005).
After 3 iterations the RMS reached a minimum, then the smoothing parameters were
changed to [5,0.1,0.1,0.1] to let the model add structure to the smooth model.

The first run uses all stations from the base survey responses with the smallest
error bars in the estimation of Ẑ except 31 and 53, because they did not have quality
data, and 6 stations from the Quantec line to constrain the southern part of the grid.
This used a grid of 66 (EW) x 66 (NS) x 44 (Z) cells with a spacing of 200 m within
the station zone. The top layer was set to 15 m increasing on a logarithmic scale with
depth down to 250 km. Similarly, the horizontal cells increase on a logarithmic scale
from the station zone to a total with of 250 km in both directions. The inversion
was run with 12 periods ranging from 0.013 s to 81 s, having at least two periods per
decade. A total of 60 stations were used and This ran for 7 iterations to get a model
with an RMS of 1.56.

The second run included 13 stations from a EW oriented line 5 km north of Paralna
2 collected during an honors project in May 2012, 14 stations from the Quantec line and
31 stations from this project. The stations were picked to have about 500 m spacing.
The 3D grid is 69 (EW) x 56 (NS) x 45 (Z) where the top layer is set to 15 m. After
3 iterations the RMS reached a minimum limit, then the smoothing parameters were
changed to [5,0.1,0.1,0.1] to let the model add structure to the smooth model. This
ran for 3 iterations to get a model with an RMS of 1.08.

The third 3D inversion was to characterize the regional resistivity structure. This
employed 25 stations from the Quantec survey, 16 stations from the north EW line and
18 stations from this project. The stations are spaced at approximately 1 km. The 3D
grid is 68 (EW) x 39 (NS) x 45 (Z). After 4 iterations the RMS reached a minimum,
then the smoothing parameters were changed to [5,0.1,0.1,0.1] to let the model add
structure to the smooth model. This ran for 6 iterations to get a model with an RMS
of 1.55.

The three models have some differences. The two denser models just around the
borehole are similar in the top 2 km and just around the borehole. However, to the west
the first inversion there lies a strong linear conductor that trends EW extending from a
depth of 2 km that is not seen in the 2D models or the other dense 3D model. The data
fits in this region have larger RMS than the second dense model suggesting the model
is not fitting the data. Therefore, the second dense grid is taken as the preferred model;
the responses are displayed in Appendix A. This model is similar to the 2D models
except for a large conductor to the North of the Paralana 2 borehole (Figure 5.7).
Interestingly, this is where the fluids are assumed to flow towards and since some data
was collected post-injection conductive bias in this region could indicate the location
of fluids. Taking a closer look into the model reveals a conductive zone just to the NE
of the borehole that could be associated with an existing fluid filled fracture network,
which was stimulated during the fluid injection (Figure 5.13). The other interesting
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feature that is different between the two models is the large conductor at 12 km depth.
The 2D models suggest this to be a concentrated zone of conductive material, however
the 3D model does not need this in the model, instead the conductive material is
distributed heterogeneously at a depth of 12 km. Unfortunately, resolution at this
depth is poor due to the conductive over burden and period range measured.

Figure 5.13: Different views of the 3D resistivity structure found from a 3D inversion of a the second
dense grid, see text. Notice the conductive zone just to the NE of the borehole that could be interpreted
as an existing fluid filled fracture network as this is the area in which injected fluids migrated towards.
In the top right figure anything above 50 Ω·m has been stripped off the model to leave the resistive
structure of the compacted sediments and basement.

5.4 Summary

The underlying goal of this chapter is to provide some background information that
will help with understanding the forthcoming experiments. First, an EGS system is
one where thermally enhanced lithology is engineered such that fluids can flow through
connected fracture networks to synthetically create a geothermal reservoir from which
energy can be extracted. This is typically done through hydraulic stimulation, meaning
fluids are forced into the hot rocks at high pressures and at slow rates to push open
fractures (Figure 6.3). This is done at Paralana, South Australia where anomalously
high heat producing basement rocks of the MDP are covered by 4 km of sediments.
Moreover, the Paralana 2 borehole was drilled into a graben structure to interact with
the deepest and hottest of these basement rocks. The regional resistivity structure is
modeled in both 2D (Constable et al., 1987; Rodi & Mackie, 2001) and 3D (Siripun-
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varaporn et al., 2005) which correlate well with each other. The resistivity structure is
nearly 2D (Figures 5.11 and 5.12), but with some interesting features. A large conduc-
tor 4 km to the West of Paralana 2, starting near the surface and possibly connecting
down to a large conductor under Paralana 2 at 12 km depth, could be a fluid filled
fault system that is important in the local hydrology cycle. Also, the deep conduc-
tor appears to have a connection just below Beverley Uranium Mine, which is most
likely a mineralized shear zone. Geoelectric strike near Paralana is in a NNE direc-
tion which aligns orthogonal with the principle stress direction. All this information
helps in understanding changes in the MT responses before, during and after fluids are
injected.
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Chapter 6

Continuous MT Monitoring

This chapter covers continuous MT measurements during the injection test for the
development of a geothermal reservoir at Paralana, South Australia. Parts of this
chapter were accepted by Geophysical Research Letters as a short paper, therefore a
more detailed discussion will be provided where necessary. The structure will follow
the scientific method, starting with a problem statement followed by a hypothesis,
methods, experiment, data analysis, discussion and conclusions. Subsections will be
added to supplement published material for longer explanations. The accepted paper
is included as Appendix C.

Abstract

EGS are on the verge of becoming commercially viable for power production, where
advancements in subsurface characterization are imperative to develop EGS into a
competitive industry. Theory of an EGS is simple, pump fluids into thermally enhanced
lithology and extract the hot fluids to produce energy. One significant complication
in EGS development is estimating where injected fluids flow in the subsurface. Micro-
seismic surveys can provide information about where fractures opened, but not fracture
connectivity nor fluid inclusion. Electromagnetic methods are sensitive to conductivity
contrasts and can be used as a supplementary tool to delineate reservoir boundaries.
In July, 2011, an injection test for a 3.6 km deep EGS at Paralana, South Australia was
continuously monitored by both micro-seismic and magnetotellurics (MT). Presented
are the first results from continuous MT measurements suggesting transient variations
in subsurface conductivity structure generated from the introduction of fluids at depth
can be measured. Furthermore, phase tensor representation of the time dependent MT
response suggests fluids migrated in a NE direction from the injection well. Results
from this experiment supports the extension of MT to a monitoring tool for not only
EGS but other hydraulic stimulations.

6.1 Problem Statement

Is it possible to measure transient variations in the MT response estimated
from continuous measurements while saline fluids are injected into the sub-
surface at 3.6 km depth?
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6.2 Hypothesis

To test the feasibility of measuring transient variations in the MT response, the 3D
forward modeling code of Mackie et al. (1993) is employed to estimate the MT response
of a NNE evolving 0.3 Ω·m conductive body at 3.6 km depth in a geoelectric setting
estimated from previous MTmeasurements at Paralana (see Chapter 5). The resistivity
at 3.6 km is 200 Ω·m . The choice of direction is based on an injection test done at
Paralana in July, 2010 and concurrent micro-seismic survey that suggested the preferred
fracture direction is to the NNE. The conductivity is that of sea water as the proposed
fluid injection is with saline fluids. Evolution of the body was segmented into 6 steps,
where step 1 was designated as the base survey. The reservoir began to grow on step
2 as a 400 m (EW-direction) x 400 m (NS-direction) x 200 m (thickness) conductive
block, equivalent to 32,000 liters of saline water. The reservoir grew to approximately
1.2 km x 0.8 km x 500 m trending NNE on step 6, equivalent to 480,000 liters of
saline water. The final dimensions are based on the proposed reservoir dimensions
predicted by Petratherm. The evolution dimensions were dictated by the 3D grid.
The grid around the injection well is 8 km x 8 km with 400 m x 400 m cells in the
horizontal direction; this is dictated by the size of the model that WinGLink can handle.
The model grid extended over 200 km in the horizontal direction. The vertical layers
increase in size with depth starting with 5 m thickness and at 4 km the thickness is
200 m, while the model extends vertically to 1000 km. Therefore, the evolution of the
conductive body is limited to cell size. Also, for the evolution, the conductivity of each
cell of the conductive body is set to that of sea water. This is to test the maximum
response that would be possible. Stations were placed at 400 m spacing in an 8 km x
8 km grid on the surface.

Multiple parameters can be estimated from Z, here the apparent resistivity, impedance
phase and phase tensor ellipses (Caldwell et al., 2004) will be analyzed. Different vi-
sualizations have been attempted, where mapping the residuals between step one and
each subsequent step for different periods as a function of time proved to be most
informative.

A few key observations can be made from forward modeling. First and foremost,
MT parameters vary by only a few percent, meaning accurate and precise data are
needed to confidently observe perturbations produced from the introduction of a con-
ductive body at depth. Second, variations in the two dominant orthogonal polarizations
of apparent resistivity and impedance phase exhibits a larger change in the component
parallel to reservoir strike, (Zxy) aligned as electric field to geomagnetic north (x) and
magnetic field geomagnetic east (y). Third, the period range of changes for apparent
resistivity (10-30 s) and impedance phase (1-8 s) are causal, where the phase predicts
the resistivity (Berdichevsky & Dmitriev, 2008). Similarly, apparent resistivity resid-
uals are positive and on the order of 5 Ω·m , while impedance phase residuals are
negative and on the order of 1 degree. Fourth, variations in phase tensor ellipses are
most informative where the major axis is oriented in the direction of largest change.
The residuals are calculated following eq. (6.1), where phase tensor Φo is the base
measurement, Φj is time step j, I is the identity matrix and Φ−1 is the inverse. The
face color of the ellipse represents the geometric mean of Δ, where red is a large change
and yellow is a small change.

Residual phase tensors ellipses display an abundance of information. At short pe-
riods, the phase tensor ellipses begin to align with the conductive body (reservoir). As
period increases, the size of the ellipse grows and the geometric mean of ΔΦ increases.
Near the edges of the body, the ellipses elongate and align to the edge orientation and
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the geometric mean of ΔΦ is near zero, while inside the reservoir the ellipses are more
circular and the geometric mean of ΔΦ increases. When the period of the inducing
field penetrates below reservoir depth, the ellipses align to point towards the center of
the reservoir while the size decreases and geometric mean of ΔΦ goes to zero until the
influence of the reservoir becomes insignificant. Heise et al. (2006) describes in more
detail the phase tensor behavior in anisotropic media. For more basic understanding
of the behavior of phase tensor residuals see Section 4.1.

Interestingly, the shape and orientation of residual phase tensor ellipses is sensitive
to the regional resistivity structure as seen in the right hand side of the plots in Figure
6.1. Towards the West is the resistive MDP that dips from the Flinders Ranges beneath
Paralana which displays a more circular patter in the ellipses, while towards the East
the subsurface is more conductive causing the ellipses to be more elongated. This
suggests that if conductive fluids are injected into resistive lithology the response of
residual phase tensors ellipses will be more circular than if conductive fluids are injected
into less resistive lithology. This is important in what the predicted changes might look
like, specifically how the residual ellipses will behave. A larger change in a particular
direction will occur if the background resistivity of the injection lithology is low.

Behavior of phase tensor residuals suggests that depth can be inferred however
an absolute resistivity measurement needs to be known to tie the phase response to.
Also, the two different polarizations of the phase tensor sample different depths if the
resistivity structure is not 1D (Hamilton et al., 2006). This is where an inversion is
useful. An Occam 1D inversion (Constable et al., 1987) can be employed to invert the
component most effected by the change in resistivity structure, namely Zxy, which is
the TE mode and more sensitive to changes in subsurface conductivity structure. This
gives a depth estimation of 3.3 km from the forward model responses. The difference
is in the smooth inversion technique which smooths over the conductance of the layers
above the reservoir. Here the conductance is over estimated as the anomaly depth
is underestimated leading to a shallower depth. In addition, a 2D inversion scheme
(deGroot-Hedlin & Constable, 1990) can be employed to estimate the depth of the
anomaly and magnitude of change as a function of time, where the abscissa is time
instead of distance. Here the MT responses for the same station at different times are
spaced such that there is no influence from near by stations, thus giving a 1D estimate
of the evolving body. Again only the Zxy mode is modeled because of its sensitivity to
the conductive body. This exercise also gives a depth estimate of 3.3 km for the same
reasons previously state.

All these observations predict that transient changes can be measured in the MT
response. However, care must be taken in data acquisition because the data needs to
be both accurate and precise. Two patterns to look for in the data are causality, in
that changes in the phase predicts the apparent resistivity. Moreover, that they occur
together, so a change in the phase must be accompanied by a change in the apparent
resistivity in the appropriate period band according to the dispersion relations. Another
pattern to look for is the sign of change, where the residual phase should be negative
and the apparent resistivity residual should be positive. Estimation of residual phase
tensors provide directional information, orienting in the direction of largest change.
Finally, estimating a depth can be accomplished by employing an inversion scheme.

6.3 Experiment

In July, 2011, for their EGS project at Paralana, South Australia, Petratherm Ltd.
injected 3.1 million liters of saline water (resistivity of 0.3 Ω·m) into a sedimentary
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Figure 6.1: Time lapse map of phase tensor residuals calculated as pre injection minus subsequent
days calculated from 3D forward modeling (Mackie et al., 1993) of a growing conductive body 3.6 km
depth similar to Paralana. Each column represent one day (labeled top left), each row represents
one period (s)(labeled bottom right), and the blue ellipse represents the boundaries of the conductive
body that changes with depth. The ellipse color is calculated as the arithmetic mean of eq. (6.1).
Notice ellipse alignment and size as a function of time and period.

package at 3.6 km depth through an 8 m perforated zone of the cased Paralana 2
borehole. The injection took 4 days to complete, starting on day 193 at 0400 universal
time (UT) with low flow rates (2 barrels per minute = 300 liters per minute) followed by
a sequence of shutting in and increasing flow rates step wise to a maximum of 16 barrels
per minute = 2500 liters per minute (Figure 6.3). Pumping concluded on day 196 at
0400 UT when the well was shut in. A micro-seismic array measured over 11,000 events
suggesting the fractures opened in a NE preferred direction, with the majority located
in the NE quadrant from the Paralana 2 borehole (Hasting et al., 2011) (blue dots
in Figure 6.2). Two days before the injection, 11 broadband 4-component AuScope
MT instruments were placed around the Paralana 2 borehole; the furthest station
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  ΔΦ

N

Figure 6.2: Map of Paralana, South Australia displaying MT station locations (triangles) centered
on Paralana 2 injection well (X), and micro-seismic events measured during the injection experiment
from Hasting et al. (2011) (circles colored by day–192 as red to 196 blue). Top right is a temperature
map of Australia from Geoscience Australia at 5 km depth where reds represent 285 C and the gray
star locates Paralana. Stations that malfunctioned are colored blue and are not used in this analysis.
The ellipses represent phase tensor residuals eq. (6.1) of pre-injection and day 196 for a period of 4 s.
The face color is estimated as

√
ΔΦmax ΔΦmin (Heise et al., 2008). Interestingly, ellipse orientation

generally aligns with the seismic cloud, suggesting that fluctuations in the MT response correlate
with geoelectric alteration provoked by connected fluid filled pathways developed during the injection
experiment.

being about 2 km away (Figure 6.2). Survey design was based on a previous injection
test that showed fracturing tendency to be NE of the borehole. MT instruments
recorded for an entirety of 8 days, including 2 days pre-injection, 4 days during injection
and 2 days post-injection. A solar powered AuScope instrument was set up 60 km
south of Paralana as a remote reference. Instruments sampled at 500 Hz and were
synchronized by GPS. Dipoles were approximately 50 m in length, employing Cu-
CuSO4 non-polarizing porous pots as electrodes laid out in an L-shape aligned with
geomagnetic north, which is fortuitously also regional geoelectric strike. Data were
retrieved from the instruments every day to ensure data quality, while instrument
setup was checked for functional completeness and batteries where changed every third
day.
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Figure 6.3: Plot of pumping pressures and flow rates during the July injection test at Paralana. Notice
the erratic pumping schedule meant to punch and push the rock to fracture causing the flow rate to
increase over time. Also, visible changes in the MT response begin around day 194 when the volume
of fluids in the subsurface causes a large enough change to record.

6.4 Data Processing and Analysis

Time series were checked for quality and coherent noise using robust time-frequency
analysis formalized by Djurovic et al. (2003). Magnetic source field effects were es-
timated using a principal component analysis similar to Egbert (1997), finding only
two dominant principal components except for a window of 1400-2400 on UT day 194.
MT transfer functions were estimated for 1, 4, 6, 12, and 24 hour blocks utilizing a
robust bounded influence remote referencing method developed by Chave & Thomson
(2004). As source field power was low in the MT dead band (1-10 s) during local night
time, a magnetic coherency threshold between the station and remote reference station
was applied to remove influence of non-coherent and weakly coherent signal on Z that
might produce false anomalies (Mareschal, 1986). Coherency between measured elec-
tric fields and predicted electric fields from measured magnetic fields was maximum
across all periods for Z calculated using 24 hour blocks. Estimated mean error for
Z of 24 hour blocks is approximately 1.4 percent, while average repeatability of MT
parameters for the period range .01-1 s is within 0.4 percent between 24 hour blocks.
Therefore, the following data analysis is focused on Z calculated from 24 hour time
windows.

One benefit of conducting electromagnetic surveys in the Australian outback is the
lack of electromagnetic noise sources, nevertheless there are other logistical aspects of
data collection. Out of the 11 instruments deployed, 6 functioned consistently through-
out the survey. The other 5 instruments were sporadically disrupted by mice chewing
electrode cables or electrodes being dug or pulled out by other animals. These time
windows of poor data quality are not used to estimate Z. Stations pb02 and pb48
are not used in this analysis because they malfunctioned too often to estimate reliable
transfer functions. Other noise sources include pumps used for the injection (operating
at periods of ∼1 s and ∼6 s) and site specific noise. Fortunately, influence from these
noise sources is minimal in these data. Also, it is important to note that the resid-
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uals, calculated as the MT response pre-injection minus each 24 hour time window,
are calculated for each station. Therefore, any time invariant systematic noise, such
as instrument noise, will be subtracted out. Near surface distortion is estimated and
removed following Bibby et al. (2005). Note the phase tensor is invariant to near sur-
face distortions, making it an advantageous parameter to represent the MT response
(Caldwell et al., 2004).

Variations in MT parameters are estimated by computing residuals of pre-injection
MT parameters minus subsequent 24 hour blocks, specifically for apparent resistivity,
impedance phase and the phase tensor parameters. Phase tensor residuals provide
information about geoelectric strike transformation during the injection and gradients
in resistivity structure, suggesting reservoir boundaries. Here the phase tensor residuals
are calculated as a percent change eq. (6.1), where Φo is the phase tensor pre-injection,
Φj is the phase tensor of a 24 hour block, I is the identity matrix of rank two and Φ−1 is
the inverse. The face color can be represented as the geometric mean

√
ΔΦmax ΔΦmin

(Heise et al., 2008). For more on phase tensor behavior in anisotropic media see Heise
et al. (2006) and Caldwell et al. (2004). Finally, to ensure bulk changes are estimated
robustly, a median filter is applied to the each MT parameter, calculating the single
station median for three periods at three different times.

ΔΦoj = I− (Φ−1o Φj) (6.1)

6.5 Discussion

First and foremost, confidence in variations of the MT response must be instilled before
any in-depth interpretation can begin. The first thing to look for is a clear separation
between the MT response pre-injection and MT responses estimated at later times.
This provides an indication of variational magnitude and suggests a confidence level
that observable temporal changes beyond measurement error exist. The second pattern
to look for is causality, where variations in impedance phase should predict apparent re-
sistivity changes according to the dispersion relation (Berdichevsky & Dmitriev, 2008).
Specifically for a conductive change at 3.6 km at Paralana, the phase should increase
at ∼1-10 s and the apparent resistivity should decrease beyond ∼8 s. The key is that
an observed change in the phase is related to a change in the apparent resistivity at
a physically plausible period band. The general trend for most stations is similar to
Figure 6.4 where the apparent resistivity is reduced below periods of 8 s and the phase
increases around 1-10 s for MT responses estimated during the injection. Moreover,
most of these changes are near or just above the measurement error where variational
magnitude is larger in the Zxy than the orthogonal polarization, suggesting that change
in geoelectric structure has a preferred direction towards the North. The other com-
ponents do not show coherent changes above measurement error in both the resistivity
and phase (Figure 6.5). Not all stations have consistent measurable changes above the
noise level, therefore those that did will be discussed, namely pb01, pb04, pb24 and
pb27. The others had intermittent periods where mice chewed cables or electrodes got
pulled out by curious marsupials.

Another method to provide confidence in observable changes is to estimate an error
floor by propagating an error estimate to each MT parameter, assuming that the error
is identically isotropic. An error estimate can be calculated as the ratio of the sum
of the error in estimation of Z and repeatability divided by Z as a function of pe-
riod and time for each station; this gives a percent change confidence floor. Applying
a median filter and taking the maximum percent change estimated as a function of
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Figure 6.4: Comparison of the MT response for station pb01 on day 192 (black) and 196 (gray). Top
graph represents apparent resistivity of Zxy and bottom the phase. Notice phase change increases
at 1-5 s and apparent resistivity above 10 s, displaying causality. Similarly, the magnitude of change
is near or just above measurement error representing a measurable change in subsurface geoelectric
structure originating from the injection of fluids at depth.

time and frequency of the aforementioned stations provides a robust baseline to which
MT parameters can be compared to. Namely, if the residual in the MT parameter is
above this baseline then it can confidently be analyzed as a measurable signal (Figure
6.6). Estimating parameters of the phase tensor (Caldwell et al., 2004) provides di-
mensionality information and a representation of the MT response that is insensitive
to distortions. Phase tensor representation of the time dependent Z suggests a general
trend of increase in ΔΦmax as a function of time between 1-10 s, conversely ΔΦmin does
not change above the error floor, again suggesting a directional dependence. Interest-
ingly, for periods in the dead band (1-10 s), the error floor displays an increasing linear
trend from the start date to the end date. However, magnetic source field power did
not decrease from start to finish enough to cause an increase in error of estimating Z.
Moreover, electrical noise from mechanical pumps (1 s and 6 s) remained nearly con-
stant for the pumping period. Similarly, cathodic protection from the EPIC pipeline
(2 km west of injection well see Figure 5.2) was time-invariant. Electrode drift would
effect all periods. A plausible explanation is that the subsurface sampled at periods
between 1-10 s (skin depth of ∼3-8 km) became more conductive over the duration of
pumping due to the injection of saline fluids. This would cause a decrease in electric
field strength at those periods and cause a decrease in coherency between the measured
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Figure 6.5: Comparison of the MT response for station pb01 on day 192 (black) and 196 (gray).
Top plots are of the Zyx mode (TM) showing a small coherent change in the apparent resistivity
but not a corresponding change in the phase. Middle plots are the Zxx component, again showing a
larger change in apparent resistivity than phase. Bottom plots are the Zyy components showing little
coherent change above measurement error.

electric and magnetic field, propagating into an uncertainty increase in the estimation
of Z.

After confidence is instilled in measuring observable changes, a helpful visualization
is to plot a pseudo section of the apparent resistivity and impedance phase as a function
of time for one station, again plotting the Zxy component shows the largest change.
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Figure 6.6: Plots of percent change in Φmax (an invariant of eq. (6.1), see Caldwell et al. (2004))
as a function of time for selected stations and periods (T). The shaded gray region is the estimated
error floor as a function of time and period, giving a baseline to which variations can be confidently
estimated and interpreted. The shaded orange region designates the pumping period when fluids were
injected into the subsurface. Notice that periods between 1-10 s experience a general increasing change
above the error floor, while periods outside this band do not.

Figure 6.7 displays both apparent resistivity and impedance phase versus period and
time. Also, plotted is the pumping start time(yellow), pumping end time (black), and
time of increased flow rates (purple). It should be noted that a 2D median filter was
applied to the MT response to ensure a robust estimation of changes, where the median
kernel estimated the median for 3 days and 3 periods. Interestingly, the response
shows a lag of when pumping started and when an observable change occurred in the
MT response. Also, it is important to note that the anomalous response is present
after pumping indicating that it is not caused by noise but a conductive change in the
subsurface. Furthermore, as found above the conductive changes in the MT response is
causal, where the phase increases at about 1-5 s and the apparent resistivity decreases
at around 8-20 s. The extra anomalous phase at 27 s is of unknown origin and is
assumed to be noise because this anomaly is not observed in similar plots for other
stations.

Estimating depth to the conductive anomaly can ensure the change is occurring at
the correct depth. An 1D Occam inversion using the code of (Key, 2009) estimates
depths ranging from 2.8-3.3 km (Figure 6.8). Only the TE mode, where the electric
field is aligned with maximum change, is modeled here because of its sensitivity to
subsurface electrical variations. Error bars of 2% and 4% are put on the impedance
phase and apparent resistivity of the TE mode to force the model to pick out small
changes in the response, the responses are plotted in Figure 6.9. The RMS of the
models increase with time, which is a pattern observed in Figure 6.6, where the error
in the estimation of Ẑ increases. However, the Occam inversion scheme deals with
noisy data points well.

The estimated depth is 3.2 km, which is off by about 400 m from the known depth,
but nevertheless is close to the expected depth range. Occam’s method finds the

88



CHAPTER 6. CONTINUOUS MT MONITORING

Figure 6.7: Apparent resistivity (top) and impedance phase (bottom) of the residual MT response
computed as pre-injection minus subsequent 24 hour blocks for Zxy from station pb01. On the y-axis
is period (s) and along the x-axis is day (UTC). The yellow line is when pumping started, purple is
increased flow rates and black represents when pumping seized. Notice a time lag in the MT response
and when pumping started, signifying a threshold on the measurable volume of conductive material.
Also, note the change in impedance phase occurs at a shorter period than the apparent resistivity
supporting causality.

smoothest model possible and can smooth the resistivity structure increasing the un-
certainty in the depth. Similarly, because MT is an integral method, if the conduc-
tance above the body is not properly estimated the depth will also not be accurately
estimated. Accuracy can be improved with other electric and electromagnetic mea-
surements.

The change in resistivity with depth is larger than the observed change in the
MT responses, which could be because the model is fitting noise in the data, biasing
the conductive change. Nevertheless, the point of the depth estimation is to get an
approximate depth of the change to give confidence that observed variations in the MT
response are invoked by a conductive body at approximately 3.6 km.

Mapping the apparent resistivity as a function of time and period can infer spatial
variation of the MT response. Figure 6.10 displays the variation in apparent resistivity
over period and time. Again a 2D median filter has been applied as above. Interestingly,
the largest conductive anomaly occurs just to the North of the injection well at 16-20 s
but then increases towards the East at later periods. This could be because two fault
systems were penetrated at different depths, one trending NNE at a shallow depth
and one trending ESE slightly deeper. Micro-seismic data suggests that deeper micro-
earthquakes occurred to the East of the injection well, however this correlation is still
speculative as variational magnitude in apparent resistivity is still small. Directional
interpretation of the MT response can be more helpful.

Dimensional variations in the MT response can be estimated from the residual phase
tensor eq. (6.1). Interestingly, phase tensor residuals are larger than forward modeling
predicts by an order of magnitude, suggesting a greater contrast between host rock and
the conductive body, also supporting experimentation over feasibility studies as fea-
sibility studies are like thought experiments and cannot be tested unless experiments
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Figure 6.8: Depth estimation from 1D Occam inversions of TE mode for different days measured
at station pb24, labeled in the legend. Day 192 is pre-injection, 196 is the last day of pumping
and day 198 is 2 days after the injection. The conductive anomaly occurs at about 3200 m which
is 400 m shallower than the injection point. This is because Occam is a smooth inversion and the
depth depends on the resistivity structure of the overburden. Here the overburden resistivity is under
estimated giving a shallower depth. Nonetheless, the depth is on the correct order of magnitude,
supporting observed changes are caused by a conductive change in subsurface resistivity structure.

Figure 6.9: Responses from depth estimation from 1D Occam inversions of TE mode of different days
measured at station pb24, labeled in the legend. Day 192 is pre-injection, 196 is the last day of
pumping and day 198 is 2 days after the injection.

are conducted. Three general observations can be made from phase tensor residuals
represented as an ellipse (Figure 6.11). First, average ellipse orientation aligns in a
NE direction from periods between 1-10 s (Figure 6.2). This is also the regional strike
direction and orthogonal to principle stress direction suggesting a correlation between
electric strike and principle stress directions. Second, larger changes are observed to
the NE of the borehole. Third, for periods between 1-10 s, size of phase tensor ellipses
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Figure 6.10: Maps of apparent resistivity residuals for Zxy estimated as the difference between pre-
injection apparent resistivity and apparent resistivity from subsequent days. A 2D median filter has
been applied with a 3 x 3 window estimating the median of 3 days and 3 periods per station ensuring
estimation of bulk coherent variations. The map is interpolated by a nearest neighbor algorithm that
can smear anomalies. Each column represents a day labeled in UT and each row represents a different
period (s). The borehole is marked by the purple asterisk and stations are marked by black triangles.
Changes are observed to the NE of the borehole and are coherent between most stations. Distortion
is removed following Bibby et al. (2005).

increases and face color becomes more red with each day, imaging changing geoelectric
structure due to a growing conductive body at depth. However, phase tensor orienta-
tion can be influenced by noise but also exhibits behavior not of a simple homogeneous
conductive block, but a complicated system of heterogeneous anisotropic pathways.
Further work and more experimentation needs to be done to fully understand the MT
response in time-variant fractured media. These three observations correlate well with
micro-seismic data showing the majority of micro earthquakes occurred NE of the bore-
hole and elongated generally in the NE direction. It is important to note that micro-
seismic data can locate fractures opening, while MT estimates volumetric changes in
the geoelectric structure associated with fluid filled fracture networks. Therefore, these
two geophysical techniques should be used in tandem as complementary pairs.

6.6 Conclusion

In this experiment, MT has been successfully applied to monitoring a fluid injection for
the first stage of an EGS, where changes in the MT response are assumed to originate
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Figure 6.11: Maps of phase tensor residual ellipses calculated as eq. (6.1) and colored as the arithmetic
mean of Δ. Each column represents one day and each row represents one period. Paralana 2 borehole
is marked as an X. An outline of the seismic cloud for each day is represented as the gray blob with
interpreted faults (gray lines) from Hasting et al. (2011). Generally, ellipse orientation aligns with
interpreted faults while size increases from day 193 to 196.

from the injection of electrically conductive fluids connected by induced fracture net-
works at 3.6 km depth. Though the variations in MT parameters are on the order of a
few percent, they are coherent in space and time, while being above measurement er-
ror. Furthermore, temporal and spatial variations correlate with the pumping schedule
and results from a concurrent micro-seismic survey. Plotting apparent resistivity and
impedance phase of pre-injection and subsequent 24 hour blocks provides visual con-
formation that observable changes exist above measurement error, while inverting the
MT response as a function of time using a 2D algorithm is useful for estimating depth
to the evolving conductive body, though absolute depth can have large errors stemming
from regularization of the smooth inversion schemes and inaccurate estimation of the
resistivity structure above the injected anomaly. Estimating an error floor for each
MT parameter can be used as another tool to instill confidence in observable changes.
Finally, mapping the phase tensor residuals prove most informative for observing tem-
poral and spatial changes generated by a growing conductive body at depth, indicating
that reservoir evolution is a complex growth to the NE of the borehole, expanding in
a NE preferred orientation.

MT alone cannot provide all the information about the reservoir. The combina-
tion of MT and micro-seismic measurements should be used as a complimentary pair
to characterize injected fluids in the subsurface. Micro-seismic tomography provides
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locations of fractures opening up, a point in the subsurface. However, micro-seismic
tomography can not discriminate whether that fracture is fluid filled or connected to
other fractures. MT is sensitive to volumetric conductivity contrasts and can suggest
whether the volume of seismic events are fluid fill or not.

Two methods to improve monitoring MT surveys are to utilize more than one re-
mote reference to better understand regional variations in the magnetic source field
(Kappler et al., 2010) and increase the number of stations to cover a larger area for
improved lateral resolution. Positive results from this experiment demonstrate the po-
tential of expanding MT monitoring to other fluid injections, such as non-conventional
natural gas where controlled source techniques can be applied (Orange et al., 2009;
Streich et al., 2010; Wirianto et al., 2010).
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Abstract

Realization of enhanced geothermal systems (EGS) prescribes the need for novel meth-
ods to monitor subsurface fracture connectivity and fluid inclusion. Magnetotellurics
(MT) is a passive electromagnetic method sensitive to electrical conductivity contrasts
as a function of depth, specifically hot saline fluids in a resistive porous media. In
July, 2011, an EGS fluid injection at 3.6 km depth near Paralana, South Australia was
monitored by comparing repeated MT surveys before and after hydraulic stimulation.
An observable coherent change above measurement error in the MT response is present
and causal, in that variations in phase predicts variations in apparent resistivity. Phase
tensor residuals prove the most useful representation for characterizing alterations in
subsurface resistivity structure, while resistivity tensor residuals aid in determining
sign and amplitude of conductivity variations. These two tensor representations of the
residual MT response suggest fluids migrated towards the northeast of the injection
well along an existing fault system trending north-northeast. Forward modeling and
concurrent micro-seismic data support these results, though micro-seismic data sug-
gest fractures opened along two existing fracture networks trending north-northeast
and northeast. This exemplifies the need to employ electromagnetic methods for mon-
itoring fluid injections due to its sensitivity to conductivity contrasts.

7.1 Introduction

World energy production is gradually shifting from fossil fuels to renewable energy
sources increasing the necessity for novel methods and technologies to be developed.
A promising energy source is geothermal, specifically EGS, which not only produces
base load power but can be implemented for direct use of heating and cooling build-
ings (Green & Nix, 2006), the largest energy drain on the grid. The exciting advan-
tage of geothermal is that it can be exploited anywhere compliments of the Earth’s
natural thermal gradient, where typical target depths for electricity generation being
between 3-10 km (Tester et al., 2006). Additionally, geothermal energy production is
environmentally friendly, producing a minimal foot print with minimal emissions of
greenhouse gasses (DiPippo, 1991). First tested at Fenton Hill, NM in the 1970’s, EGS
is theoretically simple: introduce fluids into a zone of thermally active lithology via
fracture stimulation to create a reservoir for heat transfer, then extract the hot fluids
to produce energy. Unfortunately, realizing an EGS in practice proves to be difficult
stemming from limited experience and technologies, and multiple unknowns of the
subsurface (Brown, 1995). The first step to creating an EGS is fracture stimulation to
establish porosity and more importantly permeability within the thermally enhanced
lithology, however characterizing and locating connected fluid networks within the sub-
surface proves to be difficult. The main geophysical technique to characterize fractures
opening during hydraulic stimulation is micro-seismic (Wohlenberg & Keppler, 1987;
House, 1987), where size and orientation of the fractures can be estimated from shear
wave splitting (Rial et al., 2005). However, micro-seismic is not directly sensitive to flu-
ids being included in fractures nor how well fractures are connected. Electromagnetic
(EM) techniques are directly sensitive to electrical conductivity contrasts, specifically
connected paths of conductive material, such as a brine solution in a resistive host
rock.

Electric and EM methods have been successfully employed to monitor subsurface
processes. Typically used for shallow targets (above ∼ 2 km), the self-potential (SP)
method maps electrical potential differences as a function of position on the surface and
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is directly sensitive to subsurface fluid movement ( ex. Aizawa et al. (2005); Yasukawa
et al. (2005)). However, deeper targets need different methods. Magnetotellurics (MT)
is a passive EM method that measures the Earth’s response to natural time varying
magnetic fields, which gives it a versatile depth of investigation (Kaufman & Keller,
1981). In one of the first detailed long term monitoring MT studies, Kappler et al.
(2010) collected continuous MT measurement along the San Andreas Fault. No pre-
cursor electromagnetic signal to seismic activity was detected, however Kappler et al.
(2010) described vigourous and thorough analysis methods valuable to monitoring MT
surveys. Bedrosian et al. (2004) conducted one of the first MT surveys aimed at mon-
itoring a fluid injection. They continuously measured during the fluid injection with
11 MT stations setup in an L centered on the borehole. Then, 2D inversions were em-
ployed to compare the MT response before and after, unfortunately they found noise
masked any MT response originating from fluid inclusion at depth. Aizawa et al. (2011)
deployed two continuous MT stations aimed at monitoring volcanic processes on Saku-
rajima volcano, Japan and found a 20% change in the apparent resistivity coincident
with subsurface uplift and degassing. These monitoring surveys support the extension
of MT to a monitoring tool, while exhibiting the necessity for precise, accurate, and
spatially dense measurements.

Presented are the first positive results from repeated MT surveys collected before
and after a hydraulic stimulation for the first phase of an EGS at Paralana, South
Australia. First, a few key points of the MT method will be provided, followed by a
description of the experimental setup and hypothesis. Subsequently, data analysis of
pre and post injection surveys will be followed by a detailed discussion and conclusions.

7.2 Magnetotellurics

MT is a passive method that measures the Earth’s electromagnetic response to natural
time varying magnetic fields, first formulated by Tikhonov (1950) and Cagniard (1953).
Measured orthogonal lateral components of the electric fields (E) and magnetic fields
(B) are assumed to be linearly related in the frequency domain by the rank 2 impedance
tensor Ẑ through E(ω) = ẐB(ω). As with most EM methods, MT is measuring
a diffusive process where energy is only lost in the system. As a consequence, the
depth of penetration, or skin depth δ =

√
2ρT/μo, is proportional to the period of

the inducing magnetic field, where T is period in seconds and (T = 1/ω), μo is the
magnetic permeability of free space (N/Amp2)and ρ is resistivity in Ohm meters (Ω·m).
Furthermore, MT is a volumetric measurement that incorporates the hemisphere of
radius δ. One unfortunate consequence of this is that resolution is also dependent on
source field period and decreases with increasing depth.

Information about the electromagnetic source field is crucial to understanding vari-
ations in the MT response (Kappler et al., 2010). Time-frequency distributions char-
acterize source field power as a function of time and frequency suggesting times of
maximum coherency. Moreover, principal component analysis (PCA) of the scaled
spectral density matrix (SDM) can give estimates about the number of sources present
in the data, where typical MT data have only two sources corresponding to orthogonal
polarizations (Egbert, 1997). Here a robust time-frequency distribution formulated by
Djurovic et al. (2003) is employed to estimate the SDM, which is scaled to represent
the principal components in signal to noise power ratio, following Egbert (1997).

Two common ways to represent the data are the apparent resistivity and impedance
phase. The relationship between apparent resistivity and phase is causal, where phase
predicts apparent resistivity through the Kramers-Kronig dispersion relationships. It
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should be noted that the dispersion relations should be used with great care as they
can be quite often violated (Fischer & Schnegg, 1993; Berdichevsky & Dmitriev, 2008).
The apparent resistivity is the volumetric electrical resistivity of the hemisphere circum-
scribed by δ and is calculated as the modulus of Z scaled by the period and magnetic
permeability. Typically, apparent resistivity and phase are analyzed and visualized in
two separate polarizations, however it can be useful to use all four components of Z,
such as estimating the determinant (Spichak & Manzella, 2009) or tensor representa-
tion for directional and dimensionality characterization (Reilly, 1979; Weckmann et al.,
2003; Caldwell et al., 2004).

Reilly (1979) formulated a real apparent resistivity tensor (RT) and real apparent
permittivity tensor from the complex admittance tensor (inverse of Z) to describe the
MT response in anisotropic media. Though, one drawback is that RT can be influ-
enced by static shift and near surface distortions, which rotates ellipse axis but does
not change the shape (Weckmann et al., 2003). Formulated by (Caldwell et al., 2004),
the phase tensor (PT) is an alternative representation of the MT response. The PT
is simply the ratio of the imaginary part of the impedance tensor to the real part,
Φ(ω) = Im{Z(ω)}/Re{Z(ω)}. A fortuitous result is that near surface distortions are
removed and only the regional response remains. Both tensor representations can be
represented as ellipses following (Bibby, 1986), where orientation is related to geoelec-
tric strike and the shape characterizes dimensionality of subsurface resistivity structure.
For an extensive study on PT behavior in anisotropic media see Heise et al. (2006) and
Caldwell et al. (2004). Similarly, for a detailed description on RT behavior see Weck-
mann et al. (2003). For this study estimating the residual between pre-injection and
post-injection MT responses is a key parameter of interest. This can be extended to
tensor representation by calculating the residual PT or RT between collocated mea-
surements temporally spaced as equation 7.1, where Φ1 is PT or RT pre-injection, Φ2

is the PT or RT post-injection, Φ−1 is the inverse, and I is the identity matrix.

ΔΦ1,2 = I− (Φ−11 Φ2) (7.1)

7.3 Experiment

South Australia is a prime target for EGS because it contains some of the hottest gran-
ites in the world (McLaren et al., 2002). One EGS target lies in the Northern Flinders
Ranges near the Paralana Hot Springs (Hillis et al., 2004), the only amagmatic thermal
spring in the world. The heat source is an anomalously enhanced density of radiogenic
elements within the Paleoproterozoic to Mesoproterozoic gneiss, granites and metased-
iments of the Mount Painter Domain that underly the Flinders Ranges. Anomalous
surface heat flow in parts of the Flinders Ranges can be as much as 90 mW/m2 (Brug-
ger et al., 2005), while at the Paralana geothermal drill site the estimated heat flow
anomaly is 113 mW/m2 (Neumann et al., 2000). Paralana 2 borehole has been drilled
to 4012 m and cased to 3725 m, where bottom hole temperature is estimated to be
190 C. Saline fluids (ρ = 1.5 Ω·m) were encountered at 3860 m indicating a pre-existing
fluid filled fracture network, which could be linked with the Great Artesian Basin.

The goal of this experiment is to measure a change in the MT response originating
from the introduction of a saline reservoir at depth. To do this, the same survey layout
is repeated before and after fluids are injected and then compared. The survey layout
contains 56 stations with the design parallel and orthogonal to geoelectric strike (NNE),
following existing seismic lines (Figure 7.1). Two main orthogonal lines, oriented close
to the cardinal directions, intersect on the Paralana 2 borehole. Each line contains 22
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stations with variable spacing starting at 200 m near the borehole increasing to 1.5 km
at the extremities. Two off diagonal lines of 6 stations each, again centered on the
borehole with variable spacing, increase spatial coverage. Two remote reference stations
are located to the South of the survey along existing roads, one 60 km and the other
80 km away. AuScope broadband MT instruments are employed utilizing Cu-CuSO4

non-polarizing porous pots as electrodes and LEMI induction coils as magnetometers.
Dipoles are approximately 50 m, dictated by brush, topography and cable length, and
deployed in an L-shape. Earth Data Loggers store the data at a sampling rate of
500 Hz. Instruments are synchronized by GPS and powered by 12 V gel cell batteries.
Four base surveys were collected pre-injection with one post-injection survey.

In July, 2011, 3.1 million liters of saline water (0.3 Ω·m) was pumped into a Meso-
proterozoic metasediment sequence via a 6 m perforated zone in the Paralana 2 borehole
around 3680 m. Pumping lasted 4 days starting on UT day 193 with low flow rates (2
barrels per minute) slowly increasing step wise to 15 barrels per minute, periodically
shutting in. Pumping ceased on UT day 196 when the well was shut in. Coincidentally,
a micro-seismic array and an MT array were deployed to monitor subsurface changes
originating from fluid injection. The micro-seismic array measured over 13,000 events
with 98% being less than magnitude 1.0 (Hasting et al., 2011),where the data suggest
fractures opened in a preferred NE orientation along four existing fault systems that
strike NNE, NE, and ESE (Figure 7.1). Most seismic activity occurred along the NE
and NNE faults extending approximately 1 km x 200 m x 400 m. This is supported by
MT data collected during the injection, suggesting most of the fluid propagated into
these two fault systems (Peacock et al., 2012).

7.4 Hypothesis

Forward modeling can be educational in testing MT as a viable method to monitor
fluid inclusion at depth (Pellerin et al., 1996; Spichak, 2001; Bedrosian et al., 2004; Or-
ange et al., 2009; Streich et al., 2010; Wirianto et al., 2010), notwithstanding forward
modeling can only predict plausible outcomes not accurately determine experimental
outcomes. The 3D forward modeling code of Mackie et al. (1993) was employed to
model a resistivity structure derived from pre-injection MT surveys, which contains a
conductive (10 Ω·m) top 1 km, then a layer of 200 Ω·m. A resistive quarter space (700
Ω·m) that trends NNE with a dip of 15 degrees towards the East is placed 15 km to the
West of the borehole on the surface to represent the Flinders Ranges and the Mount
Painter Domain. A block of 0.3 Ω· m oriented in the NE direction with volumetric
dimensions of 1.5 km x .1 km x 500 m was introduced at 3.6 km depth to represent flu-
ids introduced into an existing fault. The residual between the MT response without
and with a conductive block was calculated for the four aforementioned representa-
tions, namely apparent resistivity, impedance phase, RT, and PT where a few key
observations can be made.

The most important observation is that the variational magnitude in impedance
phase and apparent resistivity introduced by the conductive body is on the order of
a few percent. Interestingly, the limiting factors of residual magnitude depend sig-
nificantly on conductivity of the sediment overburden, size and conductivity contrast.
Secondly, apparent resistivity variations occur in the period band of 10-30 s, while
phase changes develop in the period band of 1-10 s. An unfortunate reality is that
variations in the MT response are suggested to occur in the MT dead band (1-10 s)
where signal power is naturally low, especially from 2009-2011.

Multiple methods can be employed to compare the MT response before and after
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Figure 7.1: Map of MT station locations (triangles) centered on the Paralana 2 borehole (orange
circle) and important infrastructure (roads–light gray, gas pipeline–dark gray). Blue triangles indicate
stations that malfunctioned in at least one of the surveys and are not used for analysis. Numbers are
placed on the outermost station for each line, subsequent station numbers count down towards the
borehole. The background color depth to basement. The rectangle is blown up in the bottom right
inset showing the approximate seismic cloud (gray blob) and interpreted faults (gray lines).

fluids are injected into the system. The approach of Bedrosian et al. (2004) of model-
ing the data and comparing before and after has a few drawbacks, such as smoothing
over small changes and model sensitivity to near surface distortions. Another method
would be to compare the apparent resistivity and phase. Again, comparing the appar-
ent resistivity needs to be done with care so as to remove distortions caused by near
surface inhomogeneities between measurements. Spichak & Manzella (2009) suggests
estimating the determinant of the impedance tensor for monitoring purposes because
the determinant incorporates all components of the impedance tensor, measuring the
bulk change in electrical properties of the subsurface. However, in this experiment
micro-seismic data suggest that fractures have a preferred orientation and propaga-
tion direction to the NE that should be discernable by MT, where the Ẑxy should be

larger than Ẑyx. Therefore, methods that represent the residual in a spatial sense are
desirable, such as PT and RT residuals.

Two visualizations prove most useful for observing residual changes in MT param-
eters. First, mapping tensor residuals as a function of period is useful for visualizing
lateral variations (Figure 7.2). Second, plotting a pseudo section of the MT param-
eters, where the vertical axis is period and the horizontal axis is distance, is useful
for estimating variation with depth (Figure 7.14 and 7.13). Behavior of RT and PT
residuals between measurements without and with a conductive body at depth will be
exemplified with the aforementioned forward model.
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Figures 7.2, 7.14, and 7.13 demonstrates behavior of the residual PT ellipses, where
the color represents the geometric mean of the PT residual. Generally, orientation
of PT residual ellipses align with the direction of largest change between collocated
measurements, specifically, a circle represents a scalar change and an ellipse represents
a larger change in one direction in subsurface resistivity structure. At the boundaries
of the anomaly, ellipses elongate and begin to differ in shape relative to subsurface
resistivity structure. More precisely, to the East ellipses align with the boundary edge
and are elongated in a NNE direction, but to the West ellipses show more homogeneous
variation being more circular caused by the resistive block representing the Flinders
Ranges. Also, the areal extent to which PTs are influenced by the conductive anomaly
is proportional to the depth of the body and varies with period. At shorter periods the
areal influence is proportional to anomaly size. Moreover, the areal extent is largest at
a period that has a skin depth proportional to anomaly depth. Ellipses align to point
towards the center of the conductive anomaly at longer periods suggesting that PT
residuals can also locate vertical boundaries. However, estimating a depth cannot be
done from phase information alone unless an absolute resistivity measurement is avail-
able to scale phase responses, also care must be taken as the two dominant polarization
of the PT are sensitive to different depths. Furthermore, face color indicates variational
magnitude, but it does not identify whether the change is caused by a conductive or
resistive variation; this can be rectified by utilizing the RT. For more on PT behavior
see Heise et al. (2006) and Caldwell et al. (2004).

Figure 7.2: Maps of PT residuals between forward models without and with a conductive anomaly
(light gray square) of 0.3 Ω·m oriented NNE elongated about 1.5 km x .1 km x 500 m. Each panel
represents a different period (s) labeled in the top left. Scale of the ellipse residual (× 10−3) is
represented by the black circle in the bottom right of each block. Color of the ellipses represents the
arithmetic mean of the PT residual eq. (7.1). Generally, the residual ellipses orient in the direction of
largest change between pre and post conductive body measurements. Notice ellipses behavior around
the boundaries of the conductive anomaly.

Behavior of residual RT ellipses are similar to PT ellipses where the residual is
oriented in the direction of greatest change (Figure 7.3, 7.14, and 7.13), however subtle
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differences exist. Here, ellipse face color is calculated as the difference between pre
and post-injection RT determinants, representing resistivity variation and indicating
whether the change is resistive or conductive. As with the PT residuals, near the lateral
edges of the conductive anomaly, ellipses tend to align with the anomaly’s electric
strike. However, at long periods ( 20 s), the RT residual continues to be effected by the
conductive body, this is because of the volumetric nature of MT. RT cannot provide
information about depth, just lateral boundaries and resistivity contrast. Utilizing
both PT and RT residual analysis spatial characterization of alterations in subsurface
resistivity structure can be estimated. For more on RT behavior see Weckmann et al.
(2003).

Figure 7.3: Maps of RT residuals between forward models without and with a conductive anomaly
(light gray square) of 0.3 Ω·m oriented NNE elongated about 1.5 km x .1 km x 500 m. Each panel
represents a different period (s) labeled in the top left. Scale of the ellipse residual (× 10−3) is
represented by the black circle in the bottom right of each block. Color of the ellipses represents the
residual of the determinant resistivity tensors pre and post conductive body. Generally, the residual
ellipses orient in the direction of largest change. Notice ellipses behavior around the boundaries of the
conductive anomaly and at longer periods RT continues to be effected by the conductive anomaly.

7.5 Data

Multiple base surveys were collected to get accurate and precise data to compare with
post injection data. Source field effects are estimated by the aforementioned PCA.
MT transfer functions are estimated using the advanced mode of the robust bounded
influence remote reference method developed by Chave & Thomson (2004), where a
coherency threshold on the magnetic channels between the station and remote refer-
ence removes non-coherent magnetic noise. Each station collected at different times
were processed with the same parameters that guide algorithm statistics to insure no
influence from the processing code. Near surface distortions are removed following
Bibby et al. (2005). Repeating each station exactly in the same setup is relatively easy
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in the Australian outback where weathering processes are slow, unless unseasonable
rains occur like in 2010-2011. Data from each survey will be discussed below.

7.5.1 Base Survey

Four different base surveys were collected due to varying data quality and for an esti-
mation of repeatability between measurements. The first survey was collected in March
2010 during a climactically dry period. Instruments were left out for an average of 18
hours. Vertical magnetic coils were deployed at selected sites, unfortunately digging a
1.5 m hole was impossible with hand tools due to a calcrete layer at about 40 cm. The
coils were buried as deep as possible, but all the vertical magnetic data collected was
too noisy to use. Time-frequency analysis demonstrates power in the dead band was
two orders of magnitude smaller than at long periods during local night time. Short
period data were well characterized, having error bars of a few tenths of a percent.
Periods above 1 s have increasing error bars especially in the MT dead band (1-10 s)
and after 100 s. Characterizing the source field PCA finds 2 dominant components
and a third that has a peak at 2 s and significant power at periods longer than 10 s
(Figure 7.4). Two lessons were learned from this survey. First, leave the instruments
out longer than 18 hours to increase the accuracy of estimating Ẑ. Second, digging
vertical holes requires mechanical assistance. Logistically getting a post hole digger to
the outback is expensive and time consuming, therefore vertical magnetic components
are not used in this study.

Figure 7.4: PCA as described in Section 3.1.3. Each PC is plotted in signal-to-noise ratio (SNR)
in decibels against period on a log scale. The top two PC’s represent the main polarizations of the
magnetic source field. The others indicate affects from other sources. The peak around 2 s could be
a near by set of solar panels used to power monitoring equipment for the EPIC pipeline.

Those sites that did not record quality data were repeated during a second survey
in May, 2010. Learning from the first survey, instruments were deployed for an average
of 30 hours. Unfortunately, the EPIC pipeline that runs parallel to the N-S line, offset
1 km to the West (Figure 7.1), was performing its annual corrosion test by sending
a 3 s electric square wave every 12 s, saturating the MT data in the period range
of 1-12 s and harmonics of 12 s. Also, the polarization of the square wave changed
about every 12 hours. It was discovered that the remote reference stations were also
contaminated with the periodic noise as the pipeline is only 20 km away and could
not aid in removing said noise. To remove the periodic signal emitted by the pipeline,
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(a) Unfiltered (b) Filtered

Figure 7.5: PCA as described in Section 3.1.3. Each PC is plotted in SNR (dB) against period on a
log scale. The top two PC’s represent the main polarizations of the magnetic source field. The others
indicate affects from other sources. The peak around 2 s could be a near by set of solar panels used
to power monitoring equipment for the EPIC pipeline. The peak at 3 s and 12 s is the anti-corrosion
signal emitted by the EPIC pipeline (Figure 7.6). Even with filtering these periods are still present
in source field characterization but reduced in amplitude.

time domain subtraction of a data driven replication of the periodic noise was applied
to each component for each station (Figure 7.6). The periodic signal was replicated
by averaging multiple 12 s windows from the data and convolving that with a comb
function composed of equally spaced delta functions separated by 12 s. Stations closest
to the pipeline had larger error bars in estimating Ẑ for the period range of 1-12 seconds
owing to larger residuals between data and the filter. Interestingly, prior to filtering
PCA reveals larger amplitude around 12 s (Figure 7.5(a)). After removing the periodic
noise, the first PC has spikes at 1, 3, and 12 s suggesting that not all the noise was
removed (Figure 7.5(b)).

The entire survey was repeated in March, 2011, where the pipeline was again emit-
ting a similar periodic signal, but reduced in amplitude; this was removed as before.
Instruments were deployed for an average of 40 hours to increase estimation of Ẑ.
Again, PCA of filtered data revealed 2 components with peaks at 3 seconds and har-
monics of 12 seconds as before. The farthest remote reference malfunctioned and did
not record any data, so only one remote reference was used. The 10 month gap in
data sets is due to unseasonable rains denying access to the site and delaying hydraulic
stimulation. One natural consequence of heavy rains is lush and thriving vegetation,
making it difficult to find previously dug holes at some sites. Similarly, several sites
had to be repeated as the mouse population had also inflated, increasing the number
of shorts caused by nibbled on cables. Just before the injection, 11 stations near the
borehole were repeated to get an estimation of changes just before the injection, which
were found to be minimal having a repeatability with previous surveys less than 1
percent.

7.5.2 Post Injection

One week after the injection, when all the pumping equipment was gone and the
reservoir had some time to equilibrate, the full survey was repeated. The pipeline was
not producing a significant signal and source power in the dead band was an order of
magnitude stronger than previous surveys, consequently instruments were deployed for
an average of 20 hours. Repeating the sites exactly as originally deployed was relatively
easy as the disturbed top soil from previously dug coil holes and electrode holes was still
visible from the surface at most sites. Sites 18, 19, 22 could not be repeated because
the unseasonable rains had turned the dry creek bed into a muddy bog. Sites 05, 06,
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Figure 7.6: Time series from electric channel oriented with geomagnetic north displaying periodic
noise emitted from a nearby gas pipeline. Top: raw time series in mV. Middle: reconstructed time
series of the periodic noise from an average of data driven windows convolved with a series of delta
functions spaced every 12 seconds. Bottom: residual of reconstructed noise signal and the raw time
series.

and 12 did not record properly and are not used for comparing data sets. The mouse
population had decreased but shorted chewed cables were still an issue, as some sites
had to be repeated. A small family of mice were found nesting in the remote reference
box, but did not effect the data. PCA estimates only two significant components with
no peaks at 3 s or harmonics of 12 s. Average error in estimating Z is below 0.5% for
periods smaller than 1 s and 1% for periods larger than 1 s.

7.6 Data Analysis

7.6.1 Repeatability

One important parameter to estimate when comparing data from different surveys is a
measurement of repeatability, specifically what are the errors in repeating an MT site
at different times. This can be calculated as a percentage difference between collocated
measurements separated in time for apparent resistivity and impedance phase, though
care must be taken because of bias introduced by near surface distortions not removed
following Bibby et al. (2005). The PT is invariant to near surface distortions and is
therefore a better estimation of repeatability. A graphical representation can be derived
from the PT residuals eq. (7.1) between temporally spaced collocated measurements,
where a circle represents a scalar change and an ellipse represents a larger change in
one direction (Figure 7.9). To get a quantitative estimate of repeatability, the ratio
of the PT determinant between measurements of the same site are estimated, as the
determinant is invariant to rotation, near surface distortions and error in aligning the
electric and magnetic fields (Bibby et al., 2005).

Between the 4 base survey collected only 2 quality measurements (error in the
estimation of Ẑ is less than 5% for all periods of interest 0.50-50 s) were collected for
each station. These are compared using the aforementioned method (Figure 7.9). For
periods up to 1 s, repeated measurements estimate the PT determinant to within 0.4
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(a) Unfiltered (b) Filtered

Figure 7.7: (a) MT response computed from raw data which incorporates pipeline noise from Figure
7.6. Notice the phase goes to zero and the resistivity between 1-12 s is linear in log-log space with a
slope of 45 deg. (b) MT response of data filtered using the method described in the text. The curve
is much more smooth and error bars decreased.

Figure 7.8: PCA as described in Section 3.1.3. Each PC is plotted in SNR (dB) against period on a
log scale. The top two PC’s represent the main polarizations of the magnetic source field. The others
indicate affects from other sources. The peak around 2 s could be a near by set of solar panels used
to power monitoring equipment for the EPIC pipeline.

percent of each other on average. However, in the MT dead band (1-10 s) and band of
pipeline noise (1-12 s), PT determinants are estimated on average to within 3 percent
between temporal measurements. Periods greater than 12 s are estimated within 2
percent, on average. The discrepancy in repeatability between period bands derives
from low signal to noise ratio in the dead band and residual pipeline noise not removed
as previously described. Seasonal variations could also lead to variations in the MT
response. Unseasonable rains fell during 2010 and 2011 and got absorbed into the local
hydrodynamic system flowing along faults and existing porous media. Unfortunately,
the hydrodynamic system near Paralana is not well defined.

107



CHAPTER 7. TIME-LAPSE MONITORING

Figure 7.9: Phase tensor residuals between multiple collocated temporally space base measurements
representing a measure of repeatability for the EW line. Periods down to 1 s display little discrepancy
between measurements, while the MT dead band and pipeline band (1-12 s) demonstrate larger

residuals introduced by inaccurate estimation of Ẑ because of low source field power. Marked in blue
is the target period range. On the top is the EW line and the bottom is the NS line.
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7.6.2 Before and After Comparison

For comparison purposes, data from pre-injection surveys with the smallest error in
estimating Z are used, while all data from the post-injection survey are used. First,
clear changes in the MT response pre and post-injection need to be examined to give
confidence that an observable change exists above measurement error. This can be
done by plotting the apparent resistivity and phase pre and post-injection to visually
confirm clear separation between the responses (Figure 7.11). Two phenomena indi-
cate measurable changes caused by subsurface variation in resistivity structure. First,
impedance phase should predict the apparent resistivity (Berdichevsky & Dmitriev,
2008). Second, phase should increase and apparent resistivity should decrease. Specif-
ically for a conductive body at 3.6 km depth, the phase should increase around 1-10 s
and apparent resistivity should decrease at periods larger than ∼8 s. This pattern is
observed in nearly all sites within 1 km of Paralana 2 injection well and sites further to
the north and east, signifying an observable change above measurement error. Interest-
ingly, this pattern is larger in the Zxy component, while being at or below measurement
error in the Zyx component suggesting directional dependence.

Figure 7.10: Apparent resistivity and impedance phase pre (black) and post-injection (gray) for the
Zxy component of station pb25. Impedance phase increases around 1-8 s while the apparent resistivity
decreases around 8 seconds and beyond displaying consistency with the MT dispersion relationships.
Moreover the change is just above measurement error suggesting an observable change.

PT representation is directional, invariant to near surface distortions (Caldwell
et al., 2004) and misalignment of the electric and magnetic fields (Bibby et al., 2005),
making it a useful tool for comparing temporally spaced collocated data sets. Residual
PT are estimated as eq. (7.1), where graphical representation are ellipses oriented
in the direction of largest change and colored as the geometric mean of the residual.
Figure 7.12 maps residual PTs for 6 different periods, while Figures 7.14, and 7.13 show
pseudo sections that demonstrate PT behavior as a function of period versus distance.
An abundance of information is contained in PT residual ellipses, therefore a detailed
description follows.

General trends can be compared to forward modeling results, being careful not
to over interpret the data. In Figure 7.12, ellipse size increases to a period of 8 s,
becoming hotter in face color; then size decreases and face color cools at later periods,
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Figure 7.11: Apparent resistivity and impedance phase for different stations around the survey com-
paring responses pre and post injection. Impedance phase increases around 1-8 s while the apparent
resistivity decreases around 8 seconds and beyond displaying consistency with the MT dispersion re-
lationships in the Zxy component. However, the change is not as coherent in the Zyx component and
the change in the phase occurs slightly earlier. Moreover, the change is just above measurement error
suggesting an observable change.

exemplified in Figure 7.14 and Figure 7.13. Furthermore, the change occurs mostly
to the northeast of the borehole and ellipse orientation generally aligns towards a
conductive body to the northeast of the borehole. Stations along the north line observe
the largest phase variations, with a larger change to the northeast than the orthogonal
direction. Correlation between the forward model and the NS line displayed in Figure
7.13 suggests variational geoelectric structure before and after the injection is similar
to the introduction of a north-northeast trending fluid filled fault system. Similarly,
stations along the EW line also observe large changes with ellipse orientation pointing
towards a conductive body to the north-northeast of their respective location. Just to
the east of the injection well the PT ellipses are larger and color hot between 3-10 s,
demonstrating a large change between measurements. For stations 25, 26 and 27 the
ellipses at ∼5 s are rotated clockwise relative to near by ellipses, this is caused by
noise in the data as there is a decrease in source field power at this period band on
the day the base stations were collected. Note that noise influences the orientation
more than the size. Extending further from the injection well ellipses reduce in size
and cool off in color except to the far west. From previous MT surveys a large fault
system is present between stations pb42 and pb44 which could have become fluid filled
from unseasonable rains. Nevertheless, patterns in calculated PT residuals correlate
well with the forward model.

RT residuals provides information about whether geoelectric variation is conductive
or resistive along with direction, but are susceptible to near surface distortions thus
making interpretation more difficult and less accurate than PT residuals. As previously
discussed, behavior of RT ellipses is similar to the PT, except that the resistivity tensor
residual continues to be influenced by the conductive body at long periods. Map view
of RT residuals is uninformative and not shown here. The coloring suggests to the
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east the geoelectric structure became more conductive, while the west more resistive.
This is evident in the Figure 7.14, where the conductive body to the east has a dip to
the east starting around 20 s. Stations 35, 36, 37 and 38 where largely influenced by
pipeline noise in the base surveys especially in the period band of interest, therefore
the coloring is not a good indication of subsurface variations between surveys. RT
residuals estimated on the NS line slightly resemble the forward model (Figure 7.13),
though more change is observed in the north than the south. Stations 01, 02, 03, and
04 resemble the forward model near the boundary of the conductive body, where there
is little change in the EW direction and a large change in the NS direction. Likewise,
further to the north the pattern is similar to the stations close to the borehole in the
forward model.

Figure 7.12: Maps of PT residuals between pre and post injection measurements calculated as equation
7.1. Each panel represent all stations at period T , where the ellipses have been normalized to 3 times
the median for all PTs calculated at that period. Scale of the ellipses is represented by the black circle
in the lower left. Coloring represents the geometric mean of equation 7.1. The gray blob represents
the seismic cloud estimated from micro-seismic data collected during the injection, with gray lines
representing interpreted faults. The EPIC pipeline is drawn as a gray line extending across the map.

7.7 Discussion

Coherent variations are estimated above measurement error between pre and post
surveys that resemble the forward model, though with subtle differences. Causes of
these differences can be numerous. The primary discrepancy could be the model. The
single fault oriented north-northeast was chosen here because it had the smallest RMS
compared to other models. One model included a conductive block oriented northeast
with dimensions 1.5 km x 0.8 km x 0.5 km and a resistivity of 0.3 Ωm. Here, the
pattern in PT and RT residuals is similar but covers a larger area, a pattern which
is not observed in the data. Another model contained a north-northeast trending
fault and a northeast trending fault with dimensions of 1 km x 0.1 km x 0.4 km and
similar resistivities. They displayed a pattern similar to the aforementioned conductive
block. A single fault trending northeast was also computed but the orientation of
ellipses was not as similar as a north-northeast trending fault. Finally, a two fault
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system with a north-northeast trending fault and a ESE trending fault demonstrated
again a similar pattern to the conductive block. Though the north-northeast trending
fault discussed here is the most likely model, it is still simplistic and does not fully
characterize patterns observed in the data. The more likely model is an intrinsically
anisotropic heterogeneous complex fracture network that trends north-northeast away
from the injection well, however modeling this is currently very difficult with existing
MT modeling codes.

The secondary discrepancy between the data and model is noise, which can rotate
residual tensor ellipses. The most obvious source of noise is the EPIC pipeline. Fortu-
nately, this noise signal is regular and can be accurately extracted from the data, but
still some bias is left in the data especially between 1 and 12 s and at stations just
over the pipeline, namely 35, 36, 37, and 38. For all stations along the NS line the bias
is consistent because the pipeline runs parallel to the NS line. Similarly, poor source
signal strength in the dead band can cause larger error bars in impedance estimation
giving a false anomaly. Care was taken to remove this influence by using robust time-
frequency distributions to find optimal times to estimate Z when source field strength
in the dead band was maximum. Not repeating the exact same station can cause
error. For example if the same instruments are not used, the electrodes are placed
in a different place, the magnetic coils are oriented slightly off angle of the previous
measurement, mice chewing cables, wind blowing cables around or vegetation growth.
Fortunately, using the PT determinant is insensitive to most of these noise sources,
whereas the RT is. The RT is susceptible to distortion and static shift. Furthermore,
any inaccuracy in estimation of Z is squared, exaggerating errors and noise by rotating
RT ellipses and coloring them inaccurately. Therefore, RT residuals are not as useful as
PT residuals. Calibration of the induction coils is important to make sure there is no
change due to instrument response. Seasonal changes in the subsurface can generate
a change in the MT response. 2010 was an unusually wet year for south Australia,
however these changes normally occur in the top kilometer and the repeatability in
this period range implies little change in the subsurface due to seasonal changes with
one exception. To the west of the borehole appears a conductive anomaly in the same
location as a fault interpreted from seismic, suggesting fluids from excessive rain fall
have migrated into this fault system. This could also be part of the natural water cycle
which will be important in determining the extraction well location.

Tensor representation is useful for characterizing changes as a function of period and
lateral distance, but depth cannot be estimated from an inversion scheme at present.
To get an estimation of depth an inversion can be employed. A 1D Occam inversion
(Key, 2009) of sites with the largest residuals of the Zxy mode post injection estimates
depth to the top of the conductor to be 3.1 km ± 300 m, which is not the injection
depth. This could be caused by over estimating the near surface conductance above
the anomaly. A similar approach to Bedrosian et al. (2004) can be employed where a
line from the base survey is modeled and used as a starting model for the post-injection
survey, then the difference between the models is estimated. An Occam inversion (?)
estimates a depth of 3-4 km, where again the error emanates from the smooth inversion
approach and overestimation of the conductivity of the overburden. Here, the difference
between the two models suggests the conductive change is on the order of 4% which is
larger than measurement error, suggesting that the observed change is indeed cause by
the introduction of a conductive body at around 3.5 km. Other EM methods should be
employed to get an accurate estimation of near surface conductance to help constrain
depth to the anomalous conductive body.

Both lines show similar patterns as those observed in phase tensor residuals, both
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suggesting fluids migrated primarily NNE into an existing fracture network. The EW
line displays a conductive change near Paralana 2 injection well between 3-4 km. This
anomaly is constrained more for the model where the pre-injection model is used as the
starting model. Also, to the West, where the conductor associated with an existing fault
has migrated West and broadened. This could suggest that fluids from uncharacteristic
rains got trapped in porous zone mixing existing saline water with fresh water making
the zone more resistive. To the East the subsurface becomes more conductive, could
be because of fluids or sensitivity to near surface distortions. The NS line is not as
well constrained because stations are missing (Figure 7.16), namely 22, 19, 18, 12,
05, and 06, therefore the model using the pre-injection model as a starting model is
more constrained. The difference images for the NS line would suggest that fluids
migrated further North than expected, but again the models are not well constrained
due to missing data. Interestingly, the conductive anomaly is offset towards the North
from the injection well, which corresponds to the phase tensor residuals in Figure 7.13.
These models are crude and much more experimentation and methodology needs to be
developed for modeling subsurface changes. This is unfortunately beyond the scope of
this dissertation.

7.8 Conclusions

This pilot study demonstrates the utility of MT as a monitoring tool for fluid injections.
Repeating measurements before and after fluids are injected is logistically favorable but
introduces some noise. Estimating PT residuals proves to be the most useful diagnostic
representation of the MT response for estimating variations in subsurface geoelectric
structure between surveys. RT residuals can be employed as a supplementary tool to
characterize subsurface resistivity structure but care must be exercised as RT is suscep-
tible to noise and near surface distortions. In this study, results from PT residuals and
RT residuals suggest that most of the injected fluids migrated along an existing fault
system trending NNE to the NE of the injection well. Consequently, interpretations
of micro-seismic data suggest 4 main pathways for the fluids, two to the NNE, one to
the NE and one to the ESE, which further exemplifies the need for electromagnetic
measurements as a complementary tool for characterizing fluid injections, because they
are directly sensitive to conductivity contrasts. The MT did not specifically pick up a
fracture system to the ESE however micro-seismic did. Three methods to improve this
type of experiment can be suggested. First, rather than two densely spaced orthogo-
nal lines, a dense grid of stations would maximize spatial coverage. Second, employ a
multi-station processing scheme, such as that described by (Egbert, 1997), and utilize
more than one remote reference to better characterize source field effects on the MT
response (Kappler et al., 2010). Third, in noisy environments controlled source EM
methods need to be employed to increase the signal to noise ratio, especially in the
dead band which corresponds to most EGS target depths (Orange et al., 2009; Streich
et al., 2010; Wirianto et al., 2010).
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Chapter 8

Summary

The goal of this PhD project was to develop and test the viability of using MT to
monitor changes in the subsurface caused by the injection of electrically conductive
fluids. This method of using MT as a monitoring tool for a fluid injection has not been
rigorously developed or tested before. MT monitoring could be an economic method to
characterize EGS fluid injections and other types of fluid injections, such as hydraulic
stimulations for non-conventional gas extraction. These results are pioneering and with
more experimentation employment of MT for monitoring fluid injection could become
standard practice.

In this dissertation different aspects of the MT method were explored. Part I started
with the very basics of MT in Chapter 2. Chapter 3 explored analysis of time series
including removal of coherent noise and robust time-frequency analysis to characterize
the magnetic source field. Chapter 4 explored different tools to represent the differ-
ence between temporally spaced collocated impedance tensors through residual phase
tensor and residual resistivity tensor analysis. Chapter 5 describes background ma-
terial pertinent to the project and characterized geoelectric structure at Paralana by
modeling pre-injection data in 2D and 3D. Chapter 6 demonstrates that an observable
coherent change in the MT response above measurement error is present in MT data
collected continuously during the fluid injection; these results were accepted in Geo-
physical Research Letters. Similarly, Chapter 7 shows that repeating the same survey,
before and after the fluid injection, can detect a coherent change in the MT response
above measurement error; these results have been submitted to Geophysics. Out of
this 3 year academic adventure two scientifically interesting results were found.

8.1 Continuous Monitoring

First, from continuous MT measurements during the fluid injection at Paralana, South
Australia, it is shown that coherent transient changes in the MT response are observed
above measurement error assumed to be cause by the introduction of conductive fluids
at 3.6 km depth. Eleven instruments were set out around the injection well, with the
furthest station being 2 km away, 2 days prior to the injection and left to continuously
record until 2 days after the injection, for a total of 9 days. The MT response was
estimated in 24 hour blocks and compared to the MT response estimated pre-injection.
Two days after pumping commenced an increase in impedance phase of ∼ 5% at
periods of 1-10 s and a decrease of ∼ 6% in apparent resistivity at periods larger
than 8 s of the TE mode is observed. This pattern continues after pumping with
the change in impedance phase having a maximum of 8% and apparent resistivity
10%. This demonstrates causality and the period range suggests that the subsurface
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around 3.5 km increased in conductivity. Estimation of residual phase tensors provide
directional information suggesting that the largest change in the MT response is to
the NE of the injection well with a preferred NNE orientation, which is the preferred
fracture direction estimated from a concurrent micro-seismic survey.

8.1.1 Improving continuous monitoring

Continuous MT measurements can provide information about transient changes in
subsurface resistivity structure caused by a fluid injection at depth, though care must
be taken when analyzing data because the changes can be small. Perhaps the most
critical component to continuous monitoring is collecting precise and accurate data
pre-injection to compare later MT responses to. This incorporates high signal to noise
measurements, well calibrated equipment and a little luck with source field strength.
To remove the luck factor in source field strength a controlled source should be used,
especially if the depth to the target lies in the MT dead band. The other important
factor for continuous monitoring is spatial coverage with an intelligently developed
survey design. The optimum array would have a dense grid of stations around the area
where fluids are expected to flow with the extremities of the survey at least two times
the depth to the reservoir. This will not only help constrain the areal extent of the
reservoir but also reduce interpretation of false anomalies as stations at the extremities
should not measure a change.

When searching for anomalies in the data, the first thing to look for is any changes
in the source field that might cause a false anomaly, such as low signal power, periodic
noise or any coherent noise. This can be analyzed with robust time-frequency distri-
butions from different stations. A useful practice is to employ more than one reliable
remote reference, preferably at opposite ends of the survey. This can not only infer
variations in the magnetic source field but variations in the MT response, because it
is assumed that the remote references are not sensitive to the fluid injection. Multi-
variate multiple-station processing would be advantageous to characterize source field
effects. The second pattern to look for is causality of the anomalous pattern, where
the impedance phase should predict the apparent resistivity. Estimating phase tensor
residuals provides information about direction of maximum change, which is assumed
to be associated with the preferred orientation of induced fractures. Furthermore, rep-
resenting phase tensor residuals as ellipses and mapping them as a function of space
and period suggests lateral boundaries of the injected fluid. Finally, estimating depth
to the conductive anomaly can be done with inversion though only a general depth
range will be given and is only useful for ensuring the anomalous signal is logical. Full
3D anisotropic inversion would be optimal and could provide better depth estimation
than current isotropic 2D modeling.

8.2 Time-Lapse Monitoring

Repeating the same survey before and after fluids are injected is logistically easier
than continuous measurements because repeated surveys can cover larger areas with a
denser grid. Here, a 56 station survey was used. The survey was set up with two main
orthogonal lines parallel and perpendicular to geoelectric strike, which is fortuitously
geomagnetic North. Each line was 15 km in length and had 22 stations spaced on a log
scale starting at 200 m and extending to 1.5 km at the extremities. Two off-diagonal
lines of 6 stations each aid in spatial coverage. All 4 lines intersect at the injection
well. The survey was repeated 4 times pre-injection due to data quality and to get an
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estimate of repeatability, the percent difference between temporally spaced collocated
MT measurements. Repeatability of the MT response at periods shorter than 1 s was
less than 1%, while periods between 1-12 s had a repeatability of 3%. This is caused by
low source field power and periodic noise from a nearby pipeline. One post-injection
survey was collected one week after the fluids were emplaced.

Comparing the MT response from pre and post-injection data shows a coherent
increase of ∼10% in impedance phase in periods of 1-10 s and a decrease of ∼ 10%
in the apparent resistivity in periods larger than 8 s in the TE mode. This, again,
demonstrates causality and the period range suggests the subsurface at around 3.5 km
to the NE of the injection well became more conductive between surveys. Residual
phase tensors demonstrates the largest change is in the NNE direction to the NE of
the injection well. Residual resistivity tensors are calculate but interpretation is more
ambiguous as the resistivity tensor is susceptible to near surface distortions. These
results agree with the continuous MT measurements and micro-seismic data collected
during the injection.

8.2.1 Improving time-lapse monitoring

Time-lapse monitoring using MT can suggest linear boundaries of a hydraulically stim-
ulated reservoir by measuring before and after the injection, but again care must be
taken when analyzing the data. Accurate and precise data need to be collected and
it is suggested that the MT instruments be left out for as long as logistically possible,
2 days minimum. The difference with continuous monitoring is that galvanic distor-
tion becomes important to remove, especially if apparent resistivity is one parameter
used for comparison. This makes phase tensor representation advantageous because
it is invariant to near surface distortions. Phase tensor residuals provide directional
information about the largest change, while suggesting lateral and vertical boundaries.
Though to get a precise vertical boundary an absolute resistivity measurement needs
to be collected. Vertical magnetic field data would be useful for estimating the Tipper,
which can add information about lateral boundaries and geolectric strike direction.
Mapping phase tensor residuals is useful if the survey design is a dense grid, otherwise
pseudo sections provide the most information if the survey is designed with dense cov-
erage. Residual resistivity tensors can provide information on directional change and
magnitude of change, but orientation can be sensitive to near surface distortions. Also,
there is more error in estimating apparent resistivity because of calibration to dipole
length and variations in near surface resistivity structure. Source field and coherent
noise effects need to be carefully analyzed, which can be characterized with intelligently
designed logistics and multivariate processing. Finally, if possible a controlled source
should be used.

8.3 Final Remarks

This project has demonstrated promise in utilizing MT as a monitoring tool for both
continuous monitoring and repeating measurements before and after a fluid injection.
The advantage of continuous monitoring is that transient variations in the MT re-
sponse can be estimated. This can then be mapped to characterize evolution of lateral
extent of injected fluids. However, unless you have over 30 instruments at your dis-
posal, the spatial coverage of a continuous survey will be coarse. Also, with continuous
measurements you may get unlucky with the source field or coherent noise, which is
why a controlled source would be advantageous. Time-lapse surveys, where the same
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survey is repeated multiple times, is advantageous because the spatial coverage can be
dense and cover a larger area. Moreover, if the source field is weak or coherent noise is
present or the weather turns bad, the survey can be repeated at a different time. The
disadvantage of time-lapse surveys is that care must be taken in repeating the surveys
in the same manner each time to make sure that any anomalies observed in the data
are from changes in the subsurface only and not from survey layout. Furthermore, gal-
vanic distortion can influence apparent resistivity values making phase tensor analysis
advantageous. Finally, seasonal variations need to be taken into account for time-lapse
surveys.

MT monitoring of a fluid injection is possible, but not the silver bullet save all. It is
therefore suggested that MT and micro-seismic measurements be employed as compli-
mentary monitoring tools. Micro-seismic is sensitive to fractures opening but cannot
discriminate whether those fractures are fluid filled or connected. MT is sensitive to
volumetric conductivity contrasts at depth but not individual fractures. Therefore,
areas that contain a seismic cloud and a conductive anomaly would have high a prob-
ability of being a fluid filled fracture network. Finally, these results can be extended
to other fluid injections such as non-conventional natural gas extraction, which is un-
deniably a tense political and social issue at present. Hope you enjoyed this project as
much as I did and have a think about future MT monitoring projects.
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Appendix A

2D Modeling Files and Responses

This appendix displays the 2D Occam model fits. The station locations are plotted in
Figure A.1 for reference. The mesh files used for inversion are displayed in Figure A.2
and Figure A.7. The pseudo section of the data and the model are displayed in Figure
A.3 and Figure A.4. The data and model responses of the Zxy (TE) and Zyx (TM)
modes are plotted in Figures A.5, A.6, A.8, and A.9. The black lines are the data
with the stars representing the TE mode and the triangles representing the TM mode.
The gray lines are the model responses from the best fitting model from an Occam
inversion. Here best fitting is estimated as the RMS and how well structures correlate
with seismic and borehole data. The plus signs represent the TE mode and the x’s
represent the TM mode. Note the model fits the phase well for all periods, while the
apparent resistivity is fit well up to about 20 s. At this point there is a dip in data
apparent resistivity which is an artifact of weak source signal at around 20 s. This dip
is not predicted in the phase therefore is not fit by the model. The other feature that
is not fit well is the rise in apparent resistivity past 100 s, which is due to inaccurate
calibration of the induction coils past 100 s. Again, the phase does not predict this
change and is not fit by the model.

Figure A.1: Station locations relative to Paralana 2 injection well for reference.
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APPENDIX A. 2D MODELING FILES AND RESPONSES
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Figure A.2: The 2D Occam mesh file for NS line. The top line includes the number of horizontal
nodes (321) and vertical nodes (98). The white area represents the location of horizontal nodes (m)
and the gray region represents the vertical node location (m).
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Figure A.3: Psuedo sections for the MT response of data and the model response found from a 2D
Occam inversion for the NS line.
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Figure A.4: Psuedo sections for the MT response of data and the model response found from a 2D
Occam inversion for the EW line.
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Figure A.5: Top left starts at the southern most site.
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Figure A.6: Top left starts at 500 m north Paralana 2.
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Figure A.7: The 2D Occam mesh file for EW line. The top line includes the number of horizontal
nodes (321) and vertical nodes (98). The white area represents the location of horizontal nodes (m)
and the gray region represents the vertical node location (m).
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Figure A.8: Top left starts at the southern most site.
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Figure A.9: Top left starts at 400 m east Paralana 2.
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Appendix B

3D Modeling Files and Responses

In this section the data an model responses used to estimate subsurface resistivity
structure near Paralana are displayed. The 3D inversion code of Siripunvaraporn et al.
(2005) is employed. The mesh is 69 (EW) x 56 (NS) x 45 (vertical) with cell sized of
300 m x 300 m within the 8 km of the center of the grid (Figure B.2). The station
locations are shown in Figure B.1 as a reference. All 8 components of the impedance
tensor are inverted for with error bars of 5% for the off diagonal elements and 50%
for the diagonal elements. The starting model is 10 Ω·m . The starting smoothing
parameters were [5, 0.3, 0.3, 0.3]. These were changed after 3 iterations to [5, 0.1,
0.1, 0.1], which lets the inversion give more structure to the model. After 3 more
iterations the global RMS reached a minimum of 1.08. The data and model responses
are displayed later with the general layout displayed in Figure B.3.

Figure B.1: Station locations relative to the center of the 3D grid used to model the subsurface
conductivity structure near Paralana. Note that station locations are moved such that they are in the
middle of model cells. The gray triangles labeled in the hundreds represent stations from the survey
collected by Quantec in 2006, the black triangles represent data collected pre-injection for this project
and the light gray triangles represent stations collected May, 2012 as part of an honors project.
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Figure B.2: 3D mesh file input into the 3D code of Siripunvaraporn et al. (2005). The top numbers
indicate the number of cells in the N-S direction, E-W direction and vertical direction. The gray
blocks have numbers that correspond to cell widths (m) for the N-S, E-W and vertical directions. The
bottom number 10 represents the starting model in Ω·m

Figure B.3: Layout of displaying the 3D responses. The black lines are the data and the gray lines are
the responses. The left to plots are the off-diagonal components of Ẑ represented as apparent resistivity
(top) and impedance phase (bottom). The right plots the diagonal components of Ẑ represented as
apparent resistivity (top) and impedance phase (bottom).
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Figure B.4: Stations along the Quantec line.
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Figure B.5: Stations along the Quantec line and southern part of the survey for this project.
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Figure B.6: EW line of data from this project.
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Figure B.7: Northern part of data from this project.
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Figure B.8: Stations from the line collected in May,2012 as part of an honors project.
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Enhanced geothermal systems (EGS) are on the verge of becoming com-
mercially viable for power production, where advancements in subsurface
characterization are imperative to develop EGS into a competitive industry.
Theory of an EGS is simple, pump fluids into thermally enhanced lithology
and extract the hot fluids to produce energy. One significant complica-
tion in EGS development is estimating where injected fluids flow in the
subsurface. Micro-seismic surveys can provide information about where
fractures opened, but not fracture connectivity nor fluid inclusion. Electro-
magnetic methods are sensitive to conductivity contrasts and can be used
as a supplementary tool to delineate reservoir boundaries. In July, 2011,
an injection test for a 3.6 km deep EGS at Paralana, South Australia was
continuously monitored by both micro-seismic and magnetotellurics (MT).
Presented are the first results from continuous MT measurements suggest-
ing transient variations in subsurface conductivity structure generated from
the introduction of fluids at depth can be measured. Furthermore, phase
tensor representation of the time dependent MT response suggests fluids
migrated in a NE direction from the injection well. Results from this ex-
periment supports the extension of MT to a monitoring tool for not only
EGS but other hydraulic stimulations.

Introduction

Novel technologies need to be developed to facilitate the switch in energy production
from fossil fuels to renewable energy. One promising technology on the verge of becom-
ing economically viable is enhanced geothermal systems (EGS) (Tester et al., 2006).
Initially tested at Fenton Hill, New Mexico in the 1970’s, EGS is attractively simple.
First, pump fluids into thermally enhanced lithology to generate a reservoir, where
heat is absorbed by the fluids. Then, extract the hot fluids to produce energy. Unfor-
tunately, realizing this simple idea proves to be complex due to numerous unknowns in
the subsurface (Brown, 1995). One major unknown is tracking and characterizing lo-
cation of fluids introduced into the lithology through hydraulic stimulation. The main
technique for monitoring EGS reservoir development is micro-seismic (Wohlenberg &
Keppler, 1987; House, 1987), where tomography locates earthquakes associated with
fractures caused by hydraulic pressure and shear wave splitting can estimate size and
orientation of the fractures (Rial et al., 2005). However, the micro-seismic technique
is not directly sensitive to fluid inclusion nor connectivity of the fractures.

Electromagnetic methods are sensitive to electrical conductivity contrasts at depth,
including the presence of hot, saline, and electrically conductive fluids well connected in
a resistive host rock. With typical depths of an EGS deeper than 3 km, magnetotellurics
(MT) becomes an advantageous choice because of its versatile depth of investigation.
MT is a passive technique that measures the Earth’s electrical response to natural time
varying magnetic fields, formally linked by the linear MT transfer function Z, where
depth of investigation and resolution depends directly on the period of the inducing
magnetic field (Kaufman & Keller, 1981). Therefore, MT cannot directly measure
individual fractures, only bulk volumetric conductivity contrasts assumed to be fluid
filled fracture networks in an EGS sense. In geothermal applications, MT is typically
applied as an exploration tool to characterize and locate potential geothermal targets
(ex. Heise et al. (2008); Newman et al. (2008); Spichak & Manzella (2009); Arango
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et al. (2009)). Utility of MT as a monitoring tool has predominantly been applied
to searching for the elusive electromagnetic precursors to earthquakes (Kappler et al.,
2010). However, a recent study by Aizawa et al. (2011) demonstrates MT can monitor
temporal variations in subsurface electrical conductivity associated with geothermal
fluid movement. In one of the first MT surveys designed to monitor a fluid stimulation
for an EGS, Bedrosian et al. (2004) found MT data did not measure a coherent change
in subsurface conductivity caused by injected fluids because cultural noise influenced
much of the data and the conductive overburden absorbed most of the electromagnetic
energy. Additionally, Bedrosian et al. (2004) conducted a forward modeling exercise
and found a conductive body on the order of 1 km2 at 4 km depth would be detectable
by MT. Notwithstanding, forward modeling and feasibility studies can only forecast
plausible outcomes not exactly predict experimental results. Presented in this paper
are pioneering results from continuous MT measurements that show coherent changes
above measurement error generated from a fluid injection experiment designed to create
the first stage of an EGS at Paralana, South Australia.

  ΔΦ

N

Figure C.1: Map of Paralana, South Australia displaying MT station locations (triangles) centered
on Paralana 2 injection well (X), and micro-seismic events measured during the injection experiment
from Hasting et al. (2011) (circles colored by day–192 as red to 196 blue). Top right is a temperature
map of Australia from Geoscience Australia at 5 km depth where reds represent 285 C and the gray
star locates Paralana. Stations that malfunctioned are colored blue and are not used in this analysis.
The ellipses represent phase tensor residuals eq. (C.1) of pre-injection and day 196 for a period of 4 s.
The face color is estimated as

√
ΔΦmax ΔΦmin (Heise et al., 2008). Interestingly, ellipse orientation

generally aligns with the seismic cloud, suggesting that fluctuations in the MT response correlate
with geoelectric alteration provoked by connected fluid filled pathways developed during the injection
experiment.
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Measurement

In July, 2011, for their EGS project at Paralana, South Australia, Petratherm Ltd.
injected 3.1 million liters of saline water (resistivity of 0.3 Ω·m) into a Mesoproterozoic
metasedimentary package at 3680 m depth through an 6 m perforated zone of the cased
Paralana 2 borehole. The injection took 4 days to complete, starting on day 193 at 0400
universal time (UT) with low flow rates (2 barrels per minute) followed by a sequence of
shutting in and increasing flow rates step wise to a maximum of 16 barrels per minute.
Pumping concluded on day 196 at 0400 UT when the well was shut in. A micro-seismic
array measured over 11,000 events suggesting the fractures opened in a NE preferred
direction, with the majority located in the NE quadrant from the Paralana 2 borehole
(Hasting et al., 2011) (gray blob in Figure C.1). Two days before the injection, 11
broadband 4-component AuScope MT instruments were placed around the Paralana
2 borehole; the furthest station being about 2 km away (Figure C.1). Survey design
was based on a previous injection test that showed fracturing tendency to be NE of
the borehole. MT instruments recorded for an entirety of 8 days, including 2 days pre-
injection, 4 days during injection and 2 days post-injection. A solar powered AuScope
instrument was set up 60 km south of Paralana as a remote reference. Instruments
sampled at 500 Hz and were synchronized by GPS. Dipoles were approximately 50 m
in length, employing Cu-CuSO4 non-polarizing porous pots as electrodes laid out in an
L-shape aligned with geomagnetic north, which is fortuitously also regional geoelectric
strike. Data were retrieved from the instruments every day to ensure data quality,
while instrument setup was checked for functional completeness and batteries where
changed every third day.

Data Processing and Analysis

Time series were checked for quality and coherent noise using robust time-frequency
analysis formalized by Djurovic et al. (2003). Magnetic source field effects were es-
timated using a principal component analysis similar to Egbert (1997), finding only
two dominant principal components except for a window of 1400-2400 on UT day 194.
MT transfer functions were estimated for 1, 4, 6, 12, and 24 hour blocks utilizing a
robust bounded influence remote referencing method developed by Chave & Thomson
(2004). As source field power was low in the MT dead band (1-10 s) during local night
time, a magnetic coherency threshold between the station and remote reference station
was applied to remove influence of non-coherent and weakly coherent signal on Z that
might produce false anomalies (Mareschal, 1986). Coherency between measured elec-
tric fields and predicted electric fields from measured magnetic fields was maximum
across all periods for Z calculated using 24 hour blocks. Estimated mean error for
Z of 24 hour blocks is approximately 1.4 percent, while average repeatability of MT
parameters for the period range .01-1 s is within 0.4 percent between 24 hour blocks.
Therefore, the following data analysis is focused on Z calculated from 24 hour time
windows.

One benefit of conducting electromagnetic surveys in the Australian outback is the
lack of electromagnetic noise sources, nevertheless there are other logistical aspects of
data collection. Out of the 11 instruments deployed, 6 functioned consistently through-
out the survey. The other 5 instruments were sporadically disrupted by mice chewing
electrode cables or electrodes being dug or pulled out by other animals. These time
windows of poor data quality are not used to estimate Z. Stations pb02 and pb48
are not used in this analysis because they malfunctioned too often to estimate reliable
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transfer functions. Other noise sources include pumps used for the injection (operating
at periods of ∼1 s and ∼6 s) and site specific noise. Fortunately, influence from these
noise sources is minimal in these data. Also, it is important to note that the resid-
uals, calculated as the MT response pre-injection minus each 24 hour time window,
are calculated for each station. Therefore, any time invariant systematic noise, such
as instrument noise, will be subtracted out. Near surface distortion is estimated and
removed following Bibby et al. (2005). Note the phase tensor is invariant to near sur-
face distortions, making it an advantageous parameter to represent the MT response
(Caldwell et al., 2004).

Variations in MT parameters are estimated by computing residuals of pre-injection
MT parameters minus subsequent 24 hour blocks, specifically for apparent resistivity,
impedance phase and the phase tensor parameters (see auxiliary material). Phase
tensor residuals provide information about geoelectric strike transformation during the
injection and gradients in resistivity structure, suggesting reservoir boundaries. Here
the phase tensor residuals are calculated as a percent change eq. (C.1), where Φo

is the phase tensor pre-injection, Φj is the phase tensor of a 24 hour block, I is the
identity matrix of rank two and Φ−1 is the inverse. The face color can be represented
as the geometric mean

√
ΔΦmax ΔΦmin (Heise et al., 2008). For more on phase tensor

behavior in anisotropic media see Heise et al. (2006) and Caldwell et al. (2004). Finally,
to ensure bulk changes are estimated robustly, a median filter is applied to the each
MT parameter, calculating the single station median for three periods at three different
times.

ΔΦoj = I− (Φ−1o Φj) (C.1)

Discussion

First and foremost, confidence in variations of the MT response must be instilled before
any in depth interpretation can begin. The first thing to look for is a clear separation
between the MT response pre-injection and MT responses estimated at later times.
This provides an indication of variational magnitude and suggests a confidence level
that observable temporal changes beyond measurement error exist. The second pattern
to look for is causality, where variations in impedance phase should predict apparent re-
sistivity changes according to the dispersion relation (Berdichevsky & Dmitriev, 2008).
Specifically for a conductive change at 3.6 km at Paralana, the phase should increase at
∼1-10 s and the apparent resistivity should decrease beyond ∼8 s. The general trend
for most stations is for the apparent resistivity is reduced below periods of 8 s and the
phase increases around 1-10 s for MT responses estimated during the injection (see
auxiliary materials). Moreover, most of these changes are near or just above the mea-
surement error where variational magnitude is larger in the Zxy than the orthogonal
polarization, suggesting that change in geoelectric structure has a preferred direction
towards the North. However, not all stations have consistent measurable changes above
the noise level, therefore those that did will be discussed, namely pb01, pb04, pb24
and pb27. The others had intermittent periods where mice chewed cables or electrodes
got pulled out by curious marsupials.

Another method to provide confidence in observable changes is to estimate an error
floor by propagating an error estimate to each MT parameter, assuming that the error
is identically 1D. An error estimate can be calculated as the ratio of the sum of the
error in estimation of Z and repeatability divided by Z as a function of period and time
for each station; this gives a percent change confidence floor. Applying a median filter
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Figure C.2: Plots of percent change in Φmax (an invariant of eq. (C.1), see Caldwell et al. (2004))
as a function of time for selected stations and periods (T). The shaded gray region is the estimated
error floor as a function of time and period, giving a baseline to which variations can be confidently
estimated and interpreted. The shaded orange region designates the pumping period when fluids were
injected into the subsurface. Notice that periods between 1-10 s experience a general increasing change
above the error floor, while periods outside this band do not.

and taking the maximum percent change estimate as a function of time and frequency
of the aforementioned stations provides a robust baseline to which MT parameters can
be compared to. Specifically, if the residual in the MT parameter is above this baseline
then it can confidently be analyzed as a measurable signal (Figure C.2). Estimating
parameters of the phase tensor (Caldwell et al., 2004) provides dimensionality informa-
tion and a representation of the MT response that is insensitive to distortions. Phase
tensor representation of the time dependent Z suggests a general trend of increase in
ΔΦmax as a function of time between 1-10 s, conversely ΔΦmin does not change above
the error floor, again suggesting a directional dependence. Interestingly, for periods
in the dead band (1-10 s), the error floor displays an increasing linear trend from the
start date to the end date. However, magnetic source field power did not decrease
from start to finish enough to cause an increase in error of estimating Z. Moreover,
electrical noise from mechanical pumps (1 s and 6 s) remained nearly constant for the
pumping period. Similarly, cathodic protection from the EPIC pipeline (2 km west of
injection well see Figure C.1) was time-invariant. A plausible explanation is that the
subsurface sampled at periods between 1-10 s (skin depth of ∼3-8 km) became more
conductive over the duration of pumping due to the injection of saline fluids. This
would cause a decrease in electric field strength at those periods and cause a decrease
in coherency between the measured electric and magnetic field, propagating into an
uncertainty increase in the estimation of Z.

Estimating depth to the conductive anomaly can ensure the change is occurring at
the correct depth. An 1D Occam inversion (Key, 2009) of the mode where the electric
field is aligned with maximum change estimates a depth of 2.8-3.3 km. Though it was
found that inverting synthetic data estimated with a conductive anomaly at 3.6 km in
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a similar way found a depth of 3.3 km as well. A 2D Occam inversion (Constable et al.,
1987) can be employed to estimate depth as a function of time for each station. Here
the lateral dimension is now time instead of space and stations are spaced 20 km to
remove any influence of neighboring stations at the target depth. Again, only the mode
where the electric field is aligned with maximum change is modeled here because of its
sensitivity to subsurface electrical variations. The estimated depth is 2.8 km, which is
off by about 800 m from the known depth (see auxiliary material), but nevertheless is
close to the expected depth range and similar to result found from a similar exercise
using synthetic data. Occam’s method finds the smoothest model possible and can
smooth the resistivity structure increasing the uncertainty in the depth. Similarly,
because MT is an integral method, if the conductance above the body is not properly
estimated the depth will also not be accurately estimated. Accuracy can be improved
with other electric and electromagnetic measurements.

Finally, dimensional variations in the MT response can be estimated from the resid-
ual phase tensor eq. (C.1). Interestingly, phase tensor residuals are larger than for-
ward modeling predicts (see auxiliary material) by an order of magnitude, suggesting
a greater contrast between host rock and the conductive body, also supporting experi-
mentation over feasibility studies. Three general observations can be made from phase
tensor residuals represented as an ellipse. First, average ellipse orientation aligns in
a NE direction from periods between 1-10 s (Figure C.1 and C.3). This is also the
regional strike direction and orthogonal to principle stress direction suggesting a cor-
relation between electric strike and principle stress directions. Second, larger changes
are observed to the NE of the borehole. Third, for periods between 1-10 s, size of
phase tensor ellipses increases and face color becomes more red with each day, imaging
changing geoelectric structure due to a growing conductive body at depth. However,
phase tensor orientation exhibits behavior not of a simple homogeneous conductive
block, but a complicated system of heterogeneous anisotropic pathways. Further work
and more experimentation needs to be done to fully understand the MT response
in time-variant fractured media. These three observations correlate well with micro-
seismic data showing the majority of micro earthquakes occurred NE of the borehole
and elongated generally in the NE direction. It is important to note that micro-seismic
data can locate fractures opening, while MT estimates volumetric changes in the geo-
electric structure associated with fluid filled fracture networks. Therefore, these two
geophysical techniques should be used in tandem as complementary pairs.

Conclusion

In this experiment, MT has been successfully applied to monitoring a fluid injection
for the first stage of an EGS, where changes in the MT response are assumed to origi-
nate from the injection of electrically conductive fluids connected by induced fracture
networks at 3.6 km depth. Though the variations in MT parameters are on the order
of a few percent, they are coherent in space and time, while being above measurement
error. Furthermore, temporal and spatial variations correlate with the pumping sched-
ule and results from a concurrent micro-seismic survey. Plotting apparent resistivity
and impedance phase of pre-injection and subsequent 24 hour blocks provides visual
conformation that observable changes exist above measurement error, while inverting
the MT response as a function of time using a 2D algorithm is useful for estimating
depth to the evolving conductive body, though absolute depth can have large errors
stemming from inaccurate conductance estimation. Estimating an error floor for each
MT parameter can be used as another tool to instill confidence in observable changes.
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Figure C.3: Maps of phase tensor residual ellipses calculated as eq. (C.1) and colored as the geometric
mean of eq. (C.1). Each column represents one day and each row represents one period. Paralana 2
borehole is marked as an X. The seismic cloud for each day is represented as by blue circles (Hasting
et al., 2011). Generally, ellipse orientation aligns with the direction of the seismic cloud, while size
increases and color becomes warmer from day 193 to 196.
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Finally, mapping the phase tensor residuals prove most informative for observing tem-
poral and spatial changes generated by a growing conductive body at depth, indicating
that reservoir evolution is a complex growth to the NE of the borehole, expanding in
a NE preferred orientation. Three methods to improve monitoring MT surveys are
to utilize more than one remote reference to better understand regional variations in
the magnetic source field (Kappler et al., 2010), measure vertical magnetic fields and
increase the number of stations to cover a larger area for improved lateral resolution.
Positive results from this experiment demonstrate the potential of expanding MT mon-
itoring to other fluid injections, such as non-conventional natural gas where controlled
source techniques can be applied (Orange et al., 2009; Streich et al., 2010; Wirianto
et al., 2010).

Acknowledgments

The authors would like to thank Petratherm and joint venture partners Beach Petroleum
for support of this project. Mathieu Messieller, Louise McAllister, Goran Boren,
Jonathan Ross, Hamish Adam, Tristan Wurst, Kiat Low, Aixa Rivera-Rios, Alison
Langsford, and Kathrine Stoate for field assistance. Institute for Mineral and Energy
Research, South Australian Center of Geothermal Energy Research and South Aus-
tralia Department for Manufacturing, Innovation, Trade, Resources and Energy for
financial support. Grant Caldwell for useful discussions on phase tensors and Mike
Hatch for improving readability.

162


	TITLE: MAGNETOTELLURIC MONITORING
	Contents
	List of Figures
	Abstract
	Acknowledgements
	Declaration

	Chapter 1 Introduction
	Part I MT Methods
	Chapter 2 Magnetotellurics
	Chapter 3 Time Series Methods
	Chapter 4 MT Analysis

	Part II MT Monitoring
	Chapter 5 Background Information
	Chapter 6 Continuous MT Monitoring
	Chapter 7 Time-lapse magnetotelluric monitoring of an enhanced geothermal system
	Published paper

	Chapter 8 Summary

	References
	Appendix A 2D Modeling Files and Responses
	Appendix B 3D Modeling Files and Responses
	Appendix C Magnetotelluric Monitoring of a Fluid Injection: Example from an Enhanced Geothermal System
	Published paper




