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Abstract

ABSTRACT

The question of timing in mobile robot navigatidill semains an area of research not
thoroughly investigated. In certain situations, abite robot may need not only to
reach a desired location safely, but to arrivédnat kocation at a specified time. Such a
situation may have significant ramifications forpagations to which a robot is
tasked, for example patrolling large areas, deligegoods or coordinating multiple
mobile robots. Thus, it is important for a mobilebot to be able to plan its
trajectories and movements in order to navigatenfrioitial location to a final
destination whilst considering timing, orientatiand velocity. Furthermore, it should
also be able to detect and avoid any obstaclesuetex@d in its path during
navigating through the environment.

The aim of this research is therefore to develtma-critical motion planning
algorithm, which includes planning the trajectqugsition and orientation of a mobile
robot, with obstacle avoidance capability for ag&nor multiple nonholonomic
mobile robots. In addition, the mobile robot shoble able to replan its original
trajectories in order to ‘make up’ any loss of ticeused by avoiding obstacles. An
Ackermann car-like robot has been considered gpeltyf during the development
stage, with consideration given to the kinematiad asiynamic constraints of
nonholonomic mobile robot in general. The resultalgorithm is based on the
geometric approach.

In achieving the research objectives, this studgosducted in four stages.
The first stage deals with the development of a akgerithm for time-critical motion
planning in order to navigate safely in an envireninto reach the specified location
at the specified time, with the required orientatieelocity and with the consideration
of the kinematic and dynamic constraints of the ieofmbot. In the second stage, the
algorithm should have the capability to avoid amknown static and dynamic
obstacles when the mobile robot starts to move fitsnmitial point. The algorithm
should have the ability to replan its original é@jpry to compensate for time loss due
to avoiding obstacles. Prior to experimental wotks, simulations will be carried out
to ascertain the effectiveness of the algorithmthi final stage, experimental works

will be undertaken to validate the algorithms siilg an Ackermann car-like robot.
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Introduction

1. INTRODUCTION

Mobile robotics has become a significant researekll fover the past few decades.
This field has experienced a major evolution inigiescontrol, application and other
aspects which make the mobile robot useful for huaivities. Mobile robots come
in many shapes and types such as car-like robets, dr three-wheel robots, omni-
directional robots and mobile manipulators. Onéhefmust-have basic capabilities of
mobile robots is navigation. With a decent navigatsystem, a mobile robot is able
to move and explore the environment autonomousbgcurately and safely.
Furthermore, the mobile robot is also able to garty selected places without human
intervention. There are two types of environmentsniobile robot navigation, which
are indoor environments and outdoor environmentkodr environment mostly deals
with navigation inside buildings, while outdoor @mwment deals with navigation
outside buildings. Outdoor navigation can becomeenmtmmplex and sophisticated
than indoor navigation due to the unknowns of theirenments and dynamically-
changed ambience of outdoor environments. So fastrof the researches have
attempted to develop the most reliable navigatigstesns that meet certain criteria

such as ability to choose the shortest path, mimntme path or minimum energy
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usage. Thus the variation of criteria will reflébe selection of navigation strategies

and approaches for the mobile robot.

1.1 Motivation

Nowadays, there are many types of mobile robotschviiave been developed to
assist and to ease human workforce in real-wondremments. These mobile robots
are used in indoor or outdoor environments foretas of tasks and applications such
as factory automation, underground mining, militayrveillance and even space
exploration. In most cases, the mobile robots oftenk in unknown and dynamic

environments. Thus it is needed to ensure thatrbieile robots are able to navigate
and execute the tasks safely and successfullyh&umbore, they should also be able to

react reasonably to the environments in the presehobstacles.

One of the fundamental issues in mobile robot retiog is motion planning. Motion
planning can be understood as how a mobile rokartsphnd chooses its path and
moves along that path. In motion planning, the m@aiablem is to determine a
collision-free and smooth path in order to reacé timal location from its initial
location. In general, motion planning can be didigdato two steps (Delingettet al,
1991; Tounsi and Corre, 1996). The first step i pdanning, which is defined as a
step to generate a geometric curvature to conhecinitial and final position of the
mobile robot. Once the path is known, the secorg & to determine the motion
control. Motion control is defined as a step toedetine the velocity of the mobile

robot by using linear velocity law, with which theobile robot will follow the path.

As mentioned earlier, mobile robots have been usedwide range of applications in
various working environments. For outdoor environtsgit is very common for the
mobile robots to face unexpected conditions suchiresren terrain, unknown and
dynamic obstacles as well as polluted air (dust smaoke). These conditions may
cause trouble to the mobile robot’s control andseersystems as the system error
may increase. Furthermore, the mobile robots msy atcumulate errors from within
the robot systems themselves such as friction dmekirslippage. In contrast, indoor
environments are more ideal conditions with som®rmation may be known

beforehand, which serves as prior information. Anrmation does not necessarily
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give an accurate knowledge of the environmentssbfiicient knowledge will ensure
the mobile robot is able to navigate effectivelyr Foutdoor environments, prior
information may also be available such as topokigmap which can be useful for
mobile robots. Although prior information for outmtoenvironments is not as accurate
or as extensive compared to prior information fwtdor environments, the mobile
robots need to take advantage of this prior infdioman order to navigate safely and

to reduce the uncertainties and errors in outdneirenments.

Projects such as military surveillance and soaalsty patrol are useful to monitor
and maintain safety in the private areas suchtes @nd buildings. Such projects can
prevent or reduce the rate of criminal activitiemnitor social activities and traffics.
Most surveillance systems are using cameras, wdrehnstalled at specific locations
and these cameras are monitored by automated cempubgrams. For aerial
surveillance system, unmanned aerial vehicles (JUAArfse usually being used. The
UAVs will capture images or videos of the coveredaaand the captured visual will
be processed and interpreted to gather informatbout the area. Likewise,
unmanned ground vehicles (UGVs) are used for astemgaged on the ground. The
capability of UAVs and UGVs usually depend on teesors used and their ability to

move around.

This study focuses only on UGVs for a ground-bamadeillance. Thus a basic task
for this application is to ensure the UGV is bedatnje to navigate autonomously from
one point to another point in its environment vagpability of avoiding the obstacles.
Furthermore, in certain situations such as larga @atrol and goods delivery, timing
is crucial as the mobile robot needs to arrivehatdesired place with not only to the
right location but also to the right orientatiomaetly at the specified time. In a large
area patrol, usually the mobile robot needs tovarat every checkpoint with the
correct orientation exactly at the desired timegnisure the whole patrolling area can
be covered within the specified time. In such c#se mobile robot should be able to
plan its motion and complete patrolling the whaleaawithin the specified time and
also cover the angle of views for each checkpolitdr multiple mobile robot
applications, especially in soccer robot compatiti robot timing can be controlled
in addition to its position and orientation, thecer robot does not need to wait for its

teammate for a long time in order to receive thié Hathe robot waits at the certain
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location for quite some time, perhaps it has alyelaglen detected by the opponent
team and has been man-marked, which makes it wiffio the robot to receive the
ball from its teammate. Furthermore in multiple nh@brobot applications, two
mobile robots may deliver and exchange goods aesaratl meeting point at the
specified time. If the journey time can be congdlfor each of the robots, they do not
need to wait for each other for a long time atrtieeting point. Both robots can arrive
at the meeting point at the specified time, exckaggods and then continue their

journey to their separate final locations.

For the aforementioned examples, timing is crutwiadhe mobile robot to achieve its
task. This situation is advantageous for a taslkedbanission, not only for a single
mobile robot but also for multiple mobile robots iath requires the mobile robot

reach the final location at the specified time.

1.2 Research aims

In brief, the aim of this study is to develop a newtion planning for unmanned
ground vehicles. The vehicle is a nonholonomic neotmbot navigating in a partially
known and dynamic 2D environment with kinematic athwhamic constraints are

taken into account during development stage. Titmesprimary objectives are:

1. To develop time-critical motion planning algoritHior nonholonomic mobile
robots by associating new parameters such as @asitelocity, orientation
and time

2. To develop a dynamic obstacle avoidance algoritfam is able to avoid both
static and moving obstacles safely. Furthermores tlynamic obstacle
avoidance algorithm needs to be able to catch eptithe lost due to the
mobile robot avoiding the obstacles in order tochethe final point at the
specified time and orientation

3. To incorporate the newly developed time-criticaltimo planning algorithm

for multiple robots and multiple waypoints planniaigd
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4. To develop a real autonomous mobile robot usingAakermann car-like
robot and to conduct experimental works in ordervédidate the newly

developed time-critical motion planning and obstamloidance algorithms.
1.3 Layout of thesis

The rest of this thesis is organized as follows:

Chapter 2: Literature Reviews

This chapter introduces the general backgroundhisf study. The related
works on mobile robots, motion planning and obstaal/oidance approach are
reviewed. At the end of the chapter, all the fimgdirare summarized and gaps and

contributions from this study are pointed out.

Chapter 3: Methodology

In order to achieve the primary objectives, thisdg is divided into four
stages. The first stage deals with the developroémime-critical motion planning
algorithm for nonholonomic mobile robot. The secosthge deals with the
development of dynamic obstacle avoidance algorithm the third stage, an
autonomous mobile robot will be developed. Lagtig, newly developed time-critical
motion plannning and obsatcle avoidance algorithmil be validated through

experimental works using the developed autonomaalslerobot.

Chapter 4: Development of Time-critical Motion Riamg Algorithms

The fundamentals and the detail mathematics ohlerithms are discussed
in this chapter. The development of the time-aitimotion planning algorithm is
based on geometric approach with cubic and quipditynomials are adopted to
generate motion trajectories. Furthermore, detaietbpment of dynamic obstacle
avoidance algorithm, multiple waypoints planningd anultiple robots planning are

also presented in this chapter.

Chapter 5: Simulation Results and Discussions
This chapter presents the development of a simulatramework using

Matlab. The nonholonomic mobile robot and the depet algorithms are tested
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using this simulation framework. A series of sintidas are conducted to investigate
the effectiveness and practicality of the algorghmhe algorithms are tested in the

static and dynamic enviroments with a single andtipie mobile robots.

Chapter 6: Development of a Non-holonomic MobildBio

In this chapter, the development of an autononmabile robot is presented.
A remote control car are modified to be used foe texperimental works.
Furthermore, the development of the autonomous Ienabbot needs to overcome
several issues such as the capability of steerimgeis to turn for desired angles and
the mobile robot requires to speed up and slow datvepecified velocities within
seconds. Hence the kinematic and dynamic constrainthe mobile robot such as
steering angle and velocity limitation are alsosidared during development of this
mobile robot. In addition, the calibration worksvhabeen conducted to establish the

PWM-steering angle and PWM-speed relationshipshiemobile robot.

Chapter 7: Experimental Results and Discussions

The experimental architecture and results from empmtal works are
presented and discussed in this chapter. The deselaigorithms are tested through a
series of experimental enviroments using the d@esloautonomous mobile robot.
Then the experiment results are compared to thelation results in order to validate

the algorithms.

Chapter 8: Conclusions and Future Works
The findings of this study are summarized in thehapter. The

recommendation for the future works are also gaetine end of this chapter.




Literature Review

2. LITERATURE REVIEW

In this chapter, the main areas of related reseheste been reviewed, which are
mobile robots, motion planning, obstacle avoidaaoee multiple robots coordination.
All these reviewed areas of research will contgbtd the main objectives of this
study. At the end of this section, all the findirege summarised and gap statement is

given.
2.1 Motion planning algorithms

For the past few decades, navigation problems baee extensively studied. One of
the fundamental issues for navigation is to plam ribbot's motion in the working
environment without human intervention. This isssi€ommonly known as motion
planning. Earlier works in mobile robot motion pheimy concentrated on how to
determine the collision-free path in order to redlod final location (Salichs and
Moreno, 2000). One common problem in motion plagnior mobile robots is to
determine the control input which the mobile rotexjuires to achieve a goal position
(x, y), pose (x, yP) or posture (x, y8, ) (Nagy and Kelly, 2001). Figure 2.1 shows

the path constraints made of four postures, whath gosture consists of position in
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Cartesian coordinates (x, y), orientatid®) @nd curvaturex) (Delingetteet al,
1991). Generally, an autonomous mobile robot hdset@ble to extract information
from on-board sensors in order to “know” the enmmznt and plan its motion. Once
the path has been planned, the mobile robot iscategeo follow the path whilst
considering velocity, position, orientation andesthequirements for the mobile robot
to achieve smooth motions. In addition to such wharations, it also might be able to
both detect and avoid the obstacles presented glmawigation. Typically, motion
path is planned based on known obstacles’ positiotise environment in prior (Hui
et al, 2006).

(n) (B}
Figure 2.1 Path generation (a) Path constraintsernétbur required postures (b)
Generated path (Delingeté¢ al, 1991).

Generally, path is planned to meet several mainireapents such as shortest path,
safe path and smooth path. Shortest path coulbdebshiortest distance to arrive at the
final location or the shortest travel time. Whilavigating in the environment, the

robot also needs to consider safety issues. Thasthe path needs to be collision
free and the robot also needs to be able to datetiavoid the obstacles. Lastly the
path should be smooth in order to satisfy the kigenconstraints. The path should
not have a sharp turn that is impossible for tHgotdo turn in smooth movement.

However, the optimal path is normally a compron@iseng the three requirements.

In a known environment, there are well known andely used methods for path
planning such as roadmap approaches, cell decotigposiethods and potential field

methods.
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2.1.1 Roadmap path planning

The roadmap path planning is based on connectividynetwork of robot’s free space
by using lines. Once the roadmap has been consthutite path is determined by
searching the series of road that are connectiagnitial and final state. Visibility

graph (Jianget al, 1997), Voronoi diagram and Visibility-Voronoi djeam are the

well known roadmap approaches as shown in Figuze They have been used to
compute the shortest collision free path. In thigpraach, the obstacles are
represented by convex polygons. Then every two sibédéwveen initial state and goal
state in this free space are connected by linethisdline does not intersect the
interior of the obstacles. Visibility graph const straight lines that join all the

polygons’ edges including the initial and final pts.

¥ goal

(b)
Figure 2.2 Roadmap approach (a) Visibility Graghr(det al, 1997). (b) Voronoi
diagram (Siegwart and Nourbakhsh, 2004).

Jianget al (1997) presented three stages to solve the tptigral problem by using

visibility graph. Firstly, the reduced visibilityrgph is obtained. Then it is converted
into a feasible reduced visibility graph accountitig robot size and kinematic
constraints. Lastly, a new algorithm is used tadedhe feasible reduced visibility
graph in order to obtain a safe, time-optimal amdath path. They have used an A*
algorithm to search the shortest path. Howevers timethod only considered
kinematic constraints, but not dynamic constrasutsh as the velocity of the mobile
robot. The dynamic constraints are important tocbesidered as the mobile robot
may need to slow down during turning and acceleestefast as possible during

moving at the straight line.
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Sridharan and Priya (2004) presented a parallerigitign for constructing the reduced
visibility graph in a convex polygonal environmenfthey aimed to reduce the
computational complexity and space and implemetitedalgorithm in FPGA. Their
algorithm consists of two steps. Firstly, binaryleas assigned to the vertices of the
objects to determine supporting segments betweery eair of polygon. Then the
next step is to eliminate the supporting segmdmds @re hidden by the obstacles in
order to obtain the final graph. From the result® hardware-based approach is
approximately 1000 times faster than using a PGvé¥er, the major drawback of
this visibility graph approach is that the patlvesy close to the obstacles and it is not

practically safe in real applications.

On the other hand, Voronoi graph is able to oveedime problem caused by
visibility graph aforementioned. Nagataet al. (2001) proposed mobile robot
navigation using generalized Voronoi graph (GV@®)the paper, they introduced a
local smooth path planning algorithm for car-likeliie robot which is bounded by
kinematic constraints. In addition, they used Beaweve to generate a smooth path in
order to satisfy the limitation of minimum turnimgdius. The algorithm is executed
through simulations only and the computational timest higher than the
conventional approach. This means it takes more tongenerate the path and it is
not practical in the real-time control of the melxibbot.

Victorino et al. (2001) presented a new methodology for mobiletatavigation in

unknown environments. Once the mobile robot statteanove, it also started to
construct the path using Voronoi diagram basecerirtformation from the on-board
sensor. From the results, the mobile robot wasessally constructed a map and
localized itself. However, they had not discussedhe time required to construct the
map and navigate to the goal point. Furthermorertap construction and localization
is relevant to static environments only. Thus tmeathod may not be appropriate to

be used for time-dependent planning and in dynamvgronments.

As the combination of Visibilty graph and Voronaagram may gives optimal path
for mobile robots, Weiret al (2007) introduced a new type of diagram whiclais
hybrid between the visibility graph and the Vorodagram. The aims were to find

the smooth shortest path without sharp turns. Teshod was used for planning a

10



Literature Review

path for robots in an environment filled with potywl obstacles. In order to keep the
distance from obstacles optimum, they used predéficlearance value, .cIn
addition, they used Dijkstra search to find thersdsd path. However, their method
was only implemented for a robot with two degreemotion freedom. Furthermore,
Voronoi diagram tends to maximize the distance betwthe robot and the obstacles,

in order to provide more space and safety to thetro

Roadmap path planning approaches such as visigilgggh and Voronoi diagram are
effective to be used to obtain a safe path andslioetest path. The approaches used
the information from map such as the shape of th&acles to generate the path.
However the mobile robot tends to make a sharp &mth move very close to the
obstacles. These situations are not appropriate far-like robot that has a steering

angle limitation.
2.1.2 Cell decomposition path planning

In cell decomposition approach, the robot’s freacepis divided into several simple,
connected regions called “cells”. There are sevyas of grid that normally used
such as fixed-resolution grid and triangulationdgn order to construct the cells as
shown in Figure 2.3. Then the cells containingithigal and goal states are located

and path in the connectivity graph is searcheditothe initial and goal cell.

g
/

() (b)
Figure 2.3 Cell decomposition method (a) A fixedalation grid. (b) A triangulation
(Ge and Lewis, 2006).

11
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Hazon and Kaminka (2008) presented new multi-ralmvierage algorithms in their
paper. Their algorithms are based on spanningdmerage of approximate cell
decomposition of work-area and have achieved afgignt improvement in coverage
time by improving the efficiency of the algorithmslowever, they have not
mentioned the type of robot which has been usedheir simulation and the
algorithms were only tested by simulation worksrtkermore, the algorithms work

efficiently in obtaining the optimal coverage tilnet not time dependent.

position y [m]
o
positien y [m]

position x |m] pasition ¥ [m]

Figure 2.4 Simulation results by using (a) trapeabdecomposition and (b)

triangular decomposition (Ghita and Kloetzer, 2012)

Ghita and Kloetzer (2012) proposed a fully automatanning and control strategy
for a car-like robot based on cell compositionsrapph. The approach used an
abstraction of the free environment and an iteeafixocedure to find a feasible path
for the nonholonomic mobile robot. The planning @oedtrol method was developed
in Matlab and the feasible and smooth path wasimddaas shown in Figure 2.4.
However, from the results, the generated path w@sed to obstacles and collision

may occur between the mobile robot and the obstacle

2.1.3 Potential field path planning

The most widely used method for collision free pgllinning is the potential fields
methods (Huangt al, 2006; Safadi, 2007; Huang, 2009). It was inigdfoposed by
Khatib in 1986 for mobile robot path planning. Tinain aspects of this method are

12
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the mobile robot is treated as a point, the obstgeherates a repulsive force and the
goal generates an attractive force. The attradtvee lead the robot to the goal and
the repulsive force ensures the robot is away ftieenobstacles as shown in Figure
2.5. The generated repulsive force also increasgsopionally with the distance of
the nearest obstacles. Thus the combined forcddsldove the mobile robot towards

the goal while avoiding the obstacles.
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Figure 2.5 Potential field method (Safadi, 2007).

Cosio and Castaneda (2004) proposed an improvéitialtpotential field method
for autonomous navigation of a mobile robot. In thaper, they attempted to
overcome the problem that caused by using a satgigction point which lead to trap
situation where the method is unable to producerélaltant force needed to avoid
the large obstacles. Therefore, they introducedipt@lauxiliary attraction points that
allow the robot to avoid large or closely spacedtatles. The force intensity
parameters of the repulsive and attractive ceNe teeen optimised by using a genetic
algorithm. From the simulation results as showhigure 2.6, the generated path was
not too smooth and tends to make sharp turns. E&umibre, the algorithms were
tested only in Matlab and the authors have notudised the time required for a

mobile robot to reach the final point.

13
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Figure 2.6 Path generated by the navigation algorifCosio and Castaneda, 2004).

The earlier works on path planning using poteriiegdtl method only concentrated on
static environments. In the recent years, dynargtaxles have also been included in
navigation planning. Ferrara and Rubagotti (2008)ppsed a dynamic obstacle
avoidance strategy for a mobile robot based on barpotential field method. Their
approach consists of two key elements which arerdine generator is used to track
the reference signals to reach the goal point arnttieasame time, a potential field
method is modified online in order to avoid the mmgvobstacles with time-varying
speed. In addition, they used a collision cone @ggr to avoid the moving obstacles.
The key idea is to modify the radius of the ‘setyucircle’ around each obstacle on
the basis of the so-called ‘collision cone’. Howewheir proposed strategy was to
control the mobile robot but not to generate the pRurthermore, they only tested

their approach by simulation works.

Jacob (2008) proposed a sensor-based navigatiomlastdcle avoidance algorithm
for mobile robots in unknown dynamic environmeritse proposed method allows a
mobile robot to navigate in the environment withlaage number of static and

dynamic obstacles. The mobile robot will navigdieotigh the environment via the
global path which was generated based on the upadadtg which processed by the
global planner. Then the local planner continuousBs to reach each waypoint on
the path using potential field. However, their aitjon only tested by simulation

works and they have not discussed the time requioedeach the final point.

14
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Furthermore, from their simulation works, they amuered several failures in the
simulation such as the rear-end collision occudad to the blind spot of the laser

scanner.

Huanget al (2006) proposed a method which combined a siceyteera and potential

field method in order to navigate in real-time @owment. The camera is used to
estimate the “time of impact” once the obstacldatected which then can be used to
make sure the robot navigates around the obstBaleghermore, Huang (2009) has
extended the work to deal with the dynamic obstaclésing the same method —
potential fields — Huang has applied this methadpfith and speed planning in order
to avoid the moving obstacles. Their approach plewiboth the direction and the
speed of the mobile robot, which guarantees thantbbile robot will able to track

the moving obstacle while avoiding it. However,ithegorithms only tested in the

simulation and they have not discussed the timeirego avoid the obstacle and

reach the final point.

Beside a potential field method, a vector field Inoek is also has been used in robot
navigation. The vector field utilizes a statisticapresentation of the environment
through the histogram grid and it consists of ative forces, goal and repulsive
forces. Both attractive and repulsive forces angallg characterised as point forces.
Honget al (2007) proposed a mobile robot navigation usiraglifired flexible vector
field approach with laser range finder and infrasedsors. The laser range finder is
used to generate the map and infrared sensorssae@ for emergency stop and
obstacle avoidance. From the results, their aligmst show a smooth motion of the
mobile robot navigates through the environment. elmv the proposed method only
demonstrated in static environments and the spédteomobile robot was set to
70cm/s only which is not optimized for the robot'stion. The mobile robot may
need to speed up at the straight line and slow datvcornering. Furthermore the
authors have not discussed on the time requiréhBomobile robot to reach the final

point.

Liddy and Lu (2007) proposed waypoint navigatiom #n Ackermann steering
autonomous vehicle. Their aim is to obtain a paith position and heading control of

the mobile robot. They have introduced a complextorefield method by combining

15



Literature Review

vector field components such as point force veéd, rotational field and line

force. The results successfully demonstrated thsitipp and heading can be
controlled at the goal point. However, the authibase not discussed on the time
require for the mobile robot to reach the finalrgoand the algorithms were only

tested by simulation works.

Potential field method is one of the commonly uapgroaches to generate path for
the mobile robot. The method has been utilised/émious types of mobile robot such
as the differential drive robot and the car-likdabwith Ackermann steering limit.
One of the problems in potential fields methodhis tobot is intended to converge in
the local minima (Huang, 2009). Furthermore, mdghe research in potential field
approach have not addressed the time require éomibbile robot to reach the final
point. This parameter is one of the important mifdr the time-critical motion

planning.
2.1.4 Other path planning approaches

There are other approaches which have been dedkelmpaesearchers in order to
obtain the optimal collision free path. The apptresccould be a combination of two
different approaches, or sampling-based path ptgniioh and Cho (1999) presented
a path tracking algorithm for a nonholonomic mohitédot in order to obtain a

smooth motion of the mobile robot. This algorithenbased on time optimal bang-
bang control considering dynamic constraints ofrttodile robot in order to avoid the
wheel slippage problem during the mobile robot gatron. Figure 2.7 shows the
flow chart on implementing the proposed algoritimtheir experiment, they have
used a two-wheel driven mobile robot to validatertiproposed algorithm. However,
their approaches only focused on obtaining a smoatbtion without the

consideration of avoiding obstacles.
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Figure 2.7 Implementation of the proposed algorithynkKoh and Cho (Koh and Cho,
1999).
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Mihaylova et al (2003) presented an information-based approachtrégectory
optimization of a mobile robot by a linear combioatof sine functions. The mobile
robot was equipped with a sensor which measuregatige and bearing to a beacon
located at a known coordinate. The information aegufrom the sensor will then be
used to obtain an optimal trajectory based on avknmominal reference trajectory.
The accuracy of this approach depends on the nuwoibbeacons available in the
environment. If there are more beacons at the @pjate places, the accuracy can be
improved considerably. However, the effectiveneds tlus approach is only
demonstrated by simulation results as shown inreig@u8. An experiment using this

approach would be useful to validate the optimaragffectiveness.
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A new approach using the cell-mapping method waodaced by Li and Wang

(2003) as shown in Figure 2.9. Their aim was taeaehthe optimal trajectory in term
of minimum time, energy and jerk. Firstly, this apgch performs a global analysis
and reconstructs the whole system into a cell spamgel. Then, based on this cell
space model, this method finds out the stable negma set of cells in the cellular
state space after a number of integration processgsnerate the optimal trajectory.
In their study, they used a four-wheeled mobileotolith dynamic constraints such
as velocity and acceleration limitations. Howewtis method was only tested in
simulation works and the authors have not discussedhe obstacle avoidance

approach.
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Figure 2.9 Cell mapping model (a) with>3lls. (b) with 48 cells (Li and Wang,
2003).

In order to achieve the time-optimal planning foe wwheeled mobile robot, Pradb
al. (2003) proposed two tasks that can be carriecsioutiitaneously or sequentially.
The first task is spatial-planning which is to abtshe shortest feasible geometric
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path. The second task is temporal-planning whickoi®btain the fastest feasible
velocity profile for a homogenous segment which fegment is the path length
navigated over time. They also considered kinenaattt dynamic constraints such as
velocity and acceleration in order to get the optitnajectory solution and to avoid
the obstacles in dynamic environments. To validaéé algorithm, they used a four-
wheeled mobile robot which is known as RAM in thexperiment and the results are
shown in Figure 2.10. However, from their resuli& mobile robot moved very close
to the obstacles and the mobile robot tends to naakbarp turn. Furthermore, the
authors have not discussed the time require fomtbbile robot to reach the final

point.
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Figure 2.10 (a) Generated trajectory (b) Velocityfile (c) Acceleration profile
(Pradoet al, 2003)

Then, Huiet al (2006) presented a time-optimal, collision-freevigation of a car-
like robot using neuro-fuzzy-based approaches asvishn Figure 2.11. In their
paper, a fuzzy logic controller (FLC) was used a¢oteol the robot. The performance
of the controller was improved by using three ddfg neuro-fuzzy-based approaches,
which are neuro-fuzzy approach, genetic-neuro-fuapproach and GA-tuned
adaptive network-based fuzzy inference system (AY)Fand then comparing among
themselves and with other approaches such as tebmidaviour, manually-
constructed FLC and potential field method, throagmputer simulation. From their

results, even though the performance using newnytbased approaches is better
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than other approaches, it is dependant on therigagata. This condition caused the
performance of the neuro-fuzzy-based approachewmeork well, particularly when

the training scenarios are different from the seanarios.
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Figure 2.11 Neuro-fuzzy approach (Hatial, 2006).

In 2007, Haddadet al (2007) presented a random-profile approach irerortd
optimize the free-trajectory planning problem fawnrholonomic wheeled mobile
robots in constrained workspaces as shown in Figur2. This method is based on a
simultaneous search for the mobile robot path dswllzandles the obstacle avoidance
issues during navigation. In their paper, they &sclion the planning the trajectories
for the mobile robot with the consideration of gextrg, kinematic and dynamic
constraints. However their results are presentétgusnly two- and three-wheeled
mobile robots. It remains to be seen that theirkware able to be extended to the
four-wheeled mobile robot. Nevertheless, the atgarimay require to be modified in
order to cater the kinematic and dynamic conssaoft the four-wheeled mobile

robot.
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Figure 2.12 Generated trajectory with several @points (Haddaet al, 2007).

Ma et al (2013) presented a path planning algorithm faroaholonomic mobile
robot using the information of the sensors to naign complex environments. The
robot moved toward a known target while avoidingtables by choosing appropriate
intermediate objectives based on the local senstormation. In addition, by
choosing intermediate objectives, a local minimabppm can be solved. The
efficiency of the approach was assessed via diffesgmulated environments as
shown in Figure 2.13. From the results, the robas able to navigate trough the
complex environments. However, the robot’s path elased to the obstacles and the
robot was likely to make a sharp turn as in Figude(b).
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(a) (b)
Figure 2.13 Simulation results in (a) a complexse®, and (b) a long corridor (Ma
et al, 2013).
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2.1.5 Geometric approach for trajectory planning

A trajectory is a path which is an explicit functiof time. Initially a path can be
differentiated to give a continuous velocity anadederation profiles. One common
methodology for trajectory planning in order to aihta smooth-path and length-
optimum plan is by assembling the arcs of simplye&uA mobile robot has to follow
the path (curve) with specific velocity which ispg@dent on its position and its
orientation (Tounsi and Corre, 1996). Basicallye trientation §) is defined as the
tangent of the pointx(s), y(s), whichs s the length along the curve. The curvature
is defined as the derivative 6fs) with respect ts.

_dé(9)

« (2.1)

6(s) = tan‘{%}, K(S)
dy

Tounsi & Le Corre (1996) reviewed and compared s#vgpes of curves used in

path generation, which are straight lines, circalas, polynomial functions, clothoids

(cornu spiral) and cubic spirals. Generally, théhga generation by a set of robot’s

postures, which these postures depend on the gqosid orientation of the mobile

robot (Shin and Singh, 1990). They also discuskedrtethods to generate the path as

shown in Figure 2.14.

pon
1

(A) By Arc method (B) By Cubic Spline Method  (C) By Kanayama's Method

Figure 2.14 Different types of curves used to emtfiour postures for path
generation (Shin and Singh, 1990).

The path generated by several straight lines issihglest method in terms of
calculation and requires only the choice of intediage points. However, in most
cases, the orientation is discontinuous and theillmadibot needs to stop and change
its direction in order to move to the next poinimarly in the path generation by

following circular arcs of radiusRk, the drawback is that the path presents
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discontinuous curvature at junction points, whickams the speed of each wheel of

the mobile robot is not continuous at these points.

In order to avoid the discontinuous curvature, polypial curves were used. There are
three different types of polynomial curves discdsbg Tounsi and Le Corre (1996),
which are polar polynomials, Cartesian polynomaatsl Bezier's polynomials. Even
though the polar polynomial method gives a contusuourvature, the radid® must
be fixed and it is only used for symmetric casesthBCartesian and Bezier’s
polynomials are used to connect non-symmetric pestiHowever these curves have
a complex curvature profile which is not necesgahooth and makes them difficult
to follow (Delingetteet al, 1991).

The other type polynomial curvature is known asypoinial spiral. There are two
commonly used types of spiral curves which arehdiot curves and cubic spiral
curves. In general, the polynomial spirals are ulsiefr path generation because they
provide an easy-to-track polynomial curvature peofiLianget al, 2005). In a review
by Delingetteet al (1991), the original work by Kanayama (Kelly, 3)®n clothoid
curves has introduced the idea of using contingiesewise linear curvature function
that was then extended by Shin and Singh (KanayamaViyake, 1986) in order to
eliminate discontinuity at the junction points. Hower, the problems with this
method are difficult to choose the coefficient loé tcurvaturek) (Tounsi and Corre,
1996), difficult to compute (Delingettet al, 1991) and it still results in a
discontinuity in the derivative of the curvaturea@y and Kelly, 2001). Thus, a study
by Pin and Vasseur (1990) considered the probldnt®mplexity and lengthy path
using clothoid curves by generating deterministid providing trajectories joining all
the pairs of configurations of the mobile robot.elthaim was to determine the
shortest path with reverse mode capabilities wthigemobile robot is manoeuvring by
considering non-holonomic and steering angle cairgs.
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Table 2.1 Intrinsic splines’ family (Delingetés al, 1991)
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Most studies have used cubic spiral curve (Nagykaity, 2001; Kelly, 2003; Liang
et al, 2005) in path generation because it provides @ofmpath and minimizes the
variation of jerk (Delingettet al, 1991). In addition, it also has been used dutsto
simple curvature profile which is easy to followater, Delingetteet al (1991)
developed a family of trajectory call@atrinsic splinesof degree n, ISn as shown in
Table 2.1. This family is based on cubic polynosyiddut the end conditions of this
family are defined in term of heading and curvaturstead of first and second
derivative for cubic polynomial. Nagy and Kelly () extended the work done by
Delingetteet al (1991). In comparison to Delinget¢ al, the approach is gained by
converting the integro-differential state equatiato four nonlinear equations and
solving them simultaneously in order to get therfanknown constant parameters.
Subsequently, Kelly (2003) extended the work dopeNlagy and Kelly (2001) by
introducing an approach which produced an efficiegdl-time algorithm to join
arbitrary points. However, most of the researclenge switched the specification of
the trajectories in term of time to distance, whsclits most of application but not the

time-critical application targeted in this research
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Liu and Sun (2011) presented an optimal path pfanof a mobile robot by utilizing
Bezeir curves. The objective of their approach weaminimize energy consumption
during robot navigation. The energy consumption a@alysed for both in geometric
path planning and smooth path planning. The effengss of the approach has been
tested in the simulation and experimental workse fiésults of their works are shown
in Figure 2.15 and the experiment was conducteagusvo-wheel mobile robot. The
results show an optimal path in term of minimumrggeminimum travel distance
and minimum travel time. This approach can be atbpt this study to minimize the

energy consumption and at the same time to reaeHirlal point at the specified

travel time.
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Figure 2.15 An optimal path (a) minimum energy, rtbhimum travel distance, and

(c) minimum travel time (Liu and Sun, 2011).
2.2 Navigation environments

Mobile robots are being deployed in various typesnvironments. Some of them are
tasked to navigate inside the buildings and otleerside the buildings. Outdoor
navigation poses a greater challenge over typicaloor navigation. Outdoor
environments are usually dynamically changed owee tand give uncertainty to the
mobile robots. Such environment, so-called dynaemgironment may consist of
static and moving obstacles. Static environmentsnatly have unmoved obstacle
with various shapes and sizes. Thus, static enwienrts are not as complicated as

dynamic environments in term of planning the path.

In the previous sections, the standard path plgnapproaches, such as roadmap, cell
decomposition and potential field methods, havenbetised whether in static or
dynamic environments. However these standard appesahave not been proven to

be effective in unknown environments. Due to theentainty of the unknown
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environments, some approaches such as grid-basedadmap-based approaches
cannot generate an optimal path. Furthermore, iofatmation is required to detect
and avoid the unexpected obstacles. Thus someaktiearches have developed the
alternative approaches by modifying and improving éxisting approaches or with
combining two or more existing approaches to owaedhe limitations of the
existing approaches.

2.2.1 Outdoor navigation

In outdoor navigation, the robot will face a nevalidnge especially due to numerous
uncertainties and dynamic changes in the outdoar@mment such as varying terrain
surface and level, and also lighting condition bhewa in Figure 2.16. A robust
outdoor navigation system will improve the autonoofiyhe robot and provide a safe
and smooth navigation to reach the final locatlororder to obtain a safe and smooth
path, most researchers consider the moving ob&aetocity as known to the
system. With the knowledge of the moving obstacl&city, the system is able to
predict the moving obstacle’s motion and probaptlite collision between the mobile
robot and the moving obstacle. If the mobile roisandisputably to collide with the
moving obstacle, the mobile robot is able to avbiel moving obstacle by adjusting
its path. However in the real-world, it is diffituio distinguish the velocity of the
moving obstacle beforehand. This circumstancesfaibghort the system.

Wbl piibgt =

Figure 2.16 Outdoor navigation (a) Pioneer3-AT WRG and SICK (Changt al,
2009) (b) The Cycab used in the experimental wiZksinget al, 2006).
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Furthermore, the unknown environment gives a furtiallenge to the system. The
uncertainty of the information in the environmeertds to the needs of a better
detection and prediction approaches in order toensake the smooth and safe path
requirements are met. However in certain casesmiye of the area that the mobile
robot needs to navigate is available. This map gnay some information to the robot
planner. By utilising this information, the plannsrable to plan the path beforehand.
Thus a good outdoor navigation system is still neglin order to ensure the mobile
robot navigates and reaches the final locationlh\saféherefore, many studies are
attempted to develop a new and better navigatistesy in a dynamic and unknown

environment.

2.3 Obstacle avoidance

Avoiding obstacles is one of the problems for thebile robot to navigate in static
and dynamic environments. In dynamic environmeritene there are static and
moving obstacles, the task becomes more compliaiddlifficult in comparison to

static environments. Therefore, many approacheg b&en introduced in previous
research in order to develop an effective andbkdiabstacle avoidance capability for
mobile robots to navigate in static and dynamidremments.

Fajen and Warren (2003) introduced a new solutawrobstacle avoidance based on
observing the human behaviour in dynamic envirortmdn their paper, the aim is to
apply the dynamic model to the robot behaviour esng towards a goal and
avoiding the obstacles. Once the set of behaviatiables for steering and obstacle
avoidance have been identified, the general fortm@imodel will be introduced. The
basis of their work is shown in Figure 2.17. Inlg 2.17(a), the authors considered
an observer moving in a simple environment. Theephes moves at a constant speed
(s) and a heading directiom)(with respect to fixed vertical exocentric refereraxis.

In Figure Figure 2.17(b), the goal and obstacldeangan be represented in egocentric
reference frame with respect to the observer'stpaiirview. In order to model their
approach, they have used human as participantdderee the behaviour during
walking from initial point to final point as wellsaduring avoiding the obstacle. The
collected descriptive data were then being useatet@lop a model of the behavioural

dynamics. This work has been extended by Fajeal (2003) by using visually-
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guided locomotion in a dynamic environment in ortterdentify a set of behavioural
variables for steering and obstacle avoidance. Wewethe behavioural approach
requires human experiments in prior in order toell@y a model of behavioural
dynamics. This model is directly influent by théhbeiour of human at the time of the
experiments is conducted that may lead to inacgucdcthe model. Nevertheless,
from their experiment results, it was suggested thenan route selection does not
require explicit planning but may emerge on-lineaasonsequence of elementary

behaviours for steering and obstacle avoidance.

A Exocentric reference frame B Egocentric reference frame
Goal Goal
Obstacle Obstacle rd .

obstacle . _\’__\I
2"~ goalcbstacls
e, offsel angle
goal
angla

Observer Db!i.'l:mf

() (b)

Figure 2.17 Plan view of the observer moving inapic environment (a) Exocentric

reference frame (b) Egocentric reference frameefiFapnd Warren, 2003).

The most commonly used method for solving the astavoidance problem is based
on the potential field method, firstly proposed Kigatib (1986). Then Huangt al
(2006) proposed a vision-guided navigation apprdgchdapting Fajen and Warren’s
work on human behaviour navigation and this apgromas expressed as a potential
field. In their study, the potential field is ustxlcontrol the angular acceleration and
heading of the robot in order to steer it toward tjoals and to avoid the obstacles
during robot navigation. However, this approach habmitation since they used
angular width of the obstacle rather than distageea large obstacle can also has the

same angular width as a smaller obstacle.

Furthermore, Hamnaeat al. (2006) also proposed an extension method bas&ajen

and Warren formulation. The proposed method cam léee parameters of the control
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model automatically by observing behaviour of themhn driver. In addition,

Hamneret al introduced a speed control function based ombstacle’s distance and
angle in their method. This speed control functgdows down the vehicle as the
obstacles get closer, which gives time to the Jehiz turn and avoid the obstacles.
However this method also allows a sharp turningctviias a negative impact for the
vehicle motion. Moreover, their results showed tthat vehicle attempts to follow a

far path while avoiding large obstacles and gaveseovative results.

The other method to solve the problem of obstaetedance was proposed by Brock
and Khatib (1999) using global dynamic window agmta In their paper, the global
dynamic window approach used for motion planningrisextension of the dynamic
window approach (Foet al, 1997) by incorporating a simple and efficient oot
planning. This framework allows robust executiorhwh-velocity, goal-directed and
reactive motion for a mobile robot in unknown anghamic environments. However
the approach was used for a holonomic mobile ratat.for non-holonomic mobile
robot as targeted in this study.

Castilloet al. (2006) proposed an approach that using sonactetdor detecting the

obstacles. Sonar was used in the research dueptovitdes a consistent data and it
can simply detects “something” in the environmdfatom their results, the sonar
sensor was capable to detect obstacles and emsureheelchair as able to navigate
safely. However, they applied this approach onlyafio autonomous wheelchair, used

in an indoor environment, which can be extendeahtoutdoor environment.

Recently, Jollyet al. (2008) proposed a method for avoiding the dynasbi&tacle by
modifying the initial generated Bezier curve. Aetimitial stage, the robot will travel
along the original curve. Once an obstacle is dete@ new modified Bezier curve
will be generated. This approach is shown in Fig2iE8. In their simulations, a
holonomic mobile robot is used but the idea of dbstacle avoidance approach can

be adopted for this study regardless the typeetthve used.
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Figure 2.18 Avoiding a dynamic obstacle (Jatyal, 2008).

2.4 Multiple robots coordination

There have been many studies on using multipletsaiooachieve a task given. Using
a group of robots instead of single robot in taakdal mission has a few advantages
such ability to complete the task faster, more sbpability to locate the goal position
more accurate and ability to complete the task Itlyatising a single robot cannot be
achieved. Some of the applications using multipleots are exploration of hazardous
environment, search and rescue, autonomous cotistrutiunting operations and

soccer robot.

Controlling a group of robots may require a sigiafit control law of motion
coordination. Yamaguchi (2003) presented a distethumotion coordination strategy
for multiple robots in cooperative hunting operaticas shown in Figure 2.19. Each
robot in this control law has its own coordinatetsyn and it can sense the target,
other robots and obstacles. This control law igtas “formation vector” strategy as

an input. The formation of each robot is contrdialy the vectors.
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Figure 2.19 A group of robots in hunting operatf¥amaguchi, 2003).

Stroupeet al. (2005) presented a behaviour-based multiple roboligboration for
autonomous construction tasks. In the paper, twotsare used to form a team for
the construction tasks. The construction task st&f several subtasks which are

shown in Figure 2.20. Each robot will perform thibtasks at every stage in order to
achieve the goal.

Sensing Behaviors

Action Behaviors

Figure 2.20 Subtasks of construction task (Straai, 2005).

In soccer robot system, most of the cooperativatesgly is based on vision system.
The global vision system is used to track the pmsiand orientation of the robot
(Klancaret al, 2004; Brezalet al, 2008). Klanceet al. (2004) has used a robot with
colour patch on the robot. In order to estimate rblgot position, patches and the
regions belonging to the ball, opponent team patdm@ve to identify. Then the
position of the robot can be located by using imaggmentation and component
labelling. Figure 2.21 shows the overview of thetegn. Then Brezakt al (2008)
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used the same approach in their paper. Howeverhthey used Bayer image format

in order to interpret the position of the robots.
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Figure 2.21 Overview of the system (Klaneaial, 2004).

Other approaches for soccer robot system withougusolour information are by
using shape information (Treptow and Zell, 2004ifiaial neutral networks (Jollet
al., 2007) and reinforcement learning (Dugtral, 2007).

2.5 Summary and gap statement

From the literature, most research focused on wibigiian optimal motion planning in
terms of safe navigation, smoothness path, shqgrégktand optimal time motion plan
for the mobile robots. Even though there are stidieshortest path and optimal time
motion plan, the focus is only on how to reach tfesired location as soon as
possible. This means the mobile robot will readh dlesired location in minimum or
optimal time. However, there are situations thatirig of reaching the desired
location can be crucial especially when dealinghwthe multiple mobile robots

coordination.

There are many methods to obtain the smooth tajest The common approaches
such as roadmap approaches, cell decompositiorpatettial field method are not

the best approaches to achieve the aims of thdy.sithese approaches are usually
used for holonomic robots as they tend to requiegsturns. Furthermore integration

with time parameter might be difficult to be perfadd due to these approaches are
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typically to generate a path for the mobile rolddius the best method is by using a
geometric approach as this approach can be devkiopgerm of time and due to its
simplicity and flexibility of geometric profile. Ithe geometric approach, the simplest
method to generate a path is by assembling theo&isnple curves. The commonly
used types of curves are clothoid curves (Kanayant Miyake, 1986; Pin and
Vasseur, 1990; Delingettet al, 1991) and cubic spiral curves (Nagy and Kelly,
2001; Kelly, 2003; Lianget al, 2005). However, there are drawbacks using cldthoi
curves such as it results in a discontinuity in therivative of the curvature.
Therefore, cubic spiral curves are adopted instdadothoid curves in this study.
This is because the cubic spiral curve provide®m@osh path, minimizes the variation
of jerk and is a simple curvature profile to folloim addition, Tounsi and Le Corre
(1996) introduced a variable velocity function irder to minimize the jerk problem
and to obtain smooth trajectories. However, theiesged research proposed the
algorithm for cubic spiral curves in terms of digta rather than time. In contrast,
timing to reach the desired location is more imguatrtrather than distance in certain
situation such as for the task-based missions.

The research based on human behaviour observati@ynamic environment has
been carried out in order for the robot to avoie tibstacles while navigating (Fajen
and Warren, 2003; Fajest al, 2003; Hamneet al, 2006; Huanget al, 2006). A
camera was used by Fajenal (2003) and Huangt al (2006) as a navigational aid
for robot to avoid the obstacles. Huaefyal used the potential field approach to
control the angular acceleration and heading ofrtimt. However, this approach
gives conservative results as the robot attemmuead/oid the obstacles by following
the far path even though to avoid smaller obstadteaddition, Hamneet al. (2006)
introduced a speed control function, which sloww/ddhe robot as the obstacle gets
closer and gives time to the robot to turn and égwoiHowever, this approach allows
the mobile robot to make a sharp while avoiding tistacles which will give a
negative impact to the robot’'s motion. Jadtyal (2008) presented a method to avoid
the obstacles by using Bezier curves. The idea et the control point in order to
generate the Bezier curves for the new path whiahdathe obstacles. This idea
appears to be useful for this study.
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So far, there is no depth research focuses on ditieal motion planning with
obstacle avoidance capability for nonholonomic lda- mobile robots and on
multiple robots which each robot has a differenssi@n or objective in time critical
environments. Therefore, the purpose of this stady develop a time-critical motion
planning for Ackermann-steering-like nonholonomicobliite robots with the
capability of obstacle avoidance in static and dywaenvironments. In addition, the
developed algorithm will capable to plan the motiondifferent mobile robots from
the different starting point to accomplish specifimissions or objectives

simultaneously.

At the end of this study, it is expected that thleat should be able to move from one
location and reach the next one with the specifieeintation, velocity and time with
consideration of the kinematic and dynamic constsasuch as maximum turning
radius, maximum velocity and acceleration. Morepuwdie robot should have a
capability of planning the trajectory with knownsthcles and re-adjust its trajectory
while avoiding the detected obstacles, which alexawn to the mobile robot in order

to catch-up with the time delayed due to avoidimg abstacles.
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3. METHODOLOGY

The methodology developed for this study is drilegrihe research aims of this study.
Basically, the methods are divided into four stag®shows in Figure 3.1. Each stage

will briefly explain in the following subsections.

Motion planning algorithm
development

A 4

Obstacle avoidance algorithn
development

=)

Simulations

A 4

Hardware preparation and
experimental works

Figure 3.1 Stages for proposed methodology
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3.1 Stage 1: Development of Algorithms for Time-critich

Motion Planning

A new algorithm is to be developed through the afsmathematics for a time-critical

motion planning with the consideration of positiamientation, velocity and timing.

Geometric approach is adopted for generation otrédjectories. The types of curves
that are used for the trajectory planning are cad quintic polynomials because
they give smooth trajectories and they were defiom the kinematics and dynamic
constraints, which will discuss in later chapten. addition, the kinematic and
dynamic constraints which are maximum turning radind maximum velocity of the
mobile robot are taken into the consideration dyrihe development of this

algorithm.

The development of these algorithms includes:
I basic trajectory algorithm
il. multiple waypoints planning

ii. multiple robots planning
3.2 Stage 2: Obstacle Avoidance Approach

Once the first stage has successfully been caouédthe second stage is to integrate
the obstacle avoidance capability into the systéhe steps for this algorithm are
shown in Figure 3.2. At the beginning, the motideinping algorithm will generate a
path despite the presence of obstacles. Then, wliienmobile robot detects an
obstacle, the safety margin and deviation point el generated. This will give two
options for the mobile robot, whether to turn rigitleft, which is depending on the
current position and location of the obstacle igpeet to the final point. Once the
decision has been made, a new path will be gerttrat@void the obstacle. Generally,
during navigation, the robot will be capable ofadting and avoiding obstacles and
re-adjust its original path once encounters theaales in order to catch-up the time
delayed due to avoiding the obstacle. Finally, gigorithm will be extended to deal

with both the unknown static and dynamic obstacles.
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Detect obstacle

A 4

Generate safety margin

A 4

Determine deviation points

Which point to use?

Optimization

Generate new trajectory

Figure 3.2 Generalized steps for avoiding an olestac
3.3 Stage 3: Simulation Works

Simulation works will be carried out at every stajerementioned in order to ensure
the functionality and the effectiveness of the atgms developed. The algorithms
will be simulated for several types of environmerfEgstly, the environment is
assumed as an obstacle-free outdoor environmerdon8ky, there are known
obstacles in the static environment. Lastly, thare combinations of known and
unknown obstacles, which make the outdoor envirarimmore realistic for the
mobile robot navigation. Physical constraints edpered by real robot will be
investigated and included in the trajectory plagnatigorithms. The selection of the
sensors also will be carried out during this stagerder to have a smooth navigation
during experimental stage. Matlab software will bsed for development and

conduction of simulations.
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3.4 Stage 4. Hardware Preparation and Experimental
Works

Once the simulations have successfully been caougt every stage, the algorithm
will be validated by experiments. There will be sl experiments to be carried out
based on the environmental setup as in the simulatages. An Ackermann-steering-
like robot will be used in these experiments withhsideration of the static and
dynamic constraints of this mobile robot. The mebibbot, which is modified from
the standard remote control car, will be equippath v8ensors and time-critical
control systems to ensure the objectives of thisystare met. The modified mobile
robot used in the experimental works is shown guFe 3.3.

Figure 3.3 The modified mobile robot used in thpeskmental works.

The experimental setup has been divided into a t@sks in order to ease the
experimental works. The tasks are:

1. Prepare the mobile robot, which includes upgradimgodifying and
calibration works,

2. Program the microcontroller of the mobile robot,

3. Run the first test — obstacle-free environment, and

4. Run the second test — static and dynamic envirotsnen
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The main purposes of this experimental works anreatmlate the effectiveness of the
simulation framework developed and to verify theaqticality of developed
algorithms in real-time applications. The experitaémorks will be conducted in an
open-space area. The mobile robot will communieatelessly with the personal
computer (PC), which will act as the coordinatoneiii velocity and position of the
mobile robot at every time step will be recordedP{®. These data will be used to plot
the actual trajectory of the mobile robot. The nmoeat of the mobile robot will also
be captured using video camera to observe the mhvanf the mobile robot during
navigating through the environment. These experialgesults will then be used to

compare and validate the algorithms against theertve simulation results.

3.5 Concluding remarks

In this chapter, the methodology of this study wiesussed. The work can divided
into four stages which began from the developménthe algorithm for motion

planning until the verification of the algorithmh@ algorithm was developed for
nonholonomic mobile robot by adopting geometricrapph which includes obstacle
avoidance. The algorithm was then tested by sinamatsing Matlab. The simulation

works started from a simple scenario which was dhstacle-free environment in
order to assess the functionality of the algorithmas then further tested in the more

complicated environment with the combination of sketic and dynamic obstacles.

Once the simulation works were successfully coretijcthe algorithm was tested in
the real environments using a mobile robot. The ilealebot was development by
modifying a standard remote control car to becomeaatonomous nonholonomic
mobile robot. The experimental works were conduated series of cases. The static
and dynamic obstacles were considered in the expetal works in order to mimic
the real environment. The results from the expeminvgere then being compared to
the simulation works to validate and verify theqtieality as well as the effectiveness
of the algorithm for the time-critical motion plang.
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4. DEVELOPMENT OF TIME-CRITICAL
MOTION PLANNING ALGORITHMS

In this chapter, the development of time-criticabtian planning algorithms and
obstacle avoidance algorithm is discussed. Theamgdianning algorithms are based
on the geometric approach. The development of therithms begins with the
derivation of mathematical functions and boundargditions until the integration of
motion planning algorithm with obstacle avoidantgoathm.

The proposed algorithms for this study are showFRigure 4.1. The algorithms are
divided into several steps in order to ensure therghms will be executed smoothly.
Firstly, the planner needs to set the input datdhie mobile robot at the initial point
and final point. The input data are position, oi@ion, steering angle, velocity and
travelling time. Then an initial trajectory will generated based on these inputs for
the mobile robot to move from the initial pointttee final point. Parameters such as
position, velocity, orientation and steering angl# be determined at every time step.
Furthermore the algorithms will check the curreetsng angle to ensure this output

does not exceed the maximum limit. In the caseuafent steering angle exceeds the
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maximum limit, the replanning algorithm will be figited. A new steering angle will
be used, which is the maximum steering angle amdiritial trajectory will be
modified in order to satisfy this limitation. Onetlother hand, if the mobile robot
detects an obstacle, the obstacle avoidance digomtill be initiated. If there is no
obstacle and the current velocity or steering amgles not exceed the maximum
limit, the mobile robot will continue its journeyabed on the generated trajectory until

it reaches the final point.

Input Data
X, Y, 3,6, v,t

A4

Trajectory generation |

YES

Is there any obstacle? Avoid/Replanning Data

IS @ > Biay

lNO

Continue manoeuvre

Figure 4.1 Flowchart of the proposed algorithms

Regarding the replanning algorithm, if any steeangle exceeds the maximum limit
while moving along the path, the data at the curtene step, which are location,
velocity and orientation of the mobile robot wik lmbtained and will be used as the
initial input data. Then the value of the steersuggle will be readjusted to the
specified maximum limit value for the steering angind a new trajectory will be
generated. The replanning algorithm is requiredtha proposed motion planning
algorithms in order to obtain a smooth trajectorywihich the mobile robot will be

limited to kinematic and dynamic constraints suslsteering angle and velocity.

41



Algorithms for Motion Planning

4.1 Kinematic model of nonholonomic mobile robot

v

Front wheel
y -

Rear wheel

‘o |

I F
X

Figure 4.2 A car-like mobile robot

In this study, a car-like mobile robot is consider&he front wheels are the steering
and the rear wheels are the driving wheels. Farghidy, it is assumed that both front
wheels of the mobile robot will have similar stegriangle, which is treated as a
single front wheel as shown in Figure 4.2. Theattise between front wheel and rear

wheel axle centre iis The midpoint of rear wheel axle is set to bemreepoint in the
space state, CP. Given the generalized coordiigigs [x, Y, 8, @ v, t]", with (x, y)
are the Cartesian coordinat,is the orientation of mobile robot with respecttiex-

axis in Cartesian coordinate¢, is steering angley is the velocity and is the

required travel time.

Let o be the radius of rear wheel, be the angular velocity of the driving wheel and

u, be the steering velocity of steering wheel (Dond &uo, 2005). Then, the state

space that represents the kinematic constraintii®fmobile robot can be obtained

from:

X cosd 0

y sind 0

.| = + u 4.1
6 tang/ | AL o e 4.1
@ 0 1
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From the kinematic model (Equation 4.1), the ranD€ and ¢ is limited to (—%,%

due to the structural and mathematical constrditit@physical mobile robot.

From Equation 4.1, we have:

d’y _ tang
dx x> lcosté@

4.2)

4.2 Boundary conditions

From the kinematic model (Equation 4.1), we havdtsboundary conditions for the

mobile robot as follow:

q(t,) = qo = [%o» yo’eo’%’vo’to]T’

(4.3)
q(t;) = qf = [Xf’Yf’Hf’wf’Vf’tf]T,

with v is the velocity of the mobile robot. In this stuaye have set the initial velocity

as Vv, and final velocity as/;, so that we can control the velocity at both staféhe

generalized velocity function for the andy-axis is given by:

X =VvCosd,

4.4
y =vsiné (44)

The details of boundary conditions at initial amoaf state forx- andy-axis are as

follow:
X(ty) = %o,
X(ty) = X,

4.5
X(te) = X, (*:9)
X(t) = X,
y(to) = Yo,
d
d—i‘t:to = tané,, (4.6)
d?y _ tang |

d "™ " 1cosg,’
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y(t:) = vs,

dy _

ol tand, , 4.7)
d?y _ tang

d "™ " 1cos g,

For x equation, with consideration of the boundary cbods (Equation 4.5), we have

chosen a cubic polynomial equation as:

X=a, +at+at®+at’ (4.8)

with first and second derivative as follow:

%:ai +2a,t +3a,t?, (4.9)

dzx:

.t2

2a, + 6a,t (4.10)

For y equation, with consideration of the boundary cbods (Equation 4.6 and

Equation 4.7), we have chosen a quintic polynomgaiation as:

y=b, +bt+b,t> +bt® +b,t* +b.t°, (4.11)

with first and second derivative as follow:

% =b, +2b,t + 3p,t* + 4b,t* +5b.t*, (4.12)
d’y _ 2 3
e 2b, +6b,t +12b,t° + 200t (4.13)

4.3 Coordinate-x equation

From the boundary conditions (Equation 4.5) and d¢bbic polynomial equations

(Equation 4.8, 4.9 and 4.10), we have:
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X(ty) = %,

a'0 + a':I.":O + a2t02 + a3t03 = XO

dx(t,) _ %
dt
a, +2a,t, +3at,” = X,

X(t;) =X
3

ag tat, +a2tf2+a3tf =X

dxt,)

Xy
dt
a +2a,t, +333tf2 = X4

(4.14)

(4.15)

(4.16)

(4.17)

Let a=[a,,a,,a,,a,]" is the constant vector and rearrange Equation . E4uation

4.17 asa = A'c, we have:

2 31

Q| |1t t t X
a, | |0 1 2t, 3’| | %
al |1 17T T2 T3 |X
a| |0 1 21 312 |%

4.4 Coordinate-y equation

(4.18)

From the boundary conditions (Equation 4.6) andgbumtic polynomial equations

(Equation 4.1} 4.13), we have:

y(to) = Yo
b, +bit, + b2'[02 + bsto3 + b4to4 + bsto5 =Y

From Chain Rule, we have:

(4.19)
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dy(t,) _ dxdy
dt dt dx

b, +2b,t, +3b,t,” +4b,t,’ +50.t,* = %tan@o
b, + 2b,t, +3b,t,” +4b,t,° +5bt,* = @, tand, (4.20)
with

dx

a, = a |t=t0

and

d®y(t,) _dyd’x dzy(%jz
dt*  dxdt® dx® (dt

2 s _ d?x dx)’ tang,
2b, +6b,t, +120,t," +200.t," = d—tanH0 +( j

t2 dt) lcog 6,
, - tang,
2b, +6b,t, +12b,t,> + 200,t,° = a, tand, +a, I cos 6, (4.21)
with
_d?x
0'2 - F |t=tO

_(dx ?
as = altzto

From the boundary conditions (Equation 4.17) arelghintic polynomial equations
(Equation 4.1% 4.13), we have:

y(t) =y;

(4.22)
b, + bt +b2tf2 +b3tf3 +b4tf4 +b5tf5 =¥

From Chain Rule, we have:
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dy(t;) dxdy

dt dt dx
b, +2b,t, +3b,t, > +4b,t,° +50.t,” :%tanﬁf

+2bt, +30t, > +4b,t,° +5bt. " = q,tand (4.23)
2 f 3*f 4+ f 5 f 4 f
with
dx

a, = dt |t=tf

and

d®y(t,) _ dyd>x N dzy(%jz

dt2  dxdt2  dx\dt
d2x dx)’ tang,
2b, +6bt. +120,t. % +20bt. > = ——tand +(—) —
20 o T dt? " \dt) Icos 8,
tan
2b, +6b,t, +12b,t, > +20bt,° = a, tand, +a6—<0f
| cos’ 6, (4.24)
with
_d®x
as _F |t=tf

Let b=[b,,b,,b,,b,,b,,b,]" is the constant vector and rearrange Equation %19

Equation 4.24 ab = A™'c, we have:

1 T 2 3 4 5 1% Yo
b, 1t 4 Lo t a, tang,
b | |0 1 2, 3,7 4,° 5t o tang. + g, 2N
2 0 3

b, _fo 0 2 6, 127 20’ | cos’ g, (4.25)
b,| |1 T T2 T T* T° Yi
b4 O 1 2T 31-2 4T3 5|-4 0’4 tanef
b [0 0 2 6T 1212 20| |g, tang, +a,— P

I Icos’ g, |
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4.5 Orientation (6) equation

By Equation 4.1, we have:

dy _
dx
dy
ﬁ =tand
dt

b, +2b,t +30,t* +4b,t° +5ot* _
a, +2a,t +3a,t’
b, +2b,t +30,t* +4b,t° +5b.t*
a, +2a,t +3a,t’

tan@

tan@

6= tan’l{

4.6 Steering angle ¢) equation

By Equation 4.2, we have:

dzyzﬂd2x+d2y(%j2

dt? dxdt® dx*\dt
d®y _dyd*x

d’y _ dt* dxdt?

dx? ( dsz
dt

(4.26)

(4.27)

tang _ (2b, +6bt +120,t% + 200,t%) - (2a, + 6a,t tand

lcos o (a, +2a,t +3a,t?)?

9= tan‘l{l cos 9{ (2b, +6b,t +12b,t* +200,t°) — (2a, + Bagt )tané?}}

(a, +2a,t +3a,t?)?
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4.7 Angular velocity (u,) equation

Let v, = pu,. From Pythagoras’ Theorem, we have:

(puy)* = (ou, cosB)® + (pu, sinb)?

(ml)z = (,OUl)Z cos’ 6+ (pul)z sin® @

AU, = pu, cos’ @+ pu, sin® @

U, = pu, cos(cosh) + pu, sind(sinb) (4.28)
dx dy, .

pu, = (cost) +d—3t’(sme)

y = [(a, +2a,t +3a,t?) cosd] +[(b, + 2b,t +30,t* +4b,t°> +5b.t*)sing]
1
0

4.8 Obstacle avoidance approach

Obstacle detection is fundamental for a mobile tdbaavigate safely in a dynamic
environment. In this study, the obstacle avoidamaroach deals with both static and
moving obstacles in a 2D workspace using a lasegerdinder (LRF). The approach
is evolved from the dynamic trajectory planningestle presented (Jolbt al, 2008),

In a dynamic trajectory planning scheme, the motateot will replan and modify its
trajectory once it detects an obstacle and the yngeherated trajectory may differ
from the initially planned trajectory. However, iead of using the Bezier curves,
which were used by Jollgt al (2008), polynomial curves have been adoptedis th
study. The reason behind this is to ensure thabtbleile robot will pass through all
the control points to have a better control for ihebile robot’s motion, compared to
the Bezier curves, which only pass through thd &rgl last control points (Jollgt
al., 2008). In this study, all the control points areed as inputs to generate the
polynomial curves to ensure the generated curvdlspass all the control point.
Furthermore, the dynamic trajectory planning schesndivided into two planning

schemes, which are utilised to avoid static obetaahd moving obstacles.
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4.8.1 Avoiding static obstacles

In this study, the static obstacles are divided itwo categories: known and

unknown. Known static obstacles are known in adgaocthe planner during offline

planning, while unknown static obstacles are unkméavthe planner and will only be

detected by the sensor during navigation. For tienk static obstacles, the planner
will consider them in the initial stage while geséng the trajectory. Thus the

generated trajectory should navigate the mobiletrtd be away from the potentially

colliding obstacles. Meanwhile, the unknown statistacles will only be considered
when the mobile robot starts to navigate throughahvironment. The general view
of avoiding an unknown static obstacle is illustthin Figure 4.3.

obstaclt |n|t.|al
trajectory
.:-"-F‘-r
. " - ,-'"‘,{
“~Rsm _~~"deviated

f . trajectory

mobile _
robot T = (xdey, ydev)

(xser, yser)

Figure 4.3 Avoiding a detected static obstacle Wwiscunknown in priori

When the mobile robot starts to navigate alongiriteal trajectory, the range finder
will also start to scan the environment. The maximmgcanning range and resolution
is set byDscan and Ogcan, respectively. Once the mobile robot detects astamle, it
will check whether the obstacle is within collisicegion or not. The collision region
is defined by collision rangé(,) and collision angled.,). If the obstacle falls into
this region, a new deviated point will be calcutbia order to readjust the initial
trajectory and to ensure the mobile robot avoids dbstacle. The deviated point
(XdewYdey) IS determined by detection distan@gd.), detection angledgec), obstacle’s
size Ropy, safety marginRsn), robot’s width (v) and sensor’s positioXsnYsern). The
following equations are used to obtain the devigteidt:
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Ddev = \/( Rsm+ W)2 + ( Ddect+ Rob)2 (429)
+
Bdev = edect+ tan—l Rsm i (430)
dect + Robs
Xdev = Xsen+ D devx COS& de (431)
ydev = ysen+ D devXSinH de (432)

Once the deviated point is obtained, a new trajgdteviated trajectory) is generated
from the current point to the final point, throughe deviated point. The new
trajectory will have to ensure that it catches ughwhe time lost during obstacle
avoidance in order to reach the final point at $specified time. Note that the new
trajectory does not necessarily follow the initgg¢nerated trajectory as the new

trajectory is based on the updated information.

4.8.2 Avoiding moving obstacles

The strategy to avoid a moving obstacle is usuadiged on prior information of the
moving obstacle’s velocity (Guet al, 2003; Quet al, 2004). However, in this study
the strategy is based on the direction and positbnthe moving obstacle.

Furthermore, the moving obstacle’s direction of ement will influence the

selection of appropriate strategy to avoid it. Fatance, if the moving obstacle is
approaching perpendicularly to the mobile robog thobile robot will avoid the

moving obstacle as illustrated in Figure 4.4(a). Be other hand, if the moving
obstacle is approaching from the opposite directibthe mobile robot, the moving
obstacle is treated as a static obstacle and th@len@bot will avoid the obstacle as
illustrated in Figure 4.4(b).
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i

initial T * deyiated | deviated
trajectory | trajectory | trajectory
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I 1 moving  previous
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Figure 4.4 Avoiding a moving obstacle (a) perpeualicdirection to the mobile robot

and (b) in opposition to the mobile robot.

Despite the direction of the moving obstacle, thebile robot will predict the

possibility of collision between the mobile robetdathe moving obstacle. As shown
in Figure 4.5(b), when the mobile robot first désea moving obstacle, the position
for both the mobile robot and the moving obstacili lve registered into the registry.
Then, when the next detection occurs, the systelincampare the stored position
(first detection) with the current position (secodetection) to obtain direction and
distance between these two locations for both tlobile robot and the moving

obstacle. In addition, the planner will estimate #elocity of the moving obstacle.
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Figure 4.5 Collision prediction approach (a) befdetection of the obstacle, (b) first
detection, (c) predicted position falls inside tlodlision radius, and (d) obstacle

avoidance approach implemented.

From this information, the system can predict thebile robot's and moving

obstacle’s position for the next two steps. If giedicted moving obstacle’s position
falls inside the collision radius of the mobile obbthen the collision is likely to

happen as shown in Figure 4.5(c), the collisiompfiol, Yco) and the deviation point

(Xdew Ydey are determined by using the following equations:

Xcol = Xsen+ Ddect>< COSH dec (433)

ycol = ysen+ Ddect>< COSH dec (434)
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Dcol = \/(Xmovobs_ X co)2 + ( y movobs y cll2 (435)
Xdev = Xcol - ( r.movobs+ \N) (436)
ydev = ycol (437)
where,

I'movobs= Size of a moving obstacle

w = width of the robot.

Then a new trajectory which is a deviated trajgctoitl be generated from the mobile
robot’s current point to the final point, throudtetdeviation point as shown in Figure
4.5(d).

4.9 Concluding remarks

The algorithm for time-critical motion planning wadsveloped for a nonholonomic
mobile robot by geometric approach. The kinematwostraints were taken into
consideration during the development of the alparitFurthermore, the development
of the algorithm was also considered the limitatiminthe mobile robot such as
steering angle and velocity in order to obtain abath trajectory. In addition, the
obstacle avoidance approach was incorporated ialtfugithm in order for the mobile

robot to avoid obstacles.

The obstacle avoidance algorithm was divided into tategories which are for static
obstacles and for moving obstacles. The approaitirest the developed trajectory
planning algorithm in order to avoid obstacles. Whavoiding obstacles, the
algorithm replans its initial trajectory once theile robot detects an obstacle. The
algorithm uses the current information such as tlonaof the mobile robot and
obstacle, velocity and orientation to generate mejectory. Therefore, the mobile

robot will able to avoid the obstacle and reachfii@ point at the specified time.

In addition, for moving obstacle, the algorithm lvatedict the motion of the detected
moving obstacle and the possibility that the cmhswill occur between the mobile

robot and the moving obstacle. If the collisiorikely to happen, the algorithm will
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replan its trajectory based on the direction of theving obstacle. Therefore, the
mobile robot will able to avoid the obstacle andate the final point at the specified

time.
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5. SIMULATION RESULTS AND
DISCUSSIONS

Simulation is one of the popular tools to invedkgde effectiveness and capability of
a system prior to the real experimental works. # feenefits can be gained by
conducting simulation works such as reducing expental material’s cost and time.
Robotics field also is no exception in using simiola The algorithm can be

investigated and any adjustment and modificationtloa algorithm can be done
during simulation works. Then once the algorithmwsrking well, it can be

downloaded into real robots. Furthermore, simaiatresults can be used as a

guideline or comparison for the experimental works.

In this study, the platform for the simulation weris conducted in Matlab. Matlab is
one of the development tools that has been widedg un engineering fields. Matlab
is to develop the simulation platform because opawerful graphics and ease of use.
In addition, it is also supported by many differeamputer systems and it comes with
an extensive built-in library of predefined funetgofor mathematical and technical

solutions.
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5.1 Simulation architecture

The algorithms introduced in this study consistaaf offine and online planning.
These algorithms will ensure the mobile robot i¢ead navigate with a smooth
motion and within the limitation of the kinematiortstraints such as steering angle
and it also be able to avoid obstacles.

Figure 5.1 shows the scheme of the algorithm stepshe simulation, which were

used in this study. At the early stage, the inifiajectory will be generated using the
input data from the user. Then, the offline plagnimas executed to deal with the
known or predefined static obstacles. The algorithith check whether there is a

known static obstacle along the way of the injiglenerated trajectory. If there is an
obstacle, the new input data at the detection peititbe used, such as position,
orientation, steering angle, velocity and time, gienerate a new trajectory. The
process will continue until a collision-free trajexy is generated, with incorporation

of steering angle limitation.

Once the offline planning has been completed ardréjectory has been generated,
the new data from the offline planning will be usked the online planning. The
inputs, such as time, steering angle and velowitly,be used to simulate the mobile
robot at every time steps. While navigating witthie environment, the robot also will
check the presence of new obstacle, which is pusiyounknown. If there is an
identified obstacle, the obstacle avoidance willeRecuted to avoid the obstacle and
once the robot has avoided the obstacle, the tomjefrom the deviated point to the
final point will be replanned using the actual dataorder to catch-up the time loss
from avoiding the obstacle and to maintain a smdadfectory. The process will

continue until the robot reaches the final point.
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Figure 5.1 Simulation process flowchart.
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5.2 Simulated vehicle

CP

Driving
wheels

Steering wheels

Figure 5.2 Geometric model of a mobile robot.

For simulation environment, the mobile robot usedthis study is an Ackermann-

steering mobile robot which based on the modifiethate control car. It is assumed

that the mobile robot behaves as a tricycle whiehrear wheels are the driving wheel

and the front wheel is a steering wheel. The gegnmabdel of the mobile robot is

modelled based on work by Liddy and Lu (2007). Heevea few modifications have

been made to suit this study. In this project, ¢katre point (CP) is located at the

middle of the rear axle instead of centre of thlisle and instantaneous turning

points RP) is shown as in Figure 5.2. The inputs for thiawdation environment are

velocity (v) and orientation 4) which calculated in Section 4.1. The following

equations will demonstrate the actual positionertation and steering angle during

online planning. To find the steering angle)(

d :uxAt+%Av><At

Rb:#
2sinA@ /1 2)

(5.1)

(5.2)
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oo
@p=tan (ij (5.3)

where,
d = distance between time interval
u = initial velocity

Rb= distance between CP aR¢®.

To find position ofx andy, the equations can be reversed by using steeniglg and

velocity as inputs, as shown by the following equres:

Rb=—— (5.4)
tang
NG = Zsin‘l(%j (5.5)
Rb
3new = Hold + AH (56)
Xnew = Xoqq T+ d COSE (5.7)
ynew = yold + d Sine (58)

5.3 Matlab frameworks

In this section, the development of the simulatiommeworks using Matlab is
discussed. In order to simulate the mobile robanpér as close as possible to the
actual environment, the Laser Range Finder (LRRinsulated as shown in Figure
5.3.

60



Simulation Results & Discussions
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Figure 5.3 Simulated Laser Range Finder.

The LRF is placed in front of the mobile robot kattthe detection coverage can be
optimised. The coverage of the LRF is defined g/dtan angleand thedetection
range And the resolution of the LRF is defined by trele stepand therange step

In the actual LRF, only the angular resolutionasited. However in order to obtain
the detection distance once the mobile robot detettobstacle, the range step is one
of the approaches in the simulation framework ttzat be adopted to overcome this
issue.

The map can be generated in any graphic editowaodtsuch as Paint. In this study,
the obstacles are represented by square and asdbown in Figure 5.4. The known
and unknown static obstacles are represented bgk bend green squares,
respectively. And the moving obstacle is represkbtered circle. The obstacles can
be randomly placed in the simulation map or camtanged properly to indicate the

fixed objects in the actual environment such agl@wosts and trees.
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Figure 5.4 Simulation map with static and movingtables.

Furthermore, the Graphical User Interface (GUI) wlaseloped for the simulation
framework as shown in Figure 5.5. This interfaces wlaveloped to ensure the user
will be able to run the simulation with ease andl give a user-friendly simulation
framework. With the GUI, the user will only needKkey in the initial and final state
of the mobile robot. In addition, the user will@lseed to key in the physical data of

the mobile robot.
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Figure 5.5 The Graphical User Interface (GUI) flondation framework (a) Input
GUI, (b) Output GUI

5.4 Trajectory optimization

The original trajectory planning may exceed therietson of the physical limitations
of the mobile robot such as maximum turning radaml maximum velocity or
acceleration. In real-life driving, the lower speggreferred when the driver is closed
to the obstacles or when the driver is making apsian. Thus the mobile robot
needs to follow a reasonable velocity profile idarto mimic the actual driving
behaviour. In Section 5.1, the architecture of $hmaulation has been discussed. As
we know, the original offline trajectory planningiliwconsider the limitation of
steering angle and velocity of the mobile robot.rtiermore, these boundary
conditions will also be considered in the onlin@npling, meaning that when the
mobile robot starts to navigate the environmenbfwing the original trajectory. An

example of the generated trajectory is shown inféic.6.
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Figure 5.6 Original trajectory plan.

The original trajectory is planned with two obse&sc known and unknown static
obstacles. The map dimension igTb® 50m and the travel time is set to bes6@s
shown in Figure 5.6, the original trajectory waarpled pass through the unknown
obstacle. This is because the algorithm only caredl the known obstacle at the first
place. The unknown obstacle will be consideredrdfte sensor detects the obstacle
and the obstacle is potentially blocking the pdthen the algorithm will planned a
new trajectory in order to avoid the obstacle. Timal result of the trajectory is

shown in Figure 5.7.
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Figure 5.7 Final result of the trajectory.

The orientation of the mobile robot was changedn@ttécally as the mobile robot tries
to avoid the obstacle as shown in Figure 5.8(ahdfe is no other obstacle detected,
the mobile robot will try to follow the originaldfectory as close as possible. Once it
detected an unknown obstacle, for example in thse cthe mobile robot detected an
unknown obstacle at time steps3& has turned right in order to avoid the obstacl
The decision of turning right or left is made byselving the location or position of
the obstacle. For example, if the obstacle is atldft region of the mobile robot
respect to the mobile robot's orientation, it wilirn right. Furthermore, the actual
orientations were given by the red line. The actuentations were slightly different
from the adjusted orientation due to the adjustmeede in order to satisfy the actual

steering limitation of the mobile robot during ngaiion as shown in Figure 5.8(b).
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Figure 5.8 Orientation profiles (a) Planned oriéinta(red line) against adjusted
orientation (red dashed), and (b) adjusted oriemtgted dashed) against actual

orientation (blue line).

The steering angle plots are shown in Figure 5/ @&djustment on the robot’s

orientation will also reflect the steering angléues of the mobile robot. Figure 5.9(a)
shows the original planned steering angle valued [[ne) compared to the adjusted
on steering angle values (red dashed) once thelenaliot detected an obstacle. The
positive values indicate the mobile robot is tughimght while the negative values

indicate the mobile robot is turning left. The adtateering angle values are given by
the blue plot as shown in Figure 5.9(b).
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Figure 5.9 Steering angle profiles (a) Plannedrstgengle (red line) against
adjusted steering angle (red dashed), and (b) tedjs$eering angle (red dashed)

against actual steering angle (blue line).
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One of the input parameter is the velocity of thebite robot. Figure 5.10(a) shows
the original planned velocity values which are giv®y the red plot and the adjusted
velocity values once the mobile robot detected lastaxle which is given by the blue
plot. Once the mobile robot detected an obstabke atgorithm tends to decrease the
velocity of the mobile robot in order to avoid tblestacle smoothly. It is also mimic
the actual human driver when he encounters an dbstahe driver will try to slow
down its vehicle once he detects an obstacle dohth&an steer steering smoothly.
Then once the mobile robot was already avoidedotistacle, the mobile robot will
speed up in order to pick up the time lost duevinicing the obstacle. This is the
reason why the adjusted velocity value is highanttine original velocity after 39In
Figure 5.10(b), the actual velocity was matchedhhe adjusted velocity because the
algorithm used the adjusted velocity as input patamfor the mobile robot to

manoeuvre.
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Figure 5.10 Velocity profiles (a) Planned veloditgd line) against adjusted velocity
(red dashed), and (b) adjusted velocity (red dgshgainst actual velocity (blue line).

2
=1

The final actual trajectory is shown in Figure 5.The planned trajectory is given by
the red dashed plot while the actual trajectoyiven by the blue line plot. As we can
see in Figure 5.11(b), the actual trajectory ighdly deviated from the adjusted
trajectory due to the adjustment made in orderatercthe steering angle limitation.
This proved that the algorithm is able to incorperdne kinematic constraints of the

mobile robot.
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Figure 5.11 Adjusted trajectory (red dashed) agaiomial trajectory (blue line).
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5.4.1 Replanning approach

Replanning approach is introduced to reduce thersrwhile the mobile robot
navigates through the intermediate waypoints. Witien mobile robot reaches the
waypoint, the replanning approach will be executed a new trajectory will be
generated from the current intermediate waypointh&onext waypoint. The current
data at the waypoint such as position and velowitybe used to generate the new

trajectory.

The replanning approach scenario is in Figure 5T black areas represent the
walls and/or known obstacles. The waypoints areessmted by red circles. Point 1
and Point 4 are the initial and final points, regpely. Point 2 and Point 3 are the
desired waypoints. The orientation at each poinhdscated by an arrow. The input
data for this simulation are summarized in Tableé. She control inputs for this

simulation are steering angle and velocity.

Table 5.1 Input data for replanning approach séenar

Point t (sec) x (m) y (m) 0 () 2 (%) v (m/s)
1 0 15 10 90 0 0
2 20 30 50 0 2
3 40 70 50 0 2
4 60 85 90 90 0 0
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Figure 5.12 Prior map with two waypoints connecting initial and final point.

The simulation algorithm consists of both offlinedaonline planning components.
The offline planning deals with the known obstackesl it will be executed at the
initial stage. Then, the online planning will beeexuted once the mobile robot starts
navigating in the environment. The online plannisgto detect and deal with
unknown obstacles Table 5.2 summarizes the actligcted data at every waypoint
without replanning approach. In comparison to ingtia for simulation in Table 5.1,
the errors in position and orientation at the fipaint are around 2.29 meters and 0.3
degrees, respectively. These errors are quite,laggecially for position error.

Table 5.2 Actual collected data of simulation witheeplanning approach

Point t (sec) X (m) y (m) 0 () 2 (°) v (m/s)
1 0 15 30 90 0 0
2 20 30.08 49.99 2.1 0
3 40 70.00 49.97 -3.3 0
4 60 87.21 89.04 89.7 0
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In the scenario without replanning approach, théiraaobot will follow the initial

trajectory. While in the scenario with replannimgpeoach, the new trajectory will be
generated once the mobile robot reached the walypbire simulation results for
replanning approach are shown in Figure 5.13 Simaularesults with replanning

approach.
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Figure 5.13 Simulation results with replanning azmh.

Figure 5.13(a) shows the initial planned trajectsom the initial point to the final

point, and pass through all the waypoints. Thenntiobile robot navigates along the
initial planned trajectory until it reaches Point @nce it reaches Point 2, the
replanning algorithm is executed. Using the actlzah at Point 2, a new trajectory is
generated from Point 2 to Point 3, as shown in féigul3(b). The new trajectory is

almost identical to the initial trajectory becauke errors are quite small. Then the
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mobile robot continues its journey along the neajettory, avoiding the obstacle and
reaches Point 3. At this point, replanning algantbnce again is executed and a new
trajectory is generated from Point 3 to the finailhp, as shown in Figure 5.13(c). The
mobile robot then continues its journey and finagches the final point, as shown in
Figure 5.13(d). The actual collected data at eveaypoint are summarized in Table
5.3.

Table 5.3 Actual collected data with replanningrapgh

Point t (sec) X (m) y (m) 0 () 2 (°) v (m/s)
1 0 15 30 90 0 0
2 20 30.08 49.99 2.1 0 2
3 40 70.00 49.97 -3.3 0
4 60 84.9 90.00 93.2 0

From the, the data at both waypoints - Point 2 Bapht 3 - are not much different
from data in Table 5.2. This is because at Poithi@yeplanning approach was not yet
been executed. While at Point 3, the trajectory affected by the obstacle avoidance
algorithm. Therefore the significant errors diffierean be perceived at the final point.
With replannning approach, the errors in positiod arientation are around 0.1
meters and 3.2 degrees, respectively. Althougtetha in orientation is greater than
the previous orientation error, it is consideredsal$ in satisfactory limits, with the
consideration of both position and orientation esro

5.5 Simulation results and discussions

In the previous section, the simulation framewoskedia simple example to explain
how the simulation and algorithms work. The gereztanap was consisted of two
static obstacles. In this section, more complicaemimples are presented. A series of
simulation cases have been setup to investigateappability and effectiveness of the
algorithms. The scenario of the simulations willude more mobile robots, obstacles

and more complicated environments.

All the simulations were conducted in Matlab. Stegrangle and velocity of the

mobile robot have been used as the control inpranpeters for these simulations. A
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few general assumptions have been made for the lledd&ckermann steering car-
like robot in these simulations:
1. The mobile robot moves on horizontal plane — nokogical effects,
Single point contact of the wheels,
The wheels are not deformable,

No slipping, skidding or friction, and

o b 0N

The wheels are attached at the rigid chassis.
5.5.1 Navigation in static and open-space environments

The first set of simulation cases is conducted e tstatic and open-space
environments. In these scenarios, the there agesbatic obstacles and the map is set
as an open space are such as a field or large a@hea.complicated obstructed

environment is a 100m x 100m region and the obesaate randomly placed in the

map consisting known and unknown static obstackeesh@wn in Figure 5.14. The

environment is tested by one, two and three roleotls various initial and final

points.
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Figure 5.14 A complicated obstructed environment.
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In Case 1, the input data is tabulated in Table I5.4his case, only one mobile robot
was used to navigate in the environment. The mabitet started from the bottom-

left of the map as shown in Figure 5.15(a). The lied is the original planned

trajectory without considering the known static talotes, while the blue line is the
pre-planned trajectory with the consideration ¢ #¥mown static obstacles. At 29s,
the mobile robot detected an obstacle and the regactory was generated in order to
avoid the obstacle as shown in Figure 5.15(c). fiim@ result at 60s is shown in

Figure 5.15(d).

Table 5.4 Input data for simulation Case 1.

Point  t(sec) x(m) y (m) o () @O v(mls)

Initial 0 0 0 45 0 0

Final 60 100 100 45 0 0
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Figure 5.15 One mobile robot navigates in the emrrent.

The comparisons between the planned and actualtatien, steering angle, velocity

and location of Robot 1 are shown in Figure 5.16e b the presence of the unknown

static obstacles, the trajectory was adjusted deroto avoid the unknown obstacles.

From Figure 5.16, the mobile robot tried to follalwe planned input from the

beginning until it encountered the unknown stabstacles. The actual position of the

mobile robot at the final point is tabulated in Teab.5.
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Figure 5.16 Robot 1: Planned (red) against achlakf plot for (a) orientation, (b)

steering angle, (c) velocity, and (d) location.

Table 5.5 Actual data collected at the final pdantCase 1

t(sec) x(m) y (m) o0 2" v (m/s)

Planned 60 100 100 45 0 0

Actual 60 99.93  99.93 45.15 17.16 0
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In Case 2, two mobile robots were used and thetidaia for each robot are tabulated
in Table 5.6. The first mobile robot started frone tbottom-left of the map and the
second mobile robot started from right-hand sidéhefmap. Each robot navigates to
the different final point as shown in Figure 5.0)7(Bhe travel time for both mobile
robots was assigned to 60 seconds. As we can sEmumne 5.17(b) and (c), both
mobile robots were capable to detect and avoidbstacle. The final result at 60s is

shown in Figure 5.17(d).

Table 5.6 Input data for simulation Case 2.

Point t(sec) x(m) y (m) o0 @O  v(mis)
Initial 0 0 0 45 0 0
Robot 1
Final 60 100 100 45 0 0
Initial 0 100 30 -30 0 0
Robot 2
Final 60 0 100 -30 0 0
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Figure 5.17 Two mobile robots navigate in the emrvinent.

The comparisons between the planned and actualtatien, steering angle, velocity
and location for Robot 1 are similar to Case 1haswvd in Figure 5.16. For Robot 2,
the comparisons are shown in Figure 5.18. Dued@thsence of the unknown static
obstacles, the trajectory was adjusted in ordeavimd the unknown obstacles. The

actual position of the mobile robot at the finalmias tabulated in Table 5.7.
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Figure 5.18 Robot 2: Planned (red) against achlakf plot for (a) orientation, (b)

steering angle, (c) velocity, and (d) position.

Table 5.7 Actual data collected at the final pdantCase 2

Point t(sec) x(m) y (m) o () @O v(mls)
Planned 60 100 100 45 0 0
Robot 1
Actual 60 99.93 99.93 45.15 17.16 0
Initial 60 0 100 -30 0 0
Robot 2
Final 60 -0.0057 100 -29.98 -1.84 0
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In the third case (Case 3), three mobile roboteewsed and the input data for each
mobile robot are tabulated in Table 5.8. The finstbile started from the bottom-left

of the map, the second mobile robot started froenripht-hand side of the map and
the third mobile robot started from the left-hamdiesof the map as shown in Figure
5.19(a). The travel time for the first and the setonobile robot was assigned as 60
seconds, while the third mobile robot was 40 sesoAd 40s, the third mobile robot

was already reached the final point as shown inr€i¢.19(c). The final result at 60s

Is shown in Figure 5.19(d).

Table 5.8 Input data for simulation Case 3.

Point t(sec) x(m) y (m) o () @O v(mls)
Initial 0 0 0 45 0 0
Robot 1
Final 60 100 100 45 0 0
Initial 0 100 30 -30 0 0
Robot 2
Final 60 0 100 -30 0 0
Initial 0 0 50 0 0 0
Robot 3
Final 40 80 100 30 0 0
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Figure 5.19 Three mobile robots navigate in tharenment.

The comparisons between the planned and actualtatien, steering angle, velocity

and location for Robot 1 and Robot 2 are similaCtse 1 and Case 2, respectively.
For Robot 3, the comparisons are shown in Figug®.5The planned and actual

trajectory for Robot 3 is almost identical becal&&bot 3 did not encounter any

unknown static obstacles. The actual position efrtiobile robot at the final point is

tabulated in Table 5.9.
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Figure 5.20 Robot 3: Planned (red) against achlagj plot for (a) orientation, (b)

steering angle, (c) velocity, and (d) position.

Table 5.9 Actual data collected at the final pdantCase 3

Point t(sec) x(m) y (m) o () @O v(mls)
Planned 60 100 100 45 0 0

Robot 1
Actual 60 99.93 99.93 45.15 17.16 0
Planned 60 0 100 -30 0 0

Robot 2
Actual 60 -0.0057 100 -29.98 -1.84 0
Planned 40 80 100 30 0 0

Robot 3
Actual 40 79.94 99.97 29.86 -9.33 0

From the results of Case 1, Case 2 and Case &) dbée robots were safely reached
the final points with the capability to avoid knovamd unknown static obstacles.

They have tried to follow the planned trajectoroéssely. However, there is a slight
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different in orientation and steering angle of thebile robots due to limitation of the
steering angle. For example, at the beginning @fjdrney, steering angle for Robot
3 is 25. Thus the algorithm has adjusted the steeringeamgl 15 so that the
limitation is not exceeded and the mobile robot ¢am smoothly. The actual
positions of all the mobile robots at every timepsare close to the planned position
and the actual positions at the final point aremanized in Table 5.9The maximum
relative error forx-position is 0.07 my-position is 0.07 m, orientation is 0’1&nd
steering angle is 17.16

5.5.2 Navigation in dynamic and open-space environments

In this section, the previous examples are extemolelgnamic environments. Moving
obstacles are added into the environment and &sseif simulation cases are
presented in order to investigate the capabilityhaf algorithms. In this study, the
moving obstacle is a mobile robot that moves albegpredefined path.
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Figure 5.21 Simulated environment for Case 4

The first scenario (Case 4) discussed in thissedtivolves one mobile robot and one

moving obstacle in a complicated obstructed enwviremt as shown in Figure 5.21.
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The input data for the mobile robot is tabulatedrable 5.10. The moving obstacle

started from the left-hand side of the map.

Table 5.10 Input data for simulation Case 4

Point  t(sec) x(m) y (m) 00 @O  v(mis)

Initial 0 0 0 45 0 0

Final 60 100 100 45 0 0

Figure 5.22 shows the simulation results for Casd@hk initial trajectory for the
mobile robot and the moving obstacle is represehyeced line as in Figure 5.22(a).
However after consideration of known static ob&sdh the environment, the new
initial trajectory for the mobile robot is generdtend represented by blue line. Once
the trajectory generation is completed, the mobdleot starts to move along the
trajectory. At 17 seconds, the mobile robot detectmoving obstacle as shown in
Figure 5.22(b). The algorithm for avoiding the nmayiobstacle is executed and the
new deviation trajectory is generated. As in Figbr22(c) and (d), the mobile robot
starts to avoid the moving obstacle and reducgpi®d to ensure the moving obstacle
avoided before the mobile robot increase its sgeechtch up the time lost during
avoiding the obstacle. The mobile robot will coognto navigate along the new
generated trajectory until it detects an unknovaticbbstacle at 31 seconds as shown
in Figure 5.22(e). Then the obstacle avoidancer#lgo for avoiding a static obstacle
is executed and a new deviated trajectory is géedrdhe mobile robot will continue
to navigate along the new trajectory and reachedittal point as shown in Figure
5.22(f).
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Figure 5.22 One mobile robot navigates in a dynanigronment.
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The comparisons between the planned and actualtatien, steering angle, velocity

and location for Robot 1 are shown in Figure 5”8 actual position of the mobile

robot at the final point is tabulated in Table 5.11
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Figure 5.23 Robot 1: Planned (red) against achiag&] plot for (a) orientation, (b)

steering angle, (c) velocity, and (d) position.

Table 5.11 Actual data collected at the final pdamtCase 4

Point  t(sec) x(m) y (m) 00 @O  v(mis)

Planned 60 100 100 45 0 0

Actual 60 99.98 99.97 46.21 18.06 0
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The next two cases involve multiple mobile robats anultiple moving obstacles in
dynamic environment. In the second case, two mebbets and two moving obstacle
are used as shown in Figure 5.24. The first mabitet, R1 started from the bottom-
left of the map and the second mobile roliR#2 started from the right-hand side of the
map. The first moving obstaclk]l started from the left-hand side of the map which
the initial point is (0,30) and the second movirastacle, M2 started from the right
hand side of the map which the initial point is@D).
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Figure 5.24 Simulated environment for Case 5

The input data for each mobile robot are tabulatethble 5.12.

Table 5.12 Input data for simulation Case 5

Point t(sec) x(m) y (m) o0 @O  v(mis)
Initial 0 0 0 45 0 0
Robot 1
Final 60 100 100 45 0 0
Initial 0 100 50 -30 0 0
Robot 2
Final 60 0 100 -30 0 0
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Figure 5.25 shows the simulation results for CaséA$ we can see, the initial
trajectory for mobile roboR2 is represented only by the blue line since therea
obstacle along the original initial trajectory dsown in Figure 5.25(a). Once the
offline planning is completed, both mobile robotsrs to navigate along their
trajectories. At 15 seconds, mobile rol®2 detects a moving obstacle, which is
moving obstacleM?2, as shown in Figure 5.25(b). Then the algorithmaoiding a
moving obstacle is executed and the new deviatgectory is generated. As we can
see in Figure 5.25(c), mobile rolRR is slowing down in order to ensure the moving
obstacle passes. In the case of mobile rétibtthe result is similar to the previous
simulation result. Finally, both mobile robefl andR2, safely reach the final point as

shown in Figure 5.25(d).
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Figure 5.25 Two mobile robots navigate in a dynaemeironment.
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The comparisons between the planned and actualtatien, steering angle, velocity
and location for Robot 1 are similar to Case 4. Robot 2, the comparisons are
shown in Figure 5.26The actual position of the mobile robot at theafipoint is
tabulated in Table 5.13.
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Figure 5.26 Robot 2: Planned (red) against achlagj plot for (a) orientation, (b)

steering angle, (c) velocity, and (d) position.

Table 5.13 Actual data collected at the final pdamtCase 5

Point t(sec) x(m) y (m) o () @O v(mls)
Planned 60 100 100 45 0 0

Robot 1
Actual 60 99.98 99.97 46.21 18.06 0
Planned 60 0 100 -30 0 0

Robot 2
Actual 60 0.012 99.98 -30.27 -8.99 0
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In the third case, there are three mobile robot$ o moving obstacles in the
environment as shown in Figure 5.27. The initiahpofor both moving obstacles are
set similar to the previous case. However, in thise, two mobile robot®R@ andR3J)

are planned to meet each other at the final pahthe desired time. This type of
scenario may have implication in the real worldhsas goods exchange and goods

delivery between robots at the same location.
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Figure 5.27 Simulated environment for Case 6.

The input data for all the mobile robots are tatedan Table 5.14.

Table 5.14 Input data for simulation Case 6

Point t(sec) x(m) y (m) o0 @O v(mis)
Initial 0 0 0 45 0 0
Robot 1
Final 60 100 100 45 0 0
Initial 0 100 30 -30 0 0
Robot 2
Final 60 0 100 -30 0 0
Initial 0 80 0 0 0 0
Robot 3
Final 40 0 95 -45 0 0
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Figure 5.28 Three mobile robots navigate in a dynanvironment

Figure 5.28 shows the simulation results for Caseéh® initial generated trajectories
for all the mobile robots are shown in Figure 588(vhich are represented by blue
line. Once the offline planning is completed, albbile robots start to move along
their trajectories. In this case, we only discuss thovement of mobile robot R3 as
the other two mobile robots’ motions are similarpi@vious cases. At 20 seconds,
mobile robot R3 detects an unknown static obstanbtk a new deviated trajectory is
generated. As we can see in Figure 5.28(b), tisemeknown static obstacle near to the
newly generated trajectory. If the static obstaglblocking the trajectory, the offline
planning will be executed along with the obstaaleidance algorithm. However, in
this case, the known static obstacle is not blagkive way. Thus, the mobile robot R3

will continue its journey along the new trajectoAt. 37 seconds, it detects a moving
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obstacle (M2), which is coming from the right sids, shown in Figure 5.28(c). The
algorithm for avoiding a moving obstacle is exedu@d a new deviated trajectory is
generated. As we can see, mobile robot R3 redaspéed in order to make sure the
moving obstacle M2 passes. After that, mobile roR8t continues its journey and

reaches the final point, as shown in Figure 5.28(d)

The comparisons between the planned and actualtatien, steering angle, velocity
and location for Robot 1 and Robot 2 are similaCtse 4 and Case 5, respectively.
For Robot 3, the comparisons are shown Figure 5T2@. actual position of the

mobile robot at the final point is tabulated in Teab.15.
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Figure 5.29 Robot 3: Planned (red) against achlag&j plot for (a) orientation, (b)

steering angle, (c) velocity, and (d) position.
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Table 5.15 Actual data collected at the final pdantCase 6

Point t(sec) x(m) y (m) o0 @O  v(mis)
Planned 60 100 100 45 0 0
Robot 1
Actual 60 99.98 99.97 46.21 18.06 0
Planned 60 0 100 -30 0 0
Robot 2
Actual 60 0.02 99.98 -30.27 -8.99 0
Planned 40 0 95 -45 0 0
Robot 3
Actual 40 -0.0012 94.99 -45.29 -4.60 0

From the results of Case 1, Case 2 and Case & dbée robots were safely reached
the final points with the capability to avoid knovand unknown static obstacles as
well as dynamic obstacles. The results show treatborithms are capable to detect
and avoid not only static obstacles, but also dyoarstacles. Furthermore the entire
mobile robots were capable to follow the plannegjettories closely. The actual
positions for the mobile robots are summarizedabl& 5.15The maximum relative
error forx-position is 0.02 my-position is 0.03 m, orientation is 124and steering
angle is 18.06

5.5.3 Navigation in the city-like environments

In this section, the simulations are based on thdtiple waypoints trajectory
planning in a city-like environment as shown inufig 5.30. All the parameters used
for the mobile robots; R1 and R2, are listed in |€ab.16 and Table 5.17,
respectively. North direction of the map is setnpiog up on the map. As listed in
Table 5.16, R1 starts from the bottom of the mapoatt (10, 20) and facing north. At
the first junction, it needs to turn right. Thestirand second waypoints are set to
ensure the mobile robot can turn at the junctiomatinly. Then, it needs to move
along the road until it reaches the second junciiotmhen needs to turn left and move
until it reaches the final point (60, 170) at t1281 second with 9orientation.
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Table 5.16 Parameters for the first mobile robdt)(R

Points  t(sec) x(m) y (m) O (0) @) v(mls)

1 0 10 20 90 0 0
2 20 10 50 90 0 1
3 30 20 60 0 0 2
4 50 50 60 0 0 1
5 60 60 67 90 0 2
6 120 60 170 90 0 0

As listed in Table 5.17, R2 starts from the rigklesof the map at point (183,60) and
facing west. Then at the junction, it needs to tught and move along the road until
it reaches the final point (80,170) at the 1 2@cond with 6Dorientation. Note that
the road is tilted at about 8fom x-axis.

Table 5.17 Parameters for the second mobile rd®®y (

Points  t(sec) x(m) y (m) o () @O  v(mls)

1 0 183 60 0 0 0
2 30 143 60 0 0 1
3 40 133 65 -60 0 1
4 120 80 170 -60 0 0
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Figure 5.30 (a) A simplified city-like map, (b) Midle waypoints trajectory planning.
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In addition, there are two moving obstacles inriegp as shown in Figure 5.31. The
first moving obstacle (M1) starts from the northtleé map and moves straight down
to the south of the map. The initial and final gdor M1 is (61, 180) and (61, 80),
respectively. The second moving obstacle starts feast of the map and finishes at
the middle of the map. The initial and final pofat M2 is (180, 113) and (90, 113),
respectively. Both moving obstacles move from thespective initial points and

reach their final points at the 108econd.
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Figure 5.31 Initial trajectories in a city-like map

The initial trajectories for mobile robots and mayiobstacles are shown in Figure
5.31. Once all the trajectories were generateel,niobile robots and the moving
obstacles were started to move along their resgettajectories. At the™second,
R2 detected an unknown static obstacle as showrigare 5.32(b). Then a new
trajectory was generated from the detection parthé closest waypoint, which was
in this case the first waypoint. R2 started to malang the new trajectory as shown
in Figure 5.32(c) and reached the first waypoirthat3d" second as shown in Figure
5.32(d).
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Figure 5.32 (a) Before detecting an obstacle. (téxle detected at th& 8econd.
(c) Starts to move along new trajectory. (d) Readhe first waypoint at the 30

second.

Furthermore, at the 8%econd, R2 detected a moving obstacle (M2) corfnorg the
right side of it as shown in Figure 5.33(b). Itnheredicts whether it might collide
with the moving obstacle or not. In this case,ismh is expected to happen and a
new trajectory is generated from detection pointht closest waypoint, which is the
final point, based on the obstacle avoidance dlyoriof a moving obstacle. Then R2
started to move along the new trajectory as shaowikigure 5.33(c). Also as we can
see, the mobile robot actually slowed down to cauglly passing through the moving

obstacle as shown in Figure 5.33(d).
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As we can see in Figure 5.31, the initial trajegtior R1 was already considered
known static obstacles during offline planning. il started to move along the
initial trajectory and passes through all the wagtso However at the 88second, R1
detected a moving obstacle (M1) as shown in Figugd(b). Also R1 checked the
direction of moving obstacle and in this case, Mfne from the opposite direction of
R1. Therefore, M1 was treated as a static obstaulea new trajectory was generated
from the current point to the final point, throutjie deviation point. Then R1 started
to move along the new trajectory and safely avoilddas shown in Figure 5.34(c)
and (d). Furthermore, after avoiding the movingtatie, R1 detected an unknown
static obstacle at the 8&econd and successfully avoided it. Figure 5.38vshthe

final overall simulation results at the 128econd.
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Starts to move along new trajectory. (d) Passestir moving obstacle safely.

As we can see, both mobile robots reached the foait at the specified time,
position and orientation with certain errors asvamon Table 5.18. The errors are
reasonably small as a result of the online planaimgroach. At every time step, the
online planner will use the actual data to geth® mext pre-planned position of the
mobile robot. This means the planner will need ¢ébednine a new steering angle
using the actual position and orientation, andgteeplanned velocity of the mobile
robot. This practice will eliminate or at least wed the errors at every time step.
Furthermore, the mobile robots successfully paskealigh all the waypoints and

avoided all the static and moving obstacles.
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Table 5.18 Table 3 Errors for Case 1 at final point

Actual Relative error

x(m ym) 00 x(m  ym 60

Robot1l 59.999 169.999 89.427 0.001 0.001 0.573

Robot2 79.972 170.04 -62 0.028 0.04 2
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Figure 5.35 Final result at the 26econd.
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In addition, two more simulation cases have beendgoted to investigate the

effectiveness of the algorithms. Figure 5.36 shomes second simulation scenario

with two mobile robots, R1 and R2, and one movibgtacle, M1.
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Figure 5.36 Second scenario with two mobile rolaoitd one moving obstacle.

Using the similar map setup to the first case, itipaits for both mobile robots are

tabulated in Table 5.19. As we can see in Figusé,3he pre-planned trajectories are

presented by the blue line with the consideratibthe known static obstacles. The

moving obstacle is set to move along the road firmtial point (61,170) to final point

(61,80).
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Table 5.19 Parameters for second simulation case

Points  t(sec) x(m) y (m) O (0) @) v(mls)

1 0 10 20 90 0 0
2 30 10 50 a0 0 1
Robot 1
3 40 20 60 0 0 1
4 120 183 60 0 0 0
1 0 60 20 90 0 0
2 50 60 103 90 0 1
Robot 2
3 60 70 113 0 0 1
4 120 183 113 0 0 0
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Figure 5.37 Final result at the 26econd for second scenario.
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The final results are shown in Figure 5.37. As @@ see in the final results, the
mobile robots are capable to navigate safety andldatie moving obstacle as well as
the static obstacles and reach the final pointhatspecified time. The errors at the
final point are tabulated in Table 5.20. The errams reasonable and still fall within
the satisfactory limits as the mobile robots dodwmtiate too far from the final points,
considering the distance that the mobile robotshaavelled. The maximum final
errors for positions are 0.06 m for R1 and 0.37 an R2, while the maximum
orientation errors are 0.81fr R1 and &for R2.

Table 5.20 Errors for Case 2 at the final point.

Actual Relative error
x(m)  y(m) o) X(m)  y(m) o ()
Robot1 183.06 60 0.818 0.06 0 0.818
Robot2  182.63 113 0 0.37 0 0

In the third case, the scenario is extended witbetimobile robots and two moving
obstacles are used as shown in Figure 5.38. Thédenolbots started at the different
initial points and moved to the different final pts as tabulated in Table 5.21. The
travel time for each mobile robot is set to 100o0sec This case is conducted to
demonstrate the capability of the algorithms todbanhe different travel time and to

demonstrate multiple robots coordination in thenown environment.
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Figure 5.38 Third scenario with three mobile rokeatsl two moving obstacles.

Table 5.21 Parameters for third simulation case

Points t (sec) X (m) y (m) O (0) (o) v (m/s)

1 0 133 10 90 0 0

2 30 133 50 90 0 1
Robot 1

3 40 133 67 -60 0 1

4 100 80 170 -60 0 0

1 0 83 15 90 0 0

2 40 83 50 90 0 1
Robot 2

3 50 93 60 0 0 1

4 100 183 60 0 0 0

1 0 60 10 90 0 0
Robot 3

2 100 60 170 90 0 0
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Figure 5.39 Final result at 18@econd for third scenario.

From the final results are shown in Figure 5.3Bthe mobile robots reached the final
points at the specified time. As we can see thal fnrors in Table 5.22, the position
errors for each robot are acceptable. Even tholuglotientation errors for R1 and R2
are larger than the second case, the resultsitin@igitin the satisfactory limit as the

maximum orientation error only .5

Table 5.22 Errors for Case 3 at the final point.

Actual Relative error
x(m —ym 00 x(m ym 60
Robot1  79.98 170.03 -58.53 0.02 0.03 1.47
Robot2 183.06 59.999  1.042 0.06 0.001 1.042
Robot3 59.999 169.96 90 0.001 0.04 0
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5.6 Concluding remarks

In this chapter, the Matlab was adopted for develempt of simulations and to
implement and test the algorithms for mobile robavigation. The algorithm was
tested through a series of the simulation setug Maps for the simulation works
were adopted from open-space environment and iggyelnvironments which is more

complicated.

The simulation results show the mobile robot wase do follow the planned
trajectory as close as possible. Furthermore, tbkeilmnrobot was able to reach close
to the final point at the desired time. The aldortalso was able to simulate the
different environment setup for the mobile robotwasdl as for multiple robots with

the presence of dynamic obstacles.

However, there are errors occurred between thenptartrajectories and actual
trajectories due to the actual calculation of theifion and steering angle of mobile
robots. For example, the actual calculation of #teering angle is taking into
consideration of the current data at every timp stecalculate the next motion of the
mobile robot. Thus this cumulative error caused shght different between the

planned and actual at the final point.

Furthermore, the developed GUI framework ensures uber able to modify the
settings of the mobile robot easily. The user ardgds to modify the settings at the

GUI framework without interfering the control fummts of the algorithms.
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6. DEVELOPMENT OF ANONHOLONOMIC
MOBILE ROBOT

The development of a mobile robot is based on gpdiGation and requirement of the
mobile robot in the environment. In this study,ainolonomic mobile robot is used
to navigate in the outdoor environment. Thus alikarrobot is preferred as it can be

converted from a standard car and able to travitlariarge outdoor environments.

Therefore, the mobile robot used for the experimleworks was converted from a
standard remote control car as shown in Figure Bh&é. wheelbase length and width
of the mobile are 174 mm and 191 mm, respectivelyas a similar structure to the
normal car with front steering wheels and rearidgwvheels. All four wheels have
the same diameter which is 69 mm. The rear wheels@ventional fixed wheels on
the rear axle and the front wheels are centredngrwheels on the front axle. The
steering wheels are assumed to turn at the sanle and acted as a single wheel
located at the middle of the front axle as discdsseChapter 4.
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Figure 6.1 The modified car-like robot used in expental works.

As the focused mobile robot is a nonholonomic nmeobilbot, an Ackermann steering
robot is required as the mobile robot platform.tRermmore the selection of the mobile
robot platform should fulfil a few selection crii@ifor this study such as:

»  Steering should be driven by a digital servomotor.

e The driving wheel should be driven by a motor.

*  Enough size to host all the sensors and the miotoaiter.

« Easy access to all the components attached tathe ¢

The basis of the mobile robot platform is showirigure 6.2. The mobile robot has a
motor that driven the rear wheels and acted asndriwheel, while the front wheels
are steered by a servo motor and acted as an Aekersteering wheels. In addition
the RC car is powered by battery pack. This RCnesds to be modified in order to

install all the sensors, microcontroller, batteagl and other accessories.
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Figure 6.2 Mobile robot platform.

The sensor platform is constructed as shown inrEiguB. The platform is designed
to be as simple as possible and the material gsactylic. This material has a few
advantages such as light weight and durable. Tatéopin is a two tier platform
which the lower tier is used to install battery baad the upper platform is used to

install sensors, microcontroller and other accessor

Figure 6.3 Sensor platform
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The final attachment of the sensor platform torabile robot platform is shown in

Figure 6.4.

Figure 6.4 Sensor platform attached to the mobit®t platform.

6.1 Robot controller

A controller is essential for an autonomous mofwlgot in order to control the mobile
robot. The robot controller is used to processréve data from the sensors as well as
to transmit the processed data to the PC. In thidys the Orangutan SVP robot
controller is selected as the main robot contraeishown in Figure 6.5. This robot

controller is simple and a complete solution foarand medium-sized robots.
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Figure 6.5 Robot controller

The features in this robot controller fulfil thegrerements for a nonholonomic mobile
robot developed in this study.. The module is desigsed on the powerful Atmel
microcontroller. It has two motor drivers, a denpléxer to control servo motors, 1/0
lines that can be used as analog and digital igrudsalso the auxiliary processor that
can read two quadrature encoders. In additionativantages of this microcontroller
are easy to program the algorithms as it has extersoftware libraries for the
compiler and it is compatible with all developmesudftware for Atmel's AVR

microcontroller. Details functions and specificasaare given in Appendix B.

6.2 Wheel encoder

The purpose of the encoder is to provide feedbadke speed and travelling distance
of the mobile robot. In this study, the magneticader is used and attached to the
wheel as shown in Figure 6.6(a). Magnetic encoslehosen due to its simplicity and
can provide a better accuracy for a small mobil®toln the magnetic encoder, the
Hall Effect sensors are used as transducers inhwthi output voltage is varied by the
changes in magnetic field density. The Hall Effeehsors physical appearance is

shown in Figure 6.7.
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(b)
Figure 6.6 (a) Magnets mounting attached at theeWiny Hall Effect sensors
attached at the rear axle.

(@) (b)

Figure 6.7 Hall effect sensor

The magnetic encoder is designed to suit the dimensf the wheel, which the
readily available encoder may not be suitable e $pecific model of the mobile
robot. Details of the Hall Effect sensor are giwed\ppendix B. The final attachment
of the magnetic encoder to the mobile robot is showFigure 6.8.
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(b)

Figure 6.8 Location of the wheel encoder

The magnets mounting has 16 magnets that has beeged to cover 360 degrees as

shown in Figure 6.9. The calculation of distancgiven by

_ pulsex 360°
16

6
9 (6.2)
distance =——x 2rr

360

where, 6 is resolution of wheel andis the radius of wheel. The pulse is obtained
once the Hall Effect sensor passing through thenstagrhe total number of pulses
are counted at every time step and then are usaidolate the distance.

magne

Figure 6.9 Magnet mounting of encoder
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6.3 Detection sensors

Sensors for obstacle detection are essential it o@vigation. Infrared, ultrasonic,
vision camera and laser range finder are amongeéhsors that have been used in
obstacle detection. Laser range finders provideigeeand stable range reading,
however the drawback is the cost of the LRF is axpe. Using a vision camera is a
better option to detect the obstacles; howeveregds a significant computational
power in order to process the data and may be dehuto a small robot. Infrared
sensors only provide a single line detection whotre suitable to use as a range
sensor. Ultrasonic sensor is the best solutionsebas a detection sensor for a small
robot. It can provide the similar detection funatias the LRF that adopted in the
algorithm, which is to determine the region of @&t relates to the position of the
mobile robot. The region can be on center, lefright of the mobile robot. The
ultrasonic sensor adopted in this study is the D®eh SRFO05 as shown in Figure

6.10. This sensor can cover up to 450 angle and hiktection range from 3 cm to 4

() (b)

Figure 6.10 (a) Ultrasonic range sensors (b) Seatsached to the sensor base.
6.4 Communication

In this study, communication between the mobileotaddnd the PC is required as all
the data need to send to the PC to process. Th&iatess made based on the data in
the PC and then the results will be sent back eontbbile robot in order to navigate
in the environment. Thus, a wireless communicaisopreferable as the mobile robot

will move away from the PC.
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The wireless communication module adopted in thidysis Xbee/Zigbee RF module
as shown in Figure 6.11. The transmitting rangettica@ module can be ranged up to
30 m for indoor and 100 m for outdoor environmefiise wireless communication
consists of a router and a coordinator. The rastattached to the mobile robot, while

the coordinator is plug into the PC. Detail speaifions are given in Appendix B.

(@) (b)

Figure 6.11 Wireless communication (a) Router (bdi@inator

6.5 Calibration of steering angle and velocity

Prior to the experimental work for the mobile robotthe real environment, the
calibration works are required to establish thei@csteering angle and the speed of
the mobile robot. The steering angle and the speedontrolled by the PWM (Pulse-
Width Modulation) values. Thus, the relation betweélee PWM values and steering
angle as well as the relation between the PWM wahmd velocity of the mobile
robot need to be established. The calibration wask conducted in the open-space

and flat area.
6.5.1 Steering angle

The calibration work for the steering angle wasduarted by setting the steering
angle to the constant PWM. Constant steering arggelts in a drive along a circle.
The radius of the circle was then been measuredtladelationship between the
steering angle and PWM can be established. The fdatealibration work of the

steering angle are tabulated in Table 6.1.
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Table 6.1 Steering angles under different PWM \&lue

Diameter 1  Diameter 2 Ave diameter Steering angle

PWMMe) ™ (cm) (cm) (cm) O

60 73 79 76.0 24.6
69 94 99 96.5 19.8
70 139 134 136.5 14.3
75 166 173 169.5 11.6
85 inf inf 0.0 0.0

95 186 194 190.0 10.4
99 145 153 149.0 13.1
AO 110 113 111.5 17.3
A5 90 92 91.0 20.9

The reference point for the radius of the circlsliswn as in Figure 6.12. With radius
of circle and distance between front and rear wfjetle steering angle can be

calculated from the following equation

¢ = LR (6.2)

where is L = length between front and rear wheels

It was assumed that the steering angle is a virtudtle wheel between two front

wheels and distance from centre point to ICC idlamto radius of the circle.

Steering wheels

r---
I--.--.|--.-.|—

1

1

1

1

1

1

1

1

1

1

1

1

1
L

Mobile robot i Radius

ICC

Driving wheels \
Centre point

Figure 6.12 Calibration work for establishment t&fesing angle
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From the data in Table 6.1, the relation betweenRWM and the steering angle is
shown in Figure 6.13. The following linear relaowere obtained by the Least

Square Method:

@=0.6502PWM + 86.47, for turning left, (6.3
@=-0.6717TPWM - 89.69, for turning right. (6.4)

For zero steering angle, the PWM value of 132 &lus

30 -
25 -

o
g
> 20 -
Z
@
o> 15 -
©
o
= 10 -
Q’ .
7 turn right turn left

5 -

0 T T 1

80 100 120 140 160 180

PWM

Figure 6.13 Relation between PWM values and stgenngle.
6.5.2 Velocity

The speed control is crucial to the time-criticadtran planning as it can reflect the
motion of the mobile robot. The speed is also il by the PWM value. The
calibration work was conducted by taking time f@0Im distance from start to final

point for each PWM value as shown in Figure 6.14.

Start Finish
[ ®
to 10C0 mm t

Figure 6.14 Calibration work for establishment efocity
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The data for calibration work of velocity are tadeld in Table 6.2.

Table 6.2 Velocities under different PWM values

PWM (hex) Timel(s) Time2(s) Time3(s) Avetimé) Vel (cm/s)

10 0 0 0 0.0 0

20 2.1 2.5 2.3 2.3 43.5
30 1.3 1.2 11 1.2 83.3
40 0.9 0.9 0.9 0.9 1111
50 0.7 0.6 0.7 0.7 150.0
60 0.6 0.6 0.6 0.6 166.7
70 0.5 0.5 0.5 0.5 200.0

From the data in Table 6.2, the relation betweenRWM and the speed is shown in

Figure 6.15. With the Least Square Method, theofalhg equation was established:

v=2.038PWM- 22.63\. (6.5)

Note that, the measured speeds were obtained dinertgattery is fully charged.

250 ~

200 +
r\w\ (4
£ 150 - o
L
©
s
Q 100 -
9] o,

50
0 e T T T T T 1
0 20 40 60 80 100 120
PWM

Figure 6.15 Relation between PWM values and speed.
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6.6 Obstacle detection

In the experimental works, an ultrasonic sensor wsesd to detect obstacles during
mobile robot navigation. Ultrasonic sensors havenharoven to be effective to detect
an obstacle in the actual environment. The ultrgssensor was placed at the front of
the mobile robot. For the purpose of the experi@emtorks in this study, the

detection range is set to be 100 cm and the deteatigle for an ultrasonic sensor is
around 45° as shown in Figure 6.16. The full speadibns of the ultrasonic sensor

used in this study can be referred in Appendix A.

~84 cm

Figure 6.16 Obstacle detection range for experiaiembrks.
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6.7 Wireless communication

In order to achieve remote control over the mohtaot, the Xbee RF module is used.

The wireless connection configuration is showniguFe 6.17.

2.4GHz

Router

Coordinator

Figure 6.17 Wireless communication between theaipeand the router (robot).

For this task, two Xbee RF modules are used as ard@mator and a Router.
Basically, the Coordinator is connected to the RCUSB and the Router is attached
to the mobile robot via the General Purpose Inpuigpdt (GPIO) port. Once the
initial collision-free trajectory was generatede ttlata — output data — will be sent to
the mobile robot by the Coordinator. Then the nebabot will receive the data — as
control input data — by the Router. These contiplts which are steering angle and
velocity will be used to move the mobile robot. eTtommunication can be a two-
way communication with the Router will send theadaind the Coordinator will
receive the data. Such communication is necesdsaey whe sensor’s reading needs to

be processed in the PC.

6.8 Concluding remarks

The development of a mobile robot is required twestigate the algorithms is
presented in this chapter. In order to implemest algorithms appropriately, the
mobile robot should has a capability similar tcaa @nd be able to detect the obstacles
in front of it. A range of options were identified the development stage and the
appropriate solutions were chosen such as thetsegleaf the of the mobile robot’s
base, the arrangement of the sensors and accesaodethe sensors’ selection. The
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base of the mobile robot was adopted from a RCandra two-tier sensor platform
was assembled and placed on top of the mobile '®bate. The sensors data will be
extracted from the sensors using the microcontrofarthermore, the mobile robot
was also fitted with a wireless communication, whatlowed the data transmission

between the mobile robot and the PC in real tintenduesting.
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/. EXPERIMENTAL RESULTS AND
DISCUSSIONS

In this chapter, a series of experimental worksehagen conducted. The aims of
these experimental works are to validate the algms that have been used to control
the mobile robot and also to verify the effectivehef the developed simulation
framework. The mobile robot model was tested in ¥laeious conditions of the

environments. The algorithms tested were derivednfithe algorithms that were

developed in the Chapter 4. In these experimentaksy the sensor values were
transmitted from the mobile robot to the PC in teak during the testing. The results

were then collected in the PC and plotted in graphs

For each case, the experimental results can bearaahpo the simulation results for
the given scenarios. The experimental works wereled into four parts:

1. Mobile robot navigates in an obstacle-free envirentn

2. Mobile robot navigates in a known static environimen
3. Mobile robot navigates in an unknown static envinemt.
4

. Mobile robot navigates in an unknown dynamic envinent.
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7.1 Experiment architecture

The overall view of the system architecture fornimabile robots’ navigation is shown
in Figure 7.1. In this study, the experiment amtiiire was designed to cater the
known and unknown static obstacles and it can Ipareed to the moving obstacles

in the future works.

[ Input data from user

A

<

[ Generate initial path L

Yes

Any known static

obstacle? New input data

A

Steering angle
over limit?

No

4 )
Wireless Input to robot
communication (¢, V)
|\ J

) 4
Sensor data

\

Figure 7.1 Experimental work flow

The obstacle-free trajectory will first be obtainédm the offline planning after

having inputs from the user. The output data, wiaitdh steering angle and velocity,
were then transmitted to the mobile robot via theelss communication and these
data were used to move the mobile robot for evieng tstep. In the same time, the
data extracted from the sensors; such as datadedection sensor; will be sent to the
PC to be processed. The decision making procesdakie place at this stage and

once the decision has been made, the mobile rollbtthe&n react based on the
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decision. For example, if the algorithm decidedr¢his an obstacle in front of the
mobile robot, the obstacle avoidance algorithm Wwél executed and the new input
data will be transmitted to the mobile robot ane thobile robot will react based on
these new inputs.

7.2 Experiment setup

The testing arena is an open-space and flat tesra@ as shown in Figure 7.2.

Initial point

Final point

Figure 7.2 Testing arena

The first two cases have been conducted with time @i initially validate the
algorithm. A car-like robot discussed in previowst®n has been used. For both
cases, the distance between the initial and fioaitpvas 400 cm and the travelling

time was set as 20 seconds.

In the first case, the algorithm was tested withemubbstacle and in the second case,
the algorithm was tested with the presence of awkngstatic obstacle. The
experimental work was then further extended touhknown static obstacle in the
third case. The algorithm was executed in a PCgusIATLAB and the output was

sent to the mobile robot as the control input vieeless communication.
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Furthermore, a marker was located at the backeofrtbbile robot in order to map out
the actual trajectory. When the mobile robot mdves the starting point, the marker
leaves a trace of the trajectory on the floor. mMhiee trace of the trajectory was
measured manually in order to obtain the actugédtary for each experiment. In
addition, the movement of the mobile robot was aésmrded using a video camera

for each experiment in order to trace the actagéttory.
7.3 Case 1: Navigation in an obstacle-free environment

The purpose of the first experiment is to verifg ttontrol strategy of a car-like robot.
The steering angle and velocity are the two pararadghat need to verify. In this
experiment, the initial state was set as [0, 20@, ®, 0] and the final state was [400,
200, 0, 0, 0, 20]. The mobile robot was moved straight line for a distance of 400
cm in the environment without an obstacle as shiomFigure 7.3.

Figure 7.3 Experimental setup for Case 1
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Figure 7.4 Mobile robot navigated in an obstacéefenvironment (simulation)
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(a) Attime=0s

(c) Attime = 10s @htime =14 s

(e) Attime =16 s Mtime=20s

Figure 7.5 Mobile robot navigated in an obstacéefenvironment (experiment)
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The results for the simulation works and experiraeworks are shown in Figure 7.4
and Figure 7.5, respectively. The mobile robot plased at the initial point as shown
in Figure 7.5(a). It was then started to move fitbin initial point as shown in Figure
7.5(b). At the 18 second, the mobile robot was at the half of iggetitory. The

mobile robot was approaching the final point aswshin Figure 7.5(e) and reached

the final point at 28 second as shown in Figure 7.5(f).

The simulation and experimental results can be ewetp at the respective point
through the respective figures as shown in Figudeaild Figure 7.5. From the results,
the experimental works demonstrate the mobile rolvas able to match the
simulation results in term of location of the mebilobot at the specific time. In
addition, the experiment was conducted in thres ttins and the actual trajectory is

compared to the planned trajectory as shown inrEigw6.

250 +
——theory
—trial 1
230 - —trial 2
trial 3
B
L 210 A
Q
IS
c
=
S 190 -
(&)
>
170 ~
150 T T T T
0 100 200 300 400

x coordinate (cm)

Figure 7.6 Case 1: Trajectory planning without bstacle
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From the results in Figure 7.6, the first trial abmost identical to the planned
trajectory, but the mobile robot stopped at 13 canerthan it should be. In the second
trial, the mobile robot basically reached the fipalnt, but the mobile robot was not
moved in a straight line as we can see from thelteesThe final trial, the mobile
robot moved in a straight line, but its trajecteyilted at about 1 1from the planned
x-axis. The position errors for each trial aredisin Table 7.1. The time taken for the
mobile robot from initial point to the final poimtas 20 seconds and matched the time
that initially planned. The maximum percentage reatothe final point is 3.3%. As a
conclusion, the result for control strategy is sfatitory as the mobile robot was able

to follow the desired trajectory closely.

Table 7.1 Actual initial and final positions for €:al

xs(cm) ys(cm) xf(cm) yf(cm) X (ecrrrno)r y (irr;l(;r
Theory 0 200 400 200 - -
Trial 1 0 200 413 200 13 0
Trial 2 0 200 400 200 0 0
Trial 3 0 200 400 208 0 8
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7.4 Case 2: Navigation in a known static environment

The purpose of this experiment is to validate teelg developed algorithms. In this
experiment, a known static obstacle will be plagethe environment. The planner
will generate an initial collision-free trajectoryhich the obstacle is taken into
account during generation of the trajectory andntiodile robot is expected to follow
the trajectory, avoid the obstacle and reach tied fioint at the desired time.

In this experiment, the environment was set asigurgé 7.7. The distance from the
starting point to the finishing point is 400 cm.kAown static obstacle was placed in
the middle of the x-axis with the obstacle’s diaenags 20cm. The initial and final
states of the mobile robot were [0, 200, 0, O, Padd [400, 200, O, 0, 0, 20],

respectively.

Finish S

Figure 7.7 Experimental setup for Case 2.
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Figure 7.8 Mobile robot navigated in a known statiwironment (simulation).
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(@) Attime=0s @®@)time =8s

(c) Attime =10s ) @k time =12 s

(e) Attime=16s (H) At time20 s

Figure 7.9 Mobile robot navigated in a known statiwironment (experiment).

The simulation and experimental results for Casare shown in Figure 7.8 and
Figure 7.9, respectively. The mobile robot and dtaic obstacle were placed at the
initial point and the middle of the trajectory, pestively, as shown in Figure 7.9 (a).
The mobile robot was then started to move frominiteal point as shown in Figure
7.9(b). At the 18 second, the mobile robot was at the half of ity aad successfully
followed the initially planned trajectory with tle®nsideration of the static obstacle as
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shown in Figure 7.9(c). The mobile robot was apginogg the final point and reached
the final point at 28 second as shown in Figure 7.9(e) and Figure 7 @(fsectively.
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Figure 7.10 (a) Case 2: Trajectory planning withawn static obstacle, (b)

Experimental results.
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The generated initial collision-free trajectory shown in Figure 7.10(a) with the
obstacle is represented by black circle. From dselts in Figure 7.8 and Figure 7.9,
the location of the mobile robot at the specifivdiin the experiment was matched
with the simulation works. In addition, this secaxperiment was also conducted in
three trial runs and the results are compared e¢opthnned trajectory as shown in
Figure 7.10(b).

From the results, the actual trajectory for thstfand second trials is almost identical
to the planned trajectory. And in the final tridde mobile robot was able to avoid the
obstacle, but the mobile robot was not reacheditia¢ point accurately. The position
errors for Case 2 are tabulated in Table 7.2. Th&imum percentage error at the
final point is 2.5%. As a conclusion, the result fontrol strategy is satisfactory as
the mobile robot was able to avoid the obstacle fatidw the desired trajectory

closely. In addition the mobile robot was able éaah closed to the final point at 20

seconds.
Table 7.2 Actual initial and final positions for €2
X error yerror

xs (cm) ys(cm) xf(cm) yf(cm) (cm) (cm)
Theory 0 200 400 200 - -
Trial 1 0 200 390 205 -10 5
Trial 2 0 200 402 194.5 2 -5.5
Trial 3 0 200 400 194.5 0 -5.5
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7.5 Case 3: Navigation in an unknown static environment

The experiment was further performed on the mololgot in an unknown static
environment. The purpose of this experiment is abdate the obstacle avoidance
approach for the time-critical motion planning. tins experiment, unknown static
obstacles will be placed in the environment. Thenpér will generate the collision-
free trajectory without the knowledge of unknowatist obstacle and it is expected to
detect and avoid the obstacle. Furthermore, thalenodibot is also expected to reach
the final point at the desired time. The algorithentested through a series of

scenarios.
7.5.1 Scenario 1: One unknown static obstacle

In Scenario 1, the mobile robot was required to enfogm the initial point to the final

point as shown in Figure 7.11. The distance froaitiitial point to the final point is

3000 mm. An unknown static obstacle was placedawanyl between the initial point

and final point with the obstacle’s diameter isn8. @ he initial and final states of the
mobile robot were [0, 50, 0, 0, 0, 0] and [300, @00, 0, 20], respectively.

Obstacle

Start \ Finish

Distance = 3000 mm

(@)
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Obstacle

(b)

Figure 7.11 (a) Plan view (b) Actual experimen&tup for Scenario 1

Using the initial and final states of the mobiléaot the planner an initial collision-
free trajectory which is represented by a blue ismshown in Figure 7.12. Note that

there is no obstacle in the map as the obstacdlekisown to the planner.

300 F

Time step: 0 sec
250 ¢

y coordinate (cm)
g 8

]}
(=)

a0

1] a0 100 150 200 250 300
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Figure 7.12 Initial collision-free trajectory foraGe 3
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Figure 7.13 Mobile robot navigates in the unknowatis environment (simulation)
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(@) Attime=0s (b) At time =s4

(c) Attime =8s (d) Attimel2 s

(e) Attime=16s () At time = 20
Figure 7.14 Mobile robot navigates in the unknotatis environment (experiment)
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The simulation and experimental results for Scenarare shown in Figure 7.13 and
Figure 7.14, respectively. Both simulation and eipental results can easily
compared through the respectively figures. At ttaet ©f the experimental work, the
mobile robot was followed the initial collision-&etrajectory until it detected the
obstacle in front of it as shown in Figure 7.14(¢hen the dynamic obstacle
avoidance approach was executed and a new trajests generated from the point
of detection to the final point. The mobile robassmthen followed the new trajectory
successfully until it reached the final point aswsh in Figure 7.14(f).

The experiment results were then being compare thvé theory as shown in Figure
7.15. During the experiment, the mobile robot detgthe obstacle’s location at (169,
50). The actual measured location of the unknowticsbbstacle was (163, 50). This
was showed that the ultrasonic sensor was abletertdand locate the obstacle close
to the actual location. In comparison with the tiyedhe mobile robot was able to
follow the initial planned trajectory until it detieed the obstacle and the new
trajectory was generated in order to avoid theaubst From the point of detection,
the mobile robot's movement was slightly deviateshf its planned trajectory and
stopped before the final point. The experiment pm/en that the algorithms was
practical to be used in trajectory planning as irdtrategy for the mobile robot was
able to translate the input to the actual trajgceond the mobile robot was able to

follow the planned trajectory as close as possible.

Theory
807 Actual
70 = = Initial
= 60 7 Detection point Dete?éigt?:nstade’s (270,60)
£ 30 x—— — — — — X= = — — = =
> 40 - (52,50 (169,50)
30 -
20 : : ‘ | | |
0 50 100 150 200 250 300
X (cm)

Figure 7.15 Theoretical and actual trajectory fas€3
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The experiment has been conducted in three tnd amd the errors in positions at the
final point were compared with the theory as tatadan Table 7.3. The maximum
relative errors recorded iraxis andy-axis at the final point for 20 seconds are
around 18.3% and 20%, respectively.

Table 7.3 Actual initial and final positions for €:a3

xs(cm) ys(cm) xf(cm) yf(cm) XEroryeror

(cm) (cm)
Theory 0 50 300 50 - -
Trial 1 0 50 270 60 -30 10
Trial 2 0 50 355 43 55 -7
Trial 3 0 50 350 40 50 -10

7.5.2 Scenario 2: Two unknown static obstacles

The experimental works for the unknown static emwinents were further
investigated by adding more unknown static obssadle Scenario 2, two unknown
obstacles were placed in the environment at theawk location and the distance
was increased to 4000 mm. The travelling time froitial point to final point was set

to 30 seconds. The experimental setup was showigure 7.16.

Obstacles

Distance = 4000 mm

Figure 7.16 Experimental setup for Scenario 2
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The simulation and experimental results are shawhkigure 7.17 and Figure 7.18,
respectively. Both simulation and experimental tsscan be compared through the
respectively figures. At the beginning of the expent, the mobile robot was
followed the initial collision-free trajectory uhtt detected the first obstacle. Then the
obstacle avoidance algorithm has been executethenaobile robot avoided the first
obstacle as shown in Figure 7.18(b). Once the raotmbot has avoided the first
obstacle, it then continued it journey until it eleted and avoided the second obstacle
as shown in Figure 7.18(d). After successfully diray the second obstacle, the
mobile robot continued following the new trajectamytil it reached the final point as

shown in Figure 7.18(f).
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Figure 7.17 Mobile robot navigates through two unkn obstacles (simulation)

142



Experimental Results & Discussions

(a) Attime=0s (b) At tirse6 s

(c) Attime =10s

(e) Attime=21s (H) Attime 93
Figure 7.18 Mobile robot navigates through two unkn obstacles (experiment)
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The experiment has been conducted in three tria¢ mnd the final results were

compared to the theory as shown in Figure 7.19.
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Figure 7.19 Theoretical and actual trajectory fas€4

The errors in positions at the final point were pamed with the theory and tabulated

as in Table 7.4. The maximum errors recordeg-axis andy-axis are around 6.3%

and 36%, respectively.

Table 7.4 Actual initial and final positions for €4

xs (cm) ys(cm) xf(cm) yf(cm) XEfor yeror

(cm) (cm)
Theory 0 50 400 50 - -
Trial 1 0 50 410 60 10 10
Trial 2 0 50 375 50 -25 0
Trial 3 0 50 377 68 -23 18
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7.6 Case 4: Navigation in an unknown dynamic

environments

In this section, the experimental works were cortetlidn order to validate the
algorithm for moving obstacles. The dynamic ob&tasloidance approach was used
to detect and avoid the moving obstacles as disduss previous chapter. In this
experiment, the remote control car was used asnthdng obstacle. The algorithm

was tested through a series of scenarios.
7.6.1 Scenario 1: Opposite direction of mobile robot

In the first scenario, the moving obstacle camenfrine opposite direction of the
mobile robot as shown in Figure 7.20. The movingtatle was placed randomly in
front of the mobile robot. The distance from idifint to final point was set to 350

cm and the travelling time for the mobile robot vgasto 30 seconds.

Moving obstacle

Moving direction

Mobile robot

Distance = 350 cm

Figure 7.20 Moving obstacle coming from the oppoditection of the mobile robot

The simulation and experimental results are shawhkigure 7.21 and Figure 7.22,
respectively. From the experimental results, ttepéd trajectory is represented by
red dash line, while the actual trajectory is reprgded by solid red line. At the
beginning of the experiment, the mobile robot walfoWved the initial collision-free
trajectory until it detected the moving obstacleem the obstacle avoidance algorithm
was executed and the new deviated trajectory wagrgeed as shown in Figure
7.22(b). The mobile robot then avoided the molmleot and followed new trajectory
until it reached the final point as shown in Figur22(f).
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() Attime=0s (b) Attime 3 %

(c) Attime =18 s

(e) Attime =26s () At time30 s

Figure 7.22 Scenario 1: Moving obstacle from thpagite direction of the mobile
robot (experiment)
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From the experiment results, the planned (the@ktitrajectory and the actual
trajectory can be compared as shown in Figure fJ.2B¢ Figure 7.23. The planned
trajectory was extracted from Matlab as the raaktidata were collected from the
sensors in order to execute the obstacle avoidalyogithm. The mobile robot was
able to follow the planned closely it detected theving obstacle. It then started to
deviate from the planned trajectory. At the finahd, the mobile robot stopped at
(370, 120) compared to the planned final point3&0( 100). The errors recorded for
x-axis andy-axis for Scenario 1 are around 5.7% and 20%, ctisiady.

Theory
160 - — — Initial

140 -
120 A
100
80 -
60 -
40 -

20 \ \ \ \ \ ‘ ‘ ‘
0 50 100 150 200 250 300 350 400

x (cm)

Actual

y (cm)

Figure 7.23 Theoretical and actual trajectory foerario 1

148



Experimental Results & Discussions

7.6.2 Scenario 2: From left-hand side of mobile robot

In the second scenario, the moving obstacle caom the left-hand side direction of
the mobile robot as shown in Figure 7.24. The mgwhstacle was placed randomly
at the left-hand side of the mobile robot and itveon the straight line across the
mobile robot from left to right. The distance framtial point to final point for the

mobile robot was set to 350 cm and the travellingetwas set to 30 seconds.

— Moving obstacle
Moving direction
Start Finish
- o
Mobile robot Distance = 350 cm

Figure 7.24 Moving obstacle coming from left-harakesof the mobile robot

The simulation and experimental results are shawhkigure 7.25 and Figure 7.26,
respectively. At the beginning of the experimehg mobile robot was followed the
initial collision-free trajectory until it detectethe moving obstacle and a new
deviated trajectory was generated as shown in €igu26(b). The mobile robot was
then followed the new deviated trajectory and #cteed the final point as shown in
Figure 7.26(f).
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Figure 7.25 Scenario 2: Moving obstacle from tHeHand side of the mobile robot

(simulation)
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(@) Attime=0s (b) Attime =10 s

(c) Attime=12s (d) At time = $3

(e) Attime =17 s (H) At time30 s

Figure 7.26 Scenario 2: Moving obstacle from tieHand side of the mobile robot

(experiment)
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The comparison between the planned (theoreticgBdrory and the actual trajectory
is shown in Figure 7.26(f) and Figure 7.27. From figures, the mobile was able to
follow the planned trajectory until it detected tm®ving obstacle. It then started to
deviate from the new deviated trajectory. Howewer mobile robot was able to avoid
the moving obstacle safely. At the final time, thebile robot stopped at (360, 90)
compared to the planned final point at (350, 10Be errors recorded foraxis and

y-axis for scenario 2 are around 2.9% and 10%, ctispdy.

Theory
= = |nitial

e Actual
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Figure 7.27 Theoretical and actual trajectory forario 2
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7.6.3 Scenario 3: From right-hand side of mobile robot

In the third scenario, the moving obstacle camenftbe right-hand side direction of

the mobile robot as shown in Figure 7.28. The mgwhstacle was placed randomly
at the right-hand side of the mobile robot and a@ves on the straight line across the
mobile robot from left to right. The distance framtial point to final point for the

mobile robot was set to 350 cm and the travellingetwas set to 30 seconds.

Start Finish
[ O
Mobile robot

Moving direction T

I:I\

Distance = 350 cm

Moving obstacle

Figure 7.28 Moving obstacle coming from right-handie of the mobile robot

The simulation and experimental results are shawhkigure 7.29 and Figure 7.30,

respectively. At the beginning of the experimehg tnobile robot was followed the

initial collision-free trajectory until it detecteand avoided the moving obstacle as
shown in Figure 7.30(c). Then the new deviatedettayy was generated and the
mobile robot was followed the new trajectory uittdleached the final point as shown
in Figure 7.30(f).
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Figure 7.29 Scenario 3: Moving obstacle from tiglatihand side of the mobile robot

(simulation)
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(a) Attime =0s (b) Attime = &1

(c) Attime=16s (d) Attime 4 2

(e) Attime =28s () At time30 s

Figure 7.30 Scenario 3: Moving obstacle from tightihand side of the mobile robot

(experiment)
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The comparison between the planned (theoreticgBdrory and the actual trajectory
is shown in Figure 7.30(f) and Figure 7.31. Frora figures, the mobile robot was
able to follow the planned trajectory until it detisd the moving obstacle. It then
started to deviate from the new deviated trajectatythe final time, the mobile robot
stopped at (320, 110) which is shorter than thergd final point at (350,100). The

errors recorded fox-axis andy-axis for scenario 3 are around 8.6% and 10%,

respectively.
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Figure 7.31 Theoretical and actual trajectory forario 3

7.7 Concluding remarks

From the experimental results, it was found that mhobile robot was capable to
follow closely the planned trajectories. The erréos each case were compared
between the planned and actual results at the gimak for respective travel time. The
position errors obtained from the experiments shovacceptable result as most of the
trials for each case, the mobile robot has stoghesk to the final point. Furthermore,
the control strategy of the nonholonomic mobileatolvas applicable to the real
mobile robot and the control of the mobile robosvideal with the calibration work
which was conducted prior to the experimental workee algorithm was also
showed a good result in computational time whicls waown by the mobile robot
when it detected an obstacle and started to redifdanajectory in order to avoid the

obstacle in the real testing arena. Furthermore,ititegration of the sensors and
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algorithm showed that the mobile robot was cap#bléetect and avoid the obstacle.
This indicates the dynamic obstacle avoidance ambrevas practical to use to avoid

the obstacle in the real experiments.

However, there is a slight deviation between tla@med and n actual trajectories due
to inaccuracy of actual steering angle and actualetled distance caused by the
open-loop system. The control strategy for a da#obot can be developed further in
order to obtain a better result. For example, theoduction of close-loop feedback

control will ensure the speed and steering angipared better to the calibrated speed

and steering angle. In addition, the errors occlde to:

1. The friction between the tyres and surface causipgagie and reduce the
accuracy of velocity and distance recorded fomtindile robot.
2. The torque of the motor used to control the spead guite small and the

mobile robot needs a kick start to move.

Therefore, the newly developed algorithms are apple and practical to be used for
a car-like robot in real-time applications as destmted in the experimental works.
The validation works for the algorithms and theifigation of effectiveness of the
simulation frameworks for the mobile robot were @ssfully conducted through a
series of experimental setup. Furthermore the dewveént of simulation framework
will be used to further research and running maenarios that are difficult to be

conducted by experiment works.
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8. CONCLUSIONS AND FUTURE WORKS

The reviewed literature indicates that there iscomprehensive research focused on
the time-critical motion planning for a nonholonemmobile robot. Several
simulation works have been conducted for trajecfganning of the nonholonomic
mobile robot to simulate the algorithms, but ther@s no experimental work was
conducted to validate the algorithms (Gefoal, 2003; Quet al, 2004; Guoet al,
2007). This study has been carried out to furtheestigate the time-critical motion
planning for a nonholonomic mobile robot. The getwsneapproach has been
examined and used to generate the time-criticaiamgtlanning for mobile robots.
Cubic and quintic polynomials are used to obtasmaoth and continuous trajectory
for the mobile robots. The kinematic constraintshef mobile robot have been taken
into consideration during the development of thgoathms. From the simulation
results, all the cases proved that the algorithrespaactical to be used in motion
planning for single and multiple mobile robots. thermore the experimental works

validate and verify the algorithms and the constohtegies of the mobile robot.
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In this chapter, all the findings will be concludasl a whole and the future works for

this study will be described.

Contributions

This study had made several contributions to thereatt knowledge and the

contributions are summarized as followings.

(1) Development of the time-critical motion planning afjorithms for

nonholonomic mobile robots.

In this study, a new time-critical motion plannirgorithm was developed for
nonholonomic mobile robots. The movement of the ileotbbot can be analysed
through this algorithm with given initial and finatates, which are-position, y-

position, orientation, steering angle, velocity amde, of the mobile robot. The
environment setup can be easily changed by adogimgquired map into the
algorithm. This algorithm can also be utilised faultiple mobile robots planning

with each mobile robot has a different initial dirhl state.

The advantage of this algorithm is it can indictite initial and final trajectory at
every time step for each scenario that has beernsatldition the size of the mobile
robot can be set simply by changing the paramédtdgreomobile robot to suit the real
mobile robot. Furthermore, using MATLAB as an objedented programming

allows a real time programming which is used in tié@e experiments.

On the other hand, the planned trajectory has dered obstacles that known in prior
to the planner before the mobile robot starts tovenfvom the initial point. The
advantage of this approach is the planner will geied an initial free-collision
trajectory for the mobile robot. This will ensutetmobile robot will not collide with
any known obstacle while manoeuvring through theirenment and will able to

reach the final point at the desired time.
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Furthermore, the developed 2D simulation framewnrkatlab give a user friendly
interface for the user to set the initial and firsthte of the mobile robot before

running the simulation.

(2) Development of the dynamic obstacle avoidance appmoh

In this study, a new strategy in avoiding an oldsthas been is developed for a time-
critical motion planning for nonholonomic mobilebats. The obstacle avoidance
approach has modified the initial trajectory in @rdo avoid the obstacle and at the
same time, the new generated trajectory will enslueemobile robot reach the final

point at the desired time.

The advantage of this dynamic obstacle avoidanpeoaph is it can compensate the
time lost during avoiding the obstacle. The obstasloidance algorithm ensures the
mobile robot able to avoid unknown static and dyaabstacles which the mobile
robot encounters during navigating through the remwnents. To the current
knowledge, this dynamic obstacle avoidance appraatie first obstacle avoidance

approach that considering timing when encountesimgbstacle.

(3) Validation and verification works through series of simulations and

experiments

One of the most important parts of this study isvadidate the algorithm and
effectiveness of the simulation framework with thal mobile robot. A car-like robot
was used to carry out the simulated trajectory hia teal environment. At the
preparation stage, the steering angle and spe#ueahobile robot were calibrated.

Then an actual mobile robot was used to validatevanify the theory.

The experiments were conducted through a serieas#s. Basically, there were four
cases have been carried out for this study. Tist dmse was to verify the control
strategy of the car-like robot. The second casetwaslidate the collision-free time-
critical motion planning algorithm. In this casekrgown static obstacle was placed in
the environment and the obstacle was known to thenpr prior to trajectory

generation. The third and forth cases were caroet in the unknown static
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environments to validate the dynamic obstacle amwgd algorithm. In the third case,
a static obstacle was place in the environment,itowis not known to the planner
prior to trajectory generation. While in the forthse, the scenario was extended by
placing more unknown static obstacles. Finally fifth case was carried out in the
unknown dynamic environments to test and validdie algorithm for moving
obstacles. There were three scenarios which diffexted by the moving direction of
the moving obstacle from the mobile robot — movirgn opposite side, left-hand
side and right-hand side of the mobile robot. Faxhecase, the experimental results

were then being compared to the theory or simulagsults.

From the experiment results, the mobile robot whke a0 navigate through the
environment and reach the final point at the ddsiae, with capability to avoid the
obstacle along its way. This shows that the malobet can be used for a task-based
mission as the mobile robot can be set to readrtain waypoint or the final point at
the desired time. Furthermore, the setting of patamfor the algorithm is also
flexible as the modification can only be made intlisla interface without interfering

the onboard control algorithm at the mobile robot.

Future works

This study can be further investigate and improvéhe future to establish a robust
and optimize algorithms that can be used for théapplications. The possible future

works for this study are briefly described as failogs.

(1) Optimization of the time-critical motion planning algorithm.

Currently, the algorithm is not considering the @edistance of the trajectory for the
mobile robot from the initial to the final pointh& algorithm can be optimised in
order to ensure the mobile robot will travel usthg shortest trajectory. In addition,
the usage of battery for mobile robots is one the@nntoncerns. Thus the energy
management approach can be adopted for the algosiththat the mobile robot can

travel for long distance.
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Furthermore, in order to obtain a better drivingpexence to the mobile robot, the
velocity can be optimised. For example, at theigittaline, the mobile robot can
achieve a higher speed than at the curve. This magyimpact on dynamic of the
mobile robot during cornering. Furthermore the n®bobot might be also start at a
higher speed from the initial point and will slowwdh when it approaching the final

point.

At this moment, the steering angle and speed ar&itean open loop system which
means there is no feedback control. However, theemxental results show the
mobile robot was able to perform the driving aldhg planned trajectory well, but
introducing a feedback controller can increase dkeuracy results in real time

experiments.

(2) Experimental work for multiple mobile robots in dynamic environments.

At this moment, the experimental works only conddcin the static and dynamic
environments with single mobile robot. In the fietuthe experiment can be conducted
in environments with the presence of multiple mebibbot and moving obstacles
such as other mobile robot and human. Howevery poithe experiment, the mobile
robot need to equip with a better detection sefmomoving obstacle such as laser
range finder (LRF) or a mobile camera. These sensikensure the moving obstacle

can be detected and tracked so that the algorititinbevable to plan the next step.

Furthermore, the limitations of the current caelifobot need to be considered. The
mobile robot was modified from the small scale R€ and will not be suitable to
carry a large sensor such as LRF. The batterydié® needs to be taking into
consideration as the battery will power all the sses, motor, servo and

microcontroller.
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Al. Robot Controller (http://www.pololu.com/catalogproduct/1327)

Specifications

Overall unit dimensions: 3.70X 2.20"
Input voltage: 6- 13.5V
Programmable 20 MHz Atmel ATmega324PA AVR microcohér with 32 KB
flash, 2 KB SRAM, and 1 KB EEPROM *
Programmable 20 MHz Atmel ATmegal284P AVR microcoligr with 128
KB flash, 16 KB RAM, and 4 KB EEPROM *(SVP-1284 ga&mn)
Built-in USB AVR ISP programmer (USB A to mini-B loie
2 bidirectional motor ports (2 A continuous permhal, 6 A maximum
8-output demultiplexer tied to one of the AVR hardware PWMs for easy
control of up to 8 servos
21 free 1/O lines
o 17 free I/O lines on the main MCU, of which 8 candmalog inputs
0 4 input lines on the auxiliary processor, which t&neither 4 analog
inputs or dual quadrature encoder inputs
0 2 hardware UARTSs
Removable 16-charactet 2-line LCD with backlight
Primary 5V switching regulator capable of supply®g
Secondary adjustable (2.5-V85% of VIN) buck (step-down) voltage regulator
capable of supplying 3 A
Buzzer tied to one of the AVRs hardware PWMs
3 user pushbutton switches
2 user LEDs
Power (push-on/push-off) and reset pushbutton bestc
Power circuit makes it easy to add extra powerdmsttand provides a self-
shutdown option
Auxiliary processor (connected via SPI) provides:
o Battery voltage reading
User trimmer potentiometer reading
Integrated USB connection
In-System-Programming of the main processor
Ability to read two quadrature encoders

O O 0O
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A2. Ultrasonic Sensor (http://www.robot-electronicsco.uk/htm/srfO5tech.htm)

SRFO05

Range - 1cm to 4m.

Power - 5v, 4mA Typ.

Frequency - 40KHz.

Size - 43mm x 20mm x 17mm height.

Two operational modes are available, Single pirtrigfecho or 2 Pin SRF04
compatible.

The input Trigger is a 10uS Min. TTL level pulse
Echo Pulse is Positive TTL level signal, with thiglth proportional to the object
range.

Mode 2 — Single pin for both Trigger and Echo

O Supply
Mo Connection
Trigoer Input, Echo Output

raode |:LIIIW - Connect to Gruund)
Oy Ground

Frogramming pins.
Lsed ance only to
program the PIC chip
during manufacture.

Do not connect to
these pins.

e .
® -

Connections for single pin TriggerEcho Mode

SRFO5 Timing Diagram, Mode 2

Tricger pulse Echo pulge - 10005 to 25mS. Times
10uz Mininurn out after 30m3 if no object detected

Trigoer pulse
input to SRF0G
and Echo pulze
output to users
controller g cycles off
sonic burst

Ultrasonic hurst
transmitted

from SRFOS

Colour Codes
Blue - Lizers controller drives the TriggerEcho pin
Fed - SRFO4S drives the Triggeriecho pin

169



Appendix A

A3. Hall Effect Sensor (http://www.melexis.com/HaHEffect-Sensor-ICs/Hall-
Effect-Latches/US1881-140.aspx)

Features and Benefits

*  Wide operating voltage range from 3.5V to 24V

* High magnetic sensitivity — Multi-purpose

e CMOS technology

*  Chopper-stabilized amplifier stage

*  Low current consumption

e Open drain output

e Thin SOT23 3L and flat TO-92 3L both RoHS Complipatkages

Functional diagram

vob O out O
Voltage
Regulator
+
Chopper E
Hall >< =]
Plate |
GND{)

Pin definitions and descriptions

1 1 VDD Supply Supphy Voltage pin
2 3 QUT Chztput Cpen Drain Output pin
3 2 GND Ground Ground pin

Table 2: Pin definitions and descriptions

SE package

UA package
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A4. Wireless Communication (http://www.digi.com/praducts/wireless-wired-
embedded-solutions/zigbee-rf-modules/zigbee-mesh-thde/xbee-zb-module)

- BT e e
Platform " ¥Bee-PRO®ZE | Programmable XBee-PRO® ZB
Parfarmance
RF Data Bata 50 Khps
Indeor/Urban lange 133 fi (50 m] 300 it (90 m)
Outdoory RF Lina-of-Sight Range 400 e 120 m) 2 milss (3500 m) / IntL 5009 f (1500 n)
Transmit Power 1,25 mA¥ {+1 dBm] / 2 W {+3 dBn) baest mada 63 W {+LE dBm) / Int'L10 mW [+10 dBr)
Racalver Sansttivity (1% PER) -85 Bm n boost medk -102 dEm
e 1
Adjustabla Powar e
10 Intarfaca 3.3V [HOS LART, ADC, DD I 2.3% [(MOS UAET, 5FT, L20, PWK, DI0, ADC
Configuration Huthod API or AT commands, Incal o over-the-air
Fraquancy Band 2.4 EHe
Inbarfarancs Immuntty DE35 {[ract Sagquanca Spraad Spactum)
Sarlal Data late 1300 by - 1 Mops
ADC Inputs {4] 10-bit ADC Tnpats
Mgtal L/ 10
Antamna Options Chrip, Wire Whip, U.FL, RFSMA | FLE Em beaddied Ankanra, Wiea Wi, UFL, AFSIA
Oparating Tmpsirartur -4 Cbo 4250 C, 0-E5% humidity non-candensing
Fresgrammate Hty
Hamory LT 20 KB Flash /2 KE RAM
CPU Lok Spacd L HLSOE J Up ke 5033 MHz
Encryption 12B-bift AES
Raliabla Packet Datwary Rekries JAcknawisdgments
I0s and Channals PAN 1D, E5-it JEEE WAL, 1€ channaks PAN 1D, 64-bit TEEE MAC, 15 channals
Powar Requiramants
Supply Voltags 2.1- 1800 2.7 - 3EVDC
Tranzmit Cumamt 35 mA 45 mk boost mada & 3.350C 005 mk 220 &
Fa ceive Cumant JEma 40 mi boost mada & 3.0 47 A B2 mA
Powar-Down Currant =1 A (@ 150 C IS5VAR S 4ukE 2L
Raguiatory Approwals
FCC, IC (North America) T
ETSI {Ewropa) e
C-TCE {Australta) i
TELEC (Japan) iz I Yo {InkL unk onky)
DB - Mih :
i
RIS J—

5w
i1,

CREERELRTS

Visit www.digi.com for part numbers.

DGl SERVICE AND SUPPORT - voumn purds wtth confldanos knowing that Digl 1s e o support you
 kh e part bechnkal support and & on ey ar v marty, w v digl comisupport

Mgl Imternational  Digl International  Digl Intermaticnal  Digl Intermational  Digl m2m Solotlons BUY OMNLINE » www.digi.com
EPT-A12-3444 France KK {HIK) Limited Irscdlan Pt Lid

952.312-3444 +331-55-51-2-0 +21-3- BB +253-2E3 31004 +31-30-42E7- 52T

Info@digl com wwwdiglfr wwwdigh-imtloo jp wwwedigla InfrdigLoon

o I00E-3011 I Inlernaional Inc.

Al rights misrvacd Bagl, Dagl Intmrchicadl, Hha Dagl loge, the Mcking Wirskaa M2 log=, Connscfon, iBaesond Ml Fi0i on
dwmarka o o M of Dagl | et mﬂl\.lm o e &chad?m?:lﬁhm.lluhh:dmhn
hmdl“lwﬂml Infzrreation provided b mbjed k= chorge wiheul nslios.
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APPENDIX B

MATLAB GRAPICAL USER INTERFACE (GUI)
AND PROGRAMMING
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T

n Moticn Planning E=EiE | & |
Time-crtical Motion Flanning GLI

PLAMMIMNG DATA FROBOT DATA
wl = o 1 ¥l = 100 - Length = 025

|l w0=[ o | vi=| qo0 | Wiicth = 047
thi= | 45 B tht = 45 Max stesring angle = | 45
phil = a phit = Wheel radius = " onos |
vell= | g vell=| g hap's name = MOYES NG
=T o | f=[ en | Robet magrification = | 4

’ RLIM

|

Input window’s interface
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File  Edit ‘“iew Insert Tools Desktop Mfindow Help N
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40t
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function mainstart()

clear all; clc;

addpath('Fig','Figures','function")

%%%%%%%% CONDITIONS %%%%%%%%%%%

% a) time for robot 1 >= robot 2

% b) time for movobs 1 >= movobs 2

%

%%%%%%%% %% %% %% %% % %% %% %% %% %% %% %%

num_of robs = 1; % number of robots

num_of_movobs = 0; % number of moving obstacles

mapmax = max(str2num(getappdata(0, 'xf')),str2num(g etappdata(0,
yi)));

Xmapact=mapmax;

ymapact=mapmax;

% time=60; % overall time

%%6%%%%%%% %% %%
% SET MAP
%%%%%%%%% %% %%
figure(1)
map=imread(getappdata(0, ‘'mapname")); %move4
image(map)

axis image on

colormap gray

axis ij

axis equal

axis tight

if mapmax<200

mapinc = 10;
else

mapinc = 50;
end

xlabel('x coordinate (m)','fontsize’,12)

ylabel('y coordinate (m)','fontsize’,12)

xlim([-10 (mapmax+50)])

ylim([-10 (mapmax+50)])

set(gca,'YDir','normal’','XTick',0:mapinc:mapmax,' YT ick',0:mapinc:mapm
ax)

hold on

% xlim([0 200])

% ylim([0 200])

% set(gca,'YDir','normal’,’XTick',0:20:200,"Y Tick', 0:20:180)
% hold on

% set(gcf,'PaperPositionMode','auto");
% print(gcf,'-dtiff','-r0','newmap.tif')

%%%%%6%% %% %% %% %% %% %% %% %%
% MOVING OBSTACLE PATH
%%%%%%%%% %% %% %% %% %% %% %%
if num_of _movobs>0
for i=1:num_of _movobs
run(['movobs' num2str(i)]);
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end
end

%%%% %% %% %% % %% % %% %% %% %% % %% %% %% %%
% GENERATE INITIAL TRAJECTORY
%%%%%%%%%%% %% % %% %% %% %% %% % %% %% %%

for i=1:num_of robs
run(['robot’ num2str(i)]);

if num_of _movobs>0
for j=1:num_of_movobs
filename=['xmovobs' num2str(j) ".datT;
xmovobs_old=csvread(filename);
filename=['xmovobs' num2str(j) 'R' num2 str(i) ".dat'];
csvwrite(filename,xmovobs_old)

filename=['ymovobs' num2str(j) ".dat7;
ymovobs_old=csvread(filename);
filename=['ymovobs' num2str(j) 'R' num2 str(i) ".dat'];
csvwrite(filename,ymovobs_old)
end
end
end

%%%%% %% %% %% %% %% % %% %% %
% SIMULATE ROBOTS
%%%%%%% %% %% %% %% % %% %% %

length= str2num(getappdata(0, 'length")).*str2num(g etappdata(O0,
'magnify"));%1.3; %0.28; % robot length

width=str2num(getappdata(0, 'width")).*str2num(geta ppdata(0,
'magnify"));%0.6; %0.2; % robot width

phimax=str2num(getappdata(0, '‘phimax’))*pi/180; %20 *pi/180;

obs_size=10;
movobs_size=0.5;
radsm=10;

radmov=10;

% n=time; % maximum time

%%%%%%%%% CHECK ROBOT TIME %%%%%%%%%%%%%%%
%%%% 1 robot
if num_of robs==1
dataR1 = csvread('offlineR1.dat"); % read offli ne data Robotl
[MR1 nR1] = size(dataR1);
tRmax = nR1,;
csvwrite('tR1.dat',nR1)
end

%%%%% 2 robots
if num_of robs==

dataR1 = csvread('offlineR1.dat"); % read offline d ata Robot1
[mMR1 nR1] = size(dataR1);

dataR2 = csvread('offlineR2.dat"); % read offline d ata Robot2
[mMR2 nR2] = size(dataR2);
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tRmax = max(nR1,nR2); % check max time

csvwrite('tR1.dat',nR1)
csvwrite('tR2.dat',nR2)
end

%%%% 3 robots
if num_of robs==

dataR1 = csvread('offlineR1.dat"); % read offline d ata Robotl
[mMR1 nR1] = size(dataR1);

dataR2 = csvread('offlineR2.dat"); % read offline d ata Robot2
[mMR2 nR2] = size(dataR2);

dataR3 = csvread('offlineR3.dat"); % read offline d ata Robot2
[mMR3 nR3] = size(dataR3);

time=[nR1,nR2,nR3];
tRmax = max(time); % check max time

csvwrite('tR1.dat',nR1)
csvwrite('tR2.dat',nR2)
csvwrite('tR3.dat',nR3)
end

%%%% MOVING OBSTACLES %%%%
%%%% 1 moving obstacle
if num_of _movobs==1
dataMov1l = csvread('movobs1.dat’); % read movin g obstacle 1 data
[mV1 nV1] = size(dataMov1l);
tVmax=nV1,
csvwrite('tV1.dat',;nV1)
end

%%%% 2 moving obstacles
if num_of _movobs==

dataMov1l = csvread('movobsl.dat’); % read movin g obstacle 1 data
[mV1 nV1] = size(dataMov1l);
dataMov2 = csvread('movobs2.dat’); % read movin g obstacle 2 data

[mV2 nV2] = size(dataMov?2);
tVmax = max(nV1,nV2); % check max time

csvwrite('tV1.dat',nV1)
csvwrite('tV2.dat',nV2)
end

ht=text(5,100,' Time step: );
set(ht,'string’,'Time step: 0 sec','Color',[0 0 0])
% ht=text(147,193,'Time: "),

% set(ht,'string’,' Time: 0 sec','Color',[0 0 0])

% save figure
set(gcf,'PaperPositionMode','auto");
foldername="Figures;
filename="time0.tif';
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print(gcf,-dtiff','-r0',[foldername,filesep,filena
foldername="Fig";

filename="time0.fig'";
saveas(gcf,[foldernamefilesep,filename])

olddatal=csvread('offlineR1.dat");
csvwrite('olddatal.dat',olddatal)

olddata2=csvread('offlineR2.dat");
csvwrite('olddata2.dat’,olddata?)

olddata3=csvread('offlineR3.dat");
csvwrite('olddata3.dat’,olddata3)

pause(3)
delete(ht)

for i=2:tRmax

%%%%%% moving obstacles %%%%%%%%%%

if num_of _movobs>0
for k=1:num_of_movobs

filename=[tV' num2str(k) '.dat'];
tV=csvread(filename);

if i>tV
break;
end

filename = ['movobs' num2str(k) '.dat']
movobs_data = csvread(filename);

X_movobs=movobs_data(2,i);
y_movobs=movobs_data(3,i);
p = linspace(0,2*pi,100);
X_mov = X_movobs + 0.5*sin(p)’;
y_mov =y _movobs + 0.5*cos(p)’;
phmov = fill(x_mov,y_mov,'r");
movobsno=Kk;
end
end

%%%%%% mobile robots %%%%%%%
for j=1:num_of robs

filename=[tR' num2str(j) '.dat7;
tfR=csvread(filename);

if i>tfR
break;
end

% read data

filename = ['offlineR' num2str(j) '.dat1;
datal = csvread(filename);

filename = [timeR' num2str(j) '.dat];
tdata = csvread(filename);

me])
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[tm tn]=size(tdata);

if th==1
data=datal;
tR=tdata(1,1)+1;
end

if th==2
tl=tdata(1,1);
t2=tdata(1,2);

if i-1<tl
data=datal(:,1:t1+1);
tR=t1+1,;

end

if i-1>t1
data=datal(:,1:t2+1);
tR=2+1;
end
end

if th==
t1=tdata(1,1);
t2=tdata(1,2);
t3=tdata(1,3);

if i-1<=t1
data=datal(:,1:t1+1);
tR=t1+1,

end

if i-1>t1 && i-1<=t2
data=datal(:,1:t2+1);
tR=t2+1,

end

if i-1>t2
data=datal(:,1:t3+1);
tR=t3+1;

end

end

if th==5
tl=tdata(1,1);
t2=tdata(1,2);
t3=tdata(1,3);
t4=tdata(1,4);
t5=tdata(1,5);

if i-1<=t1
data=datal(:,1:t1+1);
tR=t1+1,

end

if i-1>t1 && i-1<=t2
data=datal(:,1:t2+1);
tR=t2+1,

end

if I-1>t2 && i-1<=t3
data=datal(:,1:t3+1);
tR=t3+1;

end
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%

if I-1>t3 && i-1<=t4
data=datal(;,1:t4+1);
tR=t4+1;

end

if i-1>t4
data=datal(;,1:t5+1);
tR=t5+1;

end

end

filename = [tempdataR' num2str(j) '.dat";
actdata = csvread(filename);
robno=j;

t=data(1,i);
x=actdata(2,i-1);
y=actdata(3,i-1);
xth=data(2,i);

yth=data(3,i);
theta=actdata(4,i-1)*pi/180;
thetas=data(4,1)*pi/180;
phi=data(5,i)*pi/180;
vel=data(6,i);
ti=data(1,i)-data(1,i-1);

% calculate new robot steering angle
thetanext=atan((yth-y)./(xth-x));

if (thetanext<=0 && x>xth) || (x>xth && y>y
thetanext=pi+thetanext;
end

if thetanext<0 && x<xth && thetas<0
thetanext=2*pi+thetanext;
end

dtheta=-(thetanext-theta);
dvel=data(6,i)-data(6,i-1);
d=data(6,i-1).*ti+0.5*dvel*ti;
rb=d./(2*sin(dtheta/2));
phi=atan(length/rb);

if phi>phimax || phi<-phimax
phi=phi/abs(phi)*phimax;
end

2%0%%%%%%%% calculate new robot data %%%%%%%%

drb=data(6,i-1).*ti+0.5*dvel.*ti
num_dig = 5;

phi = round(phi*(10*num_dig))/(10"num_dig);

if phi==0
phi=0.0001;
end

th)

%
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%

not

rb=length/tan(phi);
beta=2*(asin(d/(2*rb)));
alpha=theta-(beta/2);

xold=x;
yold=y;

theta=theta-beta;
dx=d*cos(alpha);
dy=d*sin(alpha);
x=x+dx; % new X position
y=y+dy; % new y position

dxsen=length*cos(theta);
dysen=length*sin(theta);

xsen=x+dxsen; % initial x for sensor
ysen=y+dysen; % initial y for sensor
plot(xsen,ysen,'og’)

drawrobot(xold,yold,t,x,y,theta,phi,vel,len
%%%%%%%%%%% static obstacles detection %%%%%%%
% to check whether the robot needs to avoid st

xmap=[data(2,tR), xmapact];

ymap=[data(3,tR), ymapact];

dist=rangefinder(xmap,ymap,xsen,ysen,theta,

[0 p]=size(dist);
check_dist=min(dist(1,1:p));

% if check_dist<=15, avoid

tempdist=[];
tempangle=[];
if check dist<=80%15
fora=1:p
distance=dist(1,a);
angle=dist(2,a);
if distance<=80%15
distancel=distance;
anglel=angle;

tempdist=horzcat(tempdist,distanc
tempangle=horzcat(tempangle,angle
end
end

dist=[tempdist; tempangle];
min_dist=min(tempdist);
angle_detectl=min(tempangle);
angle_detect2=max(tempangle);
angle_detect obs=(angle_detect2+angle d

dscan_anglel=abs(theta-angle_detectl);
dscan_angle2=abs(theta-angle_detect2);

gth,width,robno)
%9%0%%%%%%%

atic obstacle or

map);

el);
1);

etectl)/2;
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%

if dscan_anglel <=10*pi/180 || dscan_an

distance=min_dist;
scan_angle=angle_detect_obs;

xobs=xsen + distance*cos(scan_angle
yobs=ysen + distance*sin(scan_angle

plot(xobs,yobs,'xr")
hold on

filename=['xobsR' num2str(robno) .
xobs_old=csvread(filename);
filename=['yobsR' num2str(robno) .
yobs_old=csvread(filename);

dobs=sqrt((xobs-xobs_old).*2+(yobs-

filename=['xobsR' num2str(robno) .
csvwrite(filename,xobs)
filename=['yobsR' num2str(robno) .
csvwrite(filename,yobs)

if dobs >= 2*(obs_size)

if scan_angle<theta
% Turn left

h=sqrt((radsm+width).2+(distan
gamma=scan_angle +

atan((radsm+width)./(distance+obs_size));

avoidpath=avoid(t,x,y,theta,phi,vel,xc,yc,sta,td,xd

dxc=h.*cos(gamma);
dyc=h.*sin(gamma);

xc=xsen+dxc;
yc=ysen+dyc;
sta=0;

td=data(1,tR);
xd=data(2,tR);
yd=data(3,tR);
thetad=data(4,tR)*pi/180;
phid=data(5,tR)*pi/180;
vd=data(6,tR);

ti,obs_size,length,width,map,phimax,robno);

newpath=[datal(;,1:t), avoidpat

datal(:,tR+1:tfR)];

csvwrite(['offlineR' num2str(ro

'.dat'],newpath)

else

gle2 <=10*pi/180

dat7;

dat7;

yobs_old)."2);
dat7;

dat7;

ce+obs_size)."2);

,yd,thetad,phid,vd
h1

bno)
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% Turn right

h=sqrt((radsm+width).~2+(distan ce+obs_size)."2);
gamma=scan_angle -
atan((radsm+width)./(distance+obs_size));
dxc=h.*cos(gamma);
dyc=h.*sin(gamma);

xc=xsen+dxc;
yc=ysen+dyc;
sta=0;

td=data(1,tR);
xd=data(2,tR);
yd=data(3,tR);
thetad=data(4,tR)*pi/180;
phid=data(5,tR)*pi/180;
vd=data(6,tR);

avoidpath=avoid(t,x,y,theta,phi,vel,xc,yc,sta,td,xd ,yd,thetad,phid,vd
ti,obs_size,length,width,map,phimax,robno);

newpath=[datal(;,1:t), avoidpat h,
datal(:,tR+1:tfR)];

csvwrite(['offlineR' num2str(ro bno)

'.dat'],newpath)

end
end
end
end

%%%%%% moving obstacles detection %%%%%%
if num_of _movobs>0

for k=1:num_of _movobs

filename=[tV' num2str(k) '.dat";
tV=csvread(filename);

if i>tV
break;
end

movobsno=k;

filename = ['movobs' num2str(movobsno) '.d at;
movobs_data = csvread(filename);

X_movobs=movobs_data(2,i);
y_movobs=movobs_data(3,i);
theta_movobs=movobs_data(4,i);

filename = ['xmovobs' num2str(movobsno) 'R ' num2str(robno)
".dat";
xmovobs_old=csvread(filename);
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filename = ['ymovobs' num2str(movobsno) 'R
".dat";
ymovobs_old=csvread(filename);

xmovdir=round(xmovobs_old - x_movobs);
ymovdir=round(ymovobs_old - y_movobs);
robdir=yold-y;

checkmovdata =

checkmov(movobsno,x_movobs,y _movobs,xsen,ysen,theta
distmov = checkmovdata(1,1);
scanmov = checkmovdata(2,1);

dobs=sqrt((x_movobs-xmovobs_old)."2+(y_movo
ymovobs_old).*2);

if distmov<15 && dobs>radmov
if robdir<0
if xmovdir<0 && y_movobs>y && scanm

xmov_old=movobs_data(2,i-1);
ymov_old=movobs_data(3,i-1);
dobspred=2*(sqrt((x_movobs-
xmov_old).*2+(y_movobs-ymov_old).*2));
xmovpredict=x_movobs+dobspred*c
ymovpredict=y_movobs+dobspred*s

xpred_old=actdata(2,i-2);
ypred_old=actdata(3,i-2);
drobpred=2*(sqrt((x-xpred_old).
ypred_old).*2));
xpredict=x+drobpred*cos(theta);
ypredict=y+drobpred*sin(theta);

Ip=linspace(0,2*pi,100);
xv=xpredict+5*cos(Ip)";
yv=ypredict+5*sin(Ip);
xv=[xv;xv(1)];
yv=[yv;yv(1)I;

[mp np]=size(xv);

for jp=1:mp
in =
inpolygon(xmovpredict,ymovpredict,xv,yv);
end
% plot(xmovpredict,ymovpredict

else if xmovdir>0 && y_movobs>y &&

xmov_old=movobs_data(2,i-1);
ymov_old=movobs_data(3,i-1);
dobspred=2*(sqrt((x_movobs-
xmov_old).*2+(y_movobs-ymov_old).*2));
xmovpredict=x_movobs-dobspred*c
ymovpredict=y_movobs-dobspred*s

' num2str(robno)

bs-

ov>=theta

os(theta_movobs);
in(theta_movobs);

N2+(y-

XXV, YV, YY)

scanmov<=theta

os(theta_movobs);
in(theta_movobs);
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xpred_old=actdata(2,i-2);
ypred_old=actdata(3,i-2);
drobpred=2*(sqrt((x-xpred_old).
ypred_old).*2));
xpredict=x+drobpred*cos(theta);
ypredict=y+drobpred*sin(theta);

Ip=linspace(0,2*pi,100);
xv=xpredict+5*cos(Ip)";
yv=ypredict+5*sin(Ip)";
xv=[xv;xv(1)];
yv=[yviyv(1)];

[mp np]=size(xv);

for jp=1:mp
in=
inpolygon(xmovpredict,ymovpredict,xv,yv);
end

% plot(xmovpredict,ymovpredict

else
in=0;
end
end

%%%%%%%%% case 1 - rob from bottom & movob
%%6%%%%%% %%
if xmovdir<0 && y_movobs>y && scanmov>=

% d_mov=sqrt((x_movobs-x).*2+(y_mov
d_mov=abs(distmov/sin(theta));
ycent=y_movobs;
xcent=xsen+d_mov*cos(abs(theta));

% plot(xcent,ycent,'og’)

dm=sqrt((x_movobs-xcent).*2+(y_movo
xc=xcent-dm/2; % movobs from left
yc=y_movobs;

sta=1,;
% radmov=abs(xcent-x_movobs);
% xref=xcent; % movobs from left
% yref=ycent;

td=data(1,tR);
xd=data(2,tR);
yd=data(3,tR);
thetad=data(4,tR)*pi/180;
phid=data(5,tR)*pi/180;
vd=data(6,tR);

filename = ['xmovobs' num2str(movob
num2str(robno) '.dat';

csvwrite(filename,x_movobs)

filename = ['ymovobs' num2str(movob
num2str(robno) '.dat';

csvwrite(filename,y _movobs)

"2+(y-

SXELXV, YV, Y

s from left

theta && in==1

obs-y).*2)

bs- ycent).2);

sho) 'R’

sho) 'R’
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avoidpath=avoid(t,x,y,theta,phi,vel,xc,yc,sta,td,xd
ti,obs_size,length,width,map,phimax,robno);
newpath=[datal(:;,1:t), avoidpath, d
csvwrite(['offlineR' num2str(robno)
end

20%%%%%%% case 2 - rob from bottom & mov

%%%%% %%

if xmovdir>0 && y_movobs>y && scanmov<=

% d_mov=sqrt((x_movobs-x).*2+(y_mov
d_mov=abs(distmov/sin(theta));
ycent=y_movobs;
xcent=xsen+d_mov*cos(abs(theta));

% plot(xcent,ycent,'og’)

dm=sqrt((x_movobs-xcent).*2+(y_movo
xc=xcent+dm/2; % movobs from right
yc=y_movobs;

sta=1,
% radmov=abs(xcent-x_movobs);
% xref=xcent; % movobs from right
% yref=ycent;

td=data(1,tR);
xd=data(2,tR);
yd=data(3,tR);
thetad=data(4,tR)*pi/180;
phid=data(5,tR)*pi/180;
vd=data(6,tR);

filename = ['’xmovobs' num2str(movob
num2str(robno) '.dat'’];
csvwrite(filename,x_movobs)
filename = ['ymovobs' num2str(movob
num2str(robno) '.dat';
csvwrite(filename,y_movobs)

avoidpath=avoid(t,x,y,theta,phi,vel,xc,yc,sta,td,xd
ti,obs_size,length,width,map,phimax,robno);
newpath=[datal(:,1:t), avoidpath, d
csvwrite(['offlineR' num2str(robno)
end

if (ymovdir<0 && y_movobs>y) || (ymovdi

%%%% case 3 - rob from bottom & movobs fro

%%%%%
scan_angle_mov=abs(theta-scanmov);

if scan_angle_mov<=11*pi/180
if scanmov<=theta
% Turn left

h=sqrt((2*movobs_size+width)."2

,yd,thetad,phid,vd
atal(;,tR+1:tfR)];
".dat'],newpath)

obs from right

theta && in==1

obs-y).*2)

bs- ycent).”2);

sho) 'R’

sho) 'R’

,yd,thetad,phid,vd

atal(;,tR+1:tfR)];
".dat'],newpath)

r>0 && y_movobs>y)

m top or bottom

+(distmov)."2);
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gamma=scanmov +
atan((2*movobs_size+2*width)./(distmov+movobs_size)

dxc=h.*cos(gamma);

dyc=h.*sin(gamma);

xc=xsen+dxc;
yc=ysen+dyc;
sta=2;

td=data(1,tR);
xd=data(2,tR);
yd=data(3,tR);
thetad=data(4,tR)*pi/180;
phid=data(5,tR)*pi/180;
vd=data(6,tR);

filename = ['’xmovobs' num2str(m
num2str(robno) '.dat';
csvwrite(filename,x_movobs)
filename = ['ymovobs' num2str(m
num2str(robno) '.dat';
csvwrite(filename,y_movobs)

avoidpath=avoid(t,x,y,theta,phi,vel,xc,yc,sta,td,xd
ti,obs_size,length,width,map,phimax,robno);
newpath=[datal(;,1:t), avoidpat
datal(;,tR+1:tfR)];
csvwrite(['offlineR' num2str(ro
".dat'],newpath)

else
% Turn right

h=sqrt((2*movobs_size+witdh).*2

gamma=scanmov -
atan((2*movobs_size+2*width)./(distmov+movobs_size)

dxc=h.*cos(gamma);

dyc=h.*sin(gamma);

xc=xsen+dxc;
yc=ysen+dyc;
sta=2;

td=data(1,tR);
xd=data(2,tR);
yd=data(3,tR);
thetad=data(4,tR)*pi/180;
phid=data(5,tR)*pi/180;
vd=data(6,tR);

filename = ['xmovobs' num2str(m
numz2str(robno) '.dat'’];
csvwrite(filename,xmovobs)
filename = ['ymovobs' num2str(m
num2str(robno) '.dat';
csvwrite(filename,ymovobs)

ovobsno) 'R'

ovobsno) 'R

,yd,thetad,phid,vd
hy

bno)

+(distmov)."2);

);

ovobsno) 'R

ovobsno) 'R'
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avoidpath=avoid(t,x,y,theta,phi,vel,xc,yc,sta,td,xd
ti,obs_size,length,width,map,phimax,robno);
newpath=[datal(:,1:t), avoidpat
datal(;,tR+1:tfR)];
csvwrite(['offlineR' num2str(ro
'.dat'],newpath)

end
end
end
end
end
end
end

%%%%%%%%% end of moving obstacle detection %

end
ht=text(5,100,' Time step: );
set(ht,'string’,['Time step: ',num2str(t)," sec'
% ht=text(147,193,'Time: ");
% set(ht,'string',[ Time: ',num2str(t), 'sec’],’

% save figure
set(gcf,'PaperPositionMode','auto");
foldername="Figures;

filename=[time' num2str(t) ".tif;
print(gcf,-dtiff','-r0',[foldername,filesep,fil
foldername="Fig";

filename=[time' num2str(t) ".fig"];
saveas(gcf,[foldernamefilesep,filename])

pause(1)
delete(ht)
end

,yd,thetad,phid,vd
h,

bno)

%%%%%% %% %% %%

],'Color',[0 0 0])

Color',[0 0 0])

ename])
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