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ABSTRACT

This thesis examines verification of system-on-a-chip (SoC) designs using a software applications test

methodology that is enhanced by genetic evolutionary test generations and functional coverage.

The verification methodology facilitates application based testing using behavioural simulations before
the chip is fabricated. The goal of the methodology is to verify commonly used real-life functionalities
of the SoC earlier in the design process, so as to uncover design bugs that are considered most critical
to actual SoC usages when the SoC is employed in its intended end-product. The verification
methodology is based on a test building blocks approach, whereby many different components of
various SoC application use-cases are extracted into building blocks, and then recomposed with other

components to construct greater variety and range of test cases for verifying the SoC.

An important facet of the methodology is to address automated creation of these software application
test cases in an effective and efficient manner. The goal is to maximise test coverage and hence bug
detection likelihood using minimal verification resources and effort. To this end, test generations
techniques employing single and multi objective genetic algorithms and evolutionary strategies are
devised in this thesis. Using coverage and test size to drive test generations, test suites which are
continually evolved to enhance SoC verifications are created, thereby achieving automated coverage

driven verifications.

Another enhancement for test generation is to select the input test creation parameters in an analytical
manner. A technique using Markov chains is developed to model and analyse the test generation
method, and by doing so, test parameters can be selected to achieve desired verification characteristics

and outcomes with greater likelihood.

To quantify verification effectiveness, a functional coverage method is formulated. The coverage
method monitors attributes of the SoC design during testing. The combinations of attribute values
indicate the application functionalities carried out. To address the coverage space explosion
phenomenon for such combinatorial methods and facilitate the coverage measurement process, partial
order domains and trajectory checking techniques from the formal verification field of symbolic

trajectory evaluation are adopted.

The contributions of this thesis are a verification platform and associated tool-suite that incorporates
the software applications test methodology, algorithmic test generation, and functional coverage

techniques.
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static random access memory

Symbolic trajectory evaluation

Universal asynchronous receive transmit device
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Table of symbols for Chapter 4
Symbol Meaning
p \_/ariation operator weight adjustment factor, the amount which varies to alter variation weights each
time.
Y Variation operator success ratio.
A Number of tests in the children test suite population.
u Number of tests in the parent test suite population.
o(2) Variation operator weight value at evolution z.
A A ma_trix whose el_e_ment_s are a count of the number of times a specific test coverage event e is
exercised by a specific snippet s.
Add The addition variation operator.
B A sing_le column matrix whose row elements are a count of the number of times a specific test coverage
event is exercised by a test.
C The maximum number of snippets that can be inserted into a test.
The domain set of parameter values that can be chosen for a parameter.
E The set of measurable coverage test events.




A function that evaluates the average coverage fitness of tests from the combined parent and children

F() test population P, (z) at evolution z.
G The target coverage fitness goal value of the test generation, above which the test generation process
can be terminated.
K The numbe_r of prior consecutive e\_/olutio_ns to check for population fitness improvement, su_ch that the
test generation process can be terminated if there were no improvements for the last K evolutions.
L Set of constraints for a snippet.
M Set of dependencies for a snippet.
Mut The mutation variation operator.
P Set of test programs in the test suite population.
P.(2) The combined parent and children test suite population at evolution z.
P.(2) The parent test suite population at evolution z.
P.(2) The children test suite population at evolution z.
Recomb The recombination variation operator.
Rep The replacement variation operator.
S Set of snippets representing the snippets library.
Sub The subtraction variation operator.
TourSel, The tournament s_electi_on operation that_ conducts a tournament between k tests, whereby the winning
test selected provides highest coverage fitness.
\Y Set of parameters for a snippet.
a The tuple of measurable coverage test events that can be tested.
c The coverage metric fitness result value.
e A measurable coverage test event.
f(t) A function that evaluates the coverage metric fitness value c for a test t.
g A constraint or dependency check for a snippet variation operation.
Oexp Explicit constraint check for a snippet variation operation.
Gimp Implicit constraint check for a snippet variation operation.
Opre-strict Pre-strict dependency check for a snippet variation operation.

gpre-non-strict

Pre-non-strict dependency check for a snippet variation operation.

gpost-strict

Post-strict dependency check for a snippet variation operation.

gpost—non-strict

Post-non-strict dependency check for a snippet variation operation.

h(e, s) A function that evaluates the number of times a test coverage event e is exercised by a snippet s.
m The number of measurable coverage test events.
n Number of snippets in a test program individual.
r Desired variation success ratio goal value, typically 1/5.
S A snippet from the snippets library set S.
t A test program from the test suite population.

u(s) The function that selects new parameter values for a snippet s during mutation variation operation.

v A parameter of a snippet from its set of parameters V.
X A parameter value for a parameter from the set of parameter V.
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Table of symbols for Chapter 5

Symbol Meaning

Variation stability state transition probability factor. The percentage factor between 0.1 to 0.5 which is

£ applied to the variation weight variable w, that determines the transition probability of absorption into
the variation stability state S.

4 Variation operator weight adjustment change factor. The amount to alter variation weights each time
based on closeness distance of variation success ratio to the target variation success ratio.

A Children test population size. The number of tests for the children test population.

u Parent test population size. The number of tests for the parent test population.
Variation change factor. The amount by which variation usage weights are adjusted each time

o according to self-adaptation.
Variation weight variable. The variation usage weight variable that influences the rate and amount of

© application of the variation operation.

A Variation increment state. Represents the state whereby variation usage is being incremented by
addition onto variation usage weights.

ABS Symbolic representation of absorbing states in an absorbing Markov chain.

c Concurrent snippet state. Represents the state whereby snippets that execute concurrent SoC test
operations are introduced into a test.

D Variation decrement state. Represents the state whereby variation usage is being decremented.

E Lower variation usage intermediary state. Represents the state whereby variation usage weight is
between the minimum low usage limit L and the 1/5 success goal ratio G.

= Fixed snippet composition state. Represents the state whereby the test’s snippet composition is fixed
because no new or different snippets have been introduced.

G Variation success goal state. Represents the state whereby 1/5 variation success ratio goal is achieved.

H Upper variation usage intermediary state. Represents the state whereby variation usage weight is
between the maximum upper usage limit U and the 1/5 success goal ratio G.

| The identity matrix used as a sub matrix in the transition matrix of an absorbing Markov chain, and
represents the absorptive state transitions.

3 Primarily parent tests selection state. Represents the state whereby half the test population consists
predominately of a selection of parent tests, with only a few children tests.

K The number of consecutive evolutions to check for non-fitness improvements beyond which the genetic
evolutionary process can be terminated.

L Lower variation usage limit state. Represents the state whereby the limiting lowest minimum variation
usage is being applied.

M Mean first passage time matrix. The matrix whose ij-th element represents the time (number of state
transitions) required to transit from state i to state j for the very first time in an Ergodic Markov chain.

N Absorbing Markov chain fundamental matrix. The matrix whose elements report the expected number
of times an absorbing Markov chain will operate in each transient state.
One single thread execution snippet state. Represents the state whereby snippets that execute one single

0] : . . .
execution threaded SoC test operations are introduced into a test.

P Transition matrix. A matrix whose elements correspond to transition probabilities of a Markov chain.

n Long term transition matrix. The transition matrix demonstrating long term behaviour of a Markov

P chain, as the number of evolutionary cycles n approaches infinity.

Q Transient state sub matrix. A sub matrix of the transition matrix whose elements corresponds to
transition probabilities between transient states of an absorbing Markov chain.

R Absorbing state sub matrix. A sub matrix of the transition matrix whose elements corresponds to
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transition probabilities from transient states to absorbing states of an absorbing Markov chain.

Variation stability state. Represents the state whereby variation usage does not change when variation

S success ratio has achieved desired 1/5 rate.
TR Transient states. Symbolic representation of transient states in an absorbing Markov chain.
U Upper variation usage limit state. Represents the state whereby the limiting highest maximum variation
usage is being applied.
v New children tests selection only state. Represents the state whereby at least half the test population
consists of selection of new children tests.
X Greater new children tests selection state. Represents the state whereby half the test population consists
of greater selection of new children tests than parent tests.
y Less or equivalent new children tests selection state. Represents the state whereby half the test
population consists of less or equal selection of new children tests than parent tests.
7 Ergodic Markov chain fundamental matrix. The fundamental matrix of an Ergodic Markov chain,
which shares similar purpose to the fundamental matrix of the absorbing Markov chain N.
c Variation usage incrementation or decrementation change variable. The number of times a variation
usage weight variable undergoes continual increment or decrement.
k The number of variation usage weight increases that is permissible before maximum limit is reached.
p Snippet selection probability. The probability of a snippet selected for use by a variation operation.
s Variation usage switching. The number of times and proportionality a variation usage weight variable
switches between incrementation and decrementation.
t Time to absorption. The expected overall number of times an absorbing Markov chain will transition
within transient states before being absorbed into the absorbing state.
Ergodic Markov chain row vector. The row vector whose elements report the proportion of time spent
w e . -
within each state of an Ergodic Markov chain.
Table of symbols for Chapter 6
Symbol Meaning
A Number of tests in the children test suite population.
n Number of tests in the parent test suite population.
B The objective subset bin of Pareto and aggregate sorted tests, sorted for the line coverage and test size
- objective subset L.
B The objective subset bin of Pareto and aggregate sorted tests, sorted for the toggle coverage and test
i size objective subset T.
B The objective subset bin of Pareto and aggregate sorted tests, sorted for the conditional coverage and
¢ test size objective subset C.
C Subset of conditional coverage maximisation objective and test size minimisation objective.
The distance threshold value compared against the distance between the best and worst Pareto front
D : L PR
plot, below which GEA termination is triggered.
The slope threshold value compared against the slope of consecutive test data points on a Pareto front
G . AN
plot, below which GEA termination is triggered.
L Subset of line coverage maximisation objective and test size minimisation objective.
M The maximum size permissible for a test in the SALVEM test platform.
S Set of snippets representing the snippets library.
T Subset of toggle coverage maximisation objective and test size minimisation objective.
f An objective fitness function that evaluates the fitness value of an objective from an individual test.

Xiii



Aggregated objective fitness function combining line coverage maximisation, toggle coverage

f, maximisation, conditional coverage maximisation, and test size minimisation objectives fitness
measures into a single fitness value, and used for aggregated ranking.
fe Objective fitness function for measuring and maximising conditional coverage.
fi Objective fitness function for measuring and maximising line coverage.
fs Objective fitness function for measuring and minimising test size.
fi Objective fitness function for measuring and maximising toggle coverage.
X A test program individual which is a solution point in the test generation solution space.
Table of symbols for Chapter 7
Symbol Meaning
Partially ordered domain relation comparison operator. Relational operator employed to compare the
attribute information content captured by two domains, and their relative ordering between each other
< in the partial order structure.
It establishes whether a domain contains greater than or equal ranges of attribute domain values when
compared to another domain.
5 an—cq simplify conversion function, which simplifies the formalised antecedent and consequent
specifications into an equivalent attribute combinatorial set of what values each attribute should hold.
Best combinations count metric. Quantitative coverage metric for attribute combinatorial coverage. It is
the count of the number of attribute combinations exercised, which are identified as unique because
BCM A . .
these combinations have not been previously realised when compared to the most recent set of
exercised combinations.
CMB A set of attribute combinations of cmb.
LUB Least upper bound operator. Set theory operator that operates on partially ordered domains and is
defined in Definition 7.4 Chapter 7.
STE Symbolic trajectory evaluation, which is formal verification technique from which the control graph
and partially ordered domain abstraction techniques employed for coverage measuring originate from.
Worst combinations count metric. Quantitative coverage metric for attribute combinatorial coverage. It
WCM is the count of the number of attribute combinations exercised, which are identified as unique due to its
realisation of at least one unique attribute value.
a Designates an attribute of a SoC design for reporting the types and range of SoC operations conducted.
AN Antecedent and consequent specification. Formalised specifications of the attribute values that snippets
a use to trigger and report the status of SoC operations exercised.
Attribute combinatorial set. A tuple of attributes defined to capture and report certain behaviours of
cmb SoC operations exercised. Each attribute contain attribute values or domain variable values. The
combinations of different values for each attribute in the tuples forms the attribute combinatorial set.
Cumulative combinatorial set. An attribute combinatorial set that contains up to date domain values
cumu_comb . - - . .
exercised thus far for each attribute in the combination set during test and coverage measure.
d Domain variable. A variable symbol defined to capture a group of values sharing similar meaning and
intention for the attribute.
Antecedent or consequent specification element. Simple predicate or conjunctive specification element
f that denotes the domain value an attribute should hold, or conjunction of attributes that should hold
certain domain values.
Target combinatorial set. An attribute combinatorial set that contains domain values for each attribute
targ_comb in the set that is to be realised during testing and coverage measure.

The targ_comb acts as coverage test goals whereby attribute values covered by domains given in the
targ_comb must be exercised during testing.
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