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Abstract

This thesis addresses Doppler-robust broadband system design using a wavelet approach.
Doppler dispersion arising from the relative motion of transceivers reduces the reliability
of communication links and complicates receiver design, especially in a broadband wireless
communications system. In this thesis, two extremely different methods - herein termed
‘high-Doppler’ and ‘medium-Doppler’ methods - are exploited to cope with the Doppler
dispersion. The high-Doppler method is developed for systems with extremely significant
Doppler, e.g. in underwater acoustic (UWA) communications. The proposed method
aims to resolve the coexisting multiple Doppler S\cales, and takes advantage of the mul-
tipath and Doppler scaling as another dimension of diversity rather than an impediment
to be eliminated. The medium-Doppler method deals with Doppler dispersions smaller
than those in the high-Doppler method, but still sufficiently significant to impair the ef-
fectiveness of the conventional Doppler compensation methods. This scale of Doppler can
be found in many systems of radio vehicular communications. The proposed medium-
Doppler method targets at improving the inherent robustness of the signal format rather
than any forms of Doppler estimation and compensation techniques. More specifically,
the method is developed in the context of orthogonal frequency division multiplexing

(OFDM)-based broadband wireless communications.

The above two methods addressing the Doppler are made possible by the development
of a new family of wavelets, the complex rational orthogonal wavelets (CROWs), based on
the rational multiresolution analysis (MRA) framework. Theorems for the construction
of the CROWSs and a detailed study of their properties are presented in the first part of
the thesis. The good time-frequency localisation and orthogonality of the CROWs form
the basis of a CROW-based OFDM scheme presented in the second part of the thesis.
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Abstract

The high- and medium-Doppler methods are then detailed in two applications of the
CROWs - the application to UWA communications and the application to radio vehicular
communications with OFDM-based mobile wireless local area network (WLAN) as a
special case. In addition to the above two applications coping with the Doppler dispersion,
another direct application of the proposed CROWs in broadband wireless communications
is the design of ultra-wideband (UWB) pulses using wavelet basis of the CROWs. These
three applications organised into three chapters of the thesis cover the characterisation of
CROW’s application in single carrier modulation with the first two applications and in

multicarrier modulation with the third application.
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Chapter 1

Introduction

1.1 Motivation and Background

1.1.1 Doppler Effect in Broadband Communications

Doppler dispersion arising from the relative motion of transceivers plays a significant role
in many communication systems. In the narrowband case where the carrier frequency is
much greater than the transmission bandwidth, the received signal is only a frequency-
translated version of the transmitted signal. Doppler estimation can then be simplified
to the estimation of the Doppler frequency offset. For a broadband signal, constituent
frequency components suffer from random phase and magnitude distortion. The received
signal exhibits multirate temporal scaling rather than frequency translation only. Fre-
quency translation and slope mismatch thus jointly contribute to severe degradation of

the correlation performance in the receiver.

Combined with multipath channel geometry, the Doppler effect leads to the important
characteristics of a multipath/Doppler channel as mentioned in [64]: for narrowband signal
propagation, a multipath/Doppler channel exhibits 1) rapid changes in signal strength
in a small interval, 2) random frequency modulation due to varying Doppler shifts on
different multipath signals, and 3) time dispersion caused by multipath propagation delay
(frequency-selective fading). In contrast, in the broadband case, the received signal will be
distorted but the signal strength does not change rapidly in time. Moreover, the Doppler

causes time scaling of the signal rather than a frequency shift as in the narrowband case.
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1.1 Motivation and Background

"The multipath/Doppler channel therefore exhibits random scaling due to varying Doppler
scales on different multipath signals. Examples of the multipath/Doppler channel include
the underwater acoustic (UWA) channel with mobile transceiver platforms and radio
vehicular communications. In general, the frequency dependent Doppler factor defined
as the Doppler shift to carrier frequency ratio [40] is on the order of 167 or less for
cellular vehicular communications [40], but could reach the order of 102 for vehicular

UWA communications [70].

In the context of UWA communications, many broadband Doppler compensation
methods have been developed under a similar structure of time-scaling estimation fol-
lowed by multirate resampling [93],]63],[17],[70],[42]. In these cases, Doppler estimation
Is obtained by transmitting a wideband probe at the start of the data packet. A Doppler
pre-processor at the receiver estimates the delay and scale by calculating the ambigu-
ity function of the known probe signal. The residual Doppler is then processed by a
subsequent equalizer embedded with a phase-locked loop (PLL). However, for a multi-
path/Doppler channel, since multiple scales co-exist on different multipath signals, the
scale estimation followed by resampling structure will inevitably suffer from the residual
Doppler because an average Doppler scale estimation has to be made before the resam-

pling process.

In radio communications, a dominant broadband technology is the orthogonal fre-
quency division multiplexing (OFDM) and its varieties such as coded OFDM (COFDM),
orthogonal frequency division multiple access (OFDMA) and multicarrier code division
multiple access (MC-CDMA). Attractive features of an OFDM transmission system in-
clude fast modulation/demodulation algorithms based on fast Fourier transform (FFT),
high spectral efficiency and the robustness over a multipath fading channel. However, it
is well known that a pure OFDM scheme is very sensitive to Doppler which impairs the
orthogonality of OFDM subcarriers and causes intercarrier interference (ICI). In compar-
ison to a single frequency shift in the signal caused by the frequency offset between the
local oscillators at the transmitter and receiver, the Doppler effect leads to a spread of
frequency shifts of a wideband OFDM signal. As detailed in [69], various approaches to
mitigate the frequency shifts proposed in the literature could be classified into two cate-
gories. One is based on the estimation and removal of the frequency offset [77], [54], [98].

The other is based on signal processing and/or coding techniques to reduce the sensitivity
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Chapter 1 Introduction

of the OFDM system to the frequency offset, e.g., the wavelet-based OFDM |[51], window-
ing/pulse shaping OFDM [59], polynomial coding based OFDM [100], correlative coding
based OFDM [99] and forward error correction coding based OFDM [66].

In general, the approaches in the first category require high computational complexity
because the correction procedure alone involves interpolation or multiplication of the
received signal with an estimated sinusoidal signal [69]. The approaches in the second
category have lower computational complexity than those in the first category and are
more desirable for the mitigation of ICI caused by the Doppler dispersion. However,
different approaches in the second category also vary in the computational complexity,
the tolerance of ICI, and the degradation of spectrum efficiency, among which a tradeoft
has to be made. With increased vehicle speed that causes more severe ICI, the existing
ICI mitigation approaches become more computationally complex, less spectral-efficient

or simply do not work.

As a strong candidate for broadband wireless communications, OFDM is adopted
in many standards, e.g., IEEE 802.11 [5] and IEEE 802.16 [6] which are intended for
stationary or low mobility users. To address high speed mobility, a draft of 802.20 specifi-
cation [3] was balloted and approved on January 18th, 2006, and the IEEE 802.11p [4] is
currently under development. The formal 802.11p standard is scheduled to be published
in July 2008. As a key technique in high mobility OFDM based wireless standards, an
OFDM scheme that could cope with high mobile velocities in radio vehicular communi-
cation environments is an active research topic and is considered a 4G technology [36],

which requires further research effects.

1.1.2 Wavelet-based Signal Processing in Communications

As a versatile signal processing tool, the wavelet theory has found various applications in
communications, including wavelet-based channel modelling [39], channel estimation [52],
pulse design [61], signal detection [30], and wavelet-based multicarrier modulation (MCM) [44].
Among them, the wavelet-based MCM or wavelet-based OFDM, has drawn most of the
attention and research effects. To distinguish the wavelet-based OFDM from the conven-
tional OFDM, we classify the OFDM schemes into two categories according to the type
of subcarrier pulse shaping filters: the DFT-based OFDM and the wavelet-based OFDM.

A brief review of these two categories is as follows.
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1.1 Motivation and Background

1) The DFT-based OFDM: The subcarriers are sinusoidal signals. The modulation and
demodulation can be implemented by IDFT and DFT. The most traditional OFDM is
the DF'T-based OFDM with rectangular pulses. Cyclic prefix (CP) is added to suppress
inter-symbol interference (ISI) which decreases the spectrum efficiency. The problem with
this class of OFDM schemes is the large sidelobes of the subcarrier spectrum which may
cause severe inter-carrier interference (ICI) because the frequency dispersion of the chan-
nel results in the loss of orthogonality among subcarriers. More efforts have been made
to design smoother optimal shaping pulses with reduced sidelobes and improved orthog-
onality through frequency dispersive channels [78], [19].

2) The Wavelet-based OFDM: The subcarriers are the orthogonal wavelet bases of the
wavelet subspaces. The modulation and demodulation can be implemented by inverse
discrete wavelet transform (IDWT) and discrete wavelet transform (DWT). Due to bet-
ter time-frequency localisation, the wavelet-based OFDM offers improved ISI cancellation
without the need of CP, and better ICI mitigation performance in time-dispersive channels

because of the reduced spectrum sidelobes.

A large variety of wavelet-based MCM schemes have been proposed such as fractal
modulation [84], [12], dyadic wavelet-based OFDM [60], wavelet packet division multi-
plexing (WPDM) [51], [86], [97], [49], [31] and multi-wavelet packet modulation [88]. In
these schemes, dyadic wavelets/wavelet packets are used because of the availability of fast

transform algorithms based on the fundamental work of Mallat [55].

Wavelet-base pulse design also plays an important role in the wavelet-based com-
munication applications. In particular, the wavelet-based ultra-wideband (UWB) pulse
design has drawn more and more attention because of the potential of UWB technology
in many wireless applications. A UWB impulse radio (IR) system features very short
pulses of the order of nanoseconds as the transmission signal and operates at baseband
without the involvement of carriers. Based on the Federal Communications Commission
(FCC)’s regulation on the UWB spectrum from 3.1 to 10.6 GHz , a UWB pulse has to be
carefully designed to conform to the FCC spectrum mask. Popular UWB pulses include
the 2nd derivative of Gaussian, Rayleigh pulse and orthogonal Hermite pulses [7], [38].
Variant wavelet-based UWB pulses are also proposed in [8], [56], [61], [96], [25] based on

B-spline wavelet, modulated Gaussian wavelet, Haar wavelet and wavelet packets.
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Chapter 1 Introduction

With the development of the wavelet theory, numerous wavelets have been devel-
oped, to name a few, Daubechies wavelets [27], Symlet wavelets [27], Coiflet wavelets [27],
Meyer wavelet [27], Morlet wavelet [27], complex Gaussian wavelets [2], complex Morlet
wavelets [76] and complex frequency B-spline wavelets [76], each of which satisfies some
but not all of the wavelet properties including the smoothness /order of zero moments, sup-
port in the time and frequency domains, symmetry, orthogonality /biorthogonality and the
availability of a fast transform algorithm. It is worth noting that complex wavelets fea-
turing both amplitude and phase information outperform real valued wavelets (featuring
only the amplitude information) in many applications where local phase information of
signals or images is needed. There are a number of ways to construct complex wavelets
with variant properties. Complex Gaussian, complex Morlet and complex frequency B-
spline wavelets are defined in the time domain with explicit expressions [76]. They are
not orthogonal and compactly supported, therefore there are no discrete wavelet trans-
forms (DWT) or FIR analysis/synthesis filters. Complex wavelets were also constructed
by designing complex conjugate quadrature filters (CQFs) which lead to the associated
complex wavelets [48]. Further efforts have been focused on the design of pairs of wavelet
filters to achieve desired orthogonality and symmetry properties of complex wavelet trans-
forms [46], [68], [75].

While the existing wavelets find more applications in communications, emerging
communication techniques call for the construction of new wavelets with desired proper-
ties that suit specific communication applications, and further drive the development of

wavelet theory.

1.2 OQutline of the thesis

The thesis addresses Doppler-robust system design in broadband wireless communica-
tions using a wavelet approach. For different scales of Doppler dispersions, two different
methods - herein termed ‘high-Doppler’ and ‘medium-Doppler’ methods - are exploited.
The high-Doppler method is developed for systems with extremely significant Doppler,
e.g. in UWA communications. The proposed method takes advantage of the multipath
and Doppler scaling as another dimension of diversity rather than an impediment to be

eliminated. The medium-Doppler method deals with Doppler dispersions smaller than
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1.2 Outline of the thesis

those in the high-Doppler method, but still significant to impair the effectiveness of the
conventional Doppler compensation methods. This scale of Doppler can be found in many
systems of radio vehicular communications. The proposed medium-Doppler method tar-
gets at improving the inherent robustness of the signal format rather than any forms of

Doppler estimation and compensation techniques.

The above two methods addressing the Doppler are made possible by the development
of a new family of wavelets, the complex rational orthogonal wavelets (CROWs), based on
the rational multiresolution analysis (MRA) framework. Theorems for the construction

of the CROWs and a detailed study of their properties are presented in chapter 2.

Given the fact that OFDM is a dominant technology in broadband wireless com-
munications, the medium-Doppler method is developed in the context of OFDM-based
broadband wireless communications. Utilising the wavelets proposed in chapter 2, the
construction of a new OFDM scheme - the CROW-based OFDM is presented in chapter
3.

Three applications of the CROWSs are then detailed in the following three chapters.
Chapter 4 presents the high-Doppler method for UWA communications using wavelet
pulse signalling in the transmitter. A transmultiplexer system model is presented to
characterise the multiscale nature of the channel and the recovery of scale-compensated

signal based on perfect reconstruction (PR) wavelet filter banks (FBs).

The medium-Doppler method is presented in the context of radio vehicular communi-
cations with OFDM-based mobile wireless local area network (WLAN) as a special case.
The application of the CROWs in this broadband communication scenario is presented in
chapter 6, where a multiband (MB) CROW-based OFDM scheme is proposed particularly
for high mobility WLAN applications.

In addition to the two applications of CROWs to cope with the Doppler dispersion,
another direct application of the proposed CROWs in broadband communications is the
design of UWB pulses based on the wavelet basis of the CROWSs. It is worth noting that
due to the carrier-less nature of the UWB impulse radio (IR) communication, M-ary PSK
modulation schemes are not yet considered for UWB single-band system because it is a
modulation method that is closely related to the phase of sinusoidal carriers. Therefore,

current UWB pulses are based on real signals. In chapter 5, we demonstrate that PSK
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Chapter 1 Introduction

modulation is possible for UWB IR by introducing complex UWB pulses. Two design

examples of complex UWB pulses are presented in chapter 5.

Considering that the applications of the CROWs in UWA and UWB communications
have the same nature of single carrier modulation while the WLAN application involves
multicarrier modulation, the application of CROWs to UWB IR is arranged as a chapter
right after chapter 4. Therefore, the three applications cover the characterisation of
CROW?’s application in single carrier modulation with the first two applications (chapter

4 and 5) and in multicarrier modulation with the third application (chapter 6).

The summary of main contributions of the thesis and the reflections on future work

are presented in chapter 7.
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Chapter 2

Real and Complex Rational
Orthogonal Wavelets

2.1 Introduction

This chapter presents the wavelet theory that forms the basis of the work in subsequent
chapters where the wavelet theory is applied to broadband communications. In this
chapter, a generalised method is proposed to construct real rational orthogonal wavelets
(RROWSs) and complex rational orthogonal wavelets (CROWSs) under the framework of
rational multiresolution analysis, MRA(M), where M is a rational number. Based on the
fundamental work on RROWSs by Auscher [14] and Baussard in [16], we derive explicit
formulae for a class of RROWSs with rational dilation factor of a = 1;’—1, which is a special
case of more general definition of RROWSs proposed in [16]. A new family of wavelets, the

CROWs, is then constructed based on the rational MRA structure of the RROWs.

It has been pointed out that we can always take the Hilbert transform of one wavelet
to form another wavelet [68]. We give a theoretical verification of this argument and
prove that complex wavelets with nice properties can be derived based on the two related
wavelets. Theorems and examples are given for the construction of CROWs with the
rational orthogonal property and whose real and imaginary parts form an exact Hilbert
transform pair. Since the classical Mallat’s MRA is a special case of the rational MRA(M)
with M = 2, these theorems also hold for the construction of complex dyadic wavelets.

Based on two real rational MRA(a) or a complex rational MRA(a) with a = %1-, a new

Page 9

B



2.2 Real Rational Orthogonal Wavelets (RROW)

class of CROWs is constructed. Besides the benefit it achieves by capturing the phase
information which the real valued wavelets lack, it has the unique rational orthogonal
property which is suited for specific application scenarios where binary orthogonality

achieved by dyadic wavelets is not sufficient for the scale resolution.

The properties of RROWs and CROWs are investigated including the scale orthogo-
nality, shift orthogonality, time-frequency localisation property and fast wavelet transform
(FWT) algorithm. The connection of the FWT structure with the rational sampling fil-
terbank (FB) design is also discussed.

The chapter is organised as follows. In section 2.2, theorems for the construction of
the RROWs are presented. Examples of the constructed RROWSs are given. Section 2.3
examines the time-frequency localisation property of RROWs. The theorems for the
construction of the CROWSs are presented in section 2.4. Section 2.5 presents the FWT
algorithms for RROWs and CROWSs. The connection of the FWT structure with the
rational sampling FBs is discussed in section 2.6. The computational complexity of the
FWT algorithm is examined in section 2.7. Section 2.8 presents the conclusions of this

chapter.

2.2 Real Rational Orthogonal Wavelets (RROW)

Real rational orthogonal wavelets were derived under the framework of a rational MRA
proposed by P. Auscher in [14], who proved that given any rational number M > 1, there
exists a finite set, 11, 1, ..., 1y, of functions in L*(R) such that the family M/?4,, (M7 x —
k), 4,k € Z, 1 <n < ¢,is an orthonormal basis for L?(R). An MRA with rational dilation
factor M was defined by:

Definition 1: An orthonormal MRA for L*(R) with dilation factor M (denoted by
MRA(M)) consists of a collection V;, j € Z, of subspaces such that
i) Vi C Vi, Vi € Z;
i) Njez Vi = 10} and ;g Vi is dense in L*(R);
1) f(x) € V; if and only if f(Mz) € Vyyy;
w) there exists a function ¢(x) € Vo such that {¢(x — k), k € Z}, forms an orthonormal
basis for V.
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Chapter 2 Real and Complex Rational Orthogonal Wavelets

Let W, be the orthogonal complement of V; in V. The following theorem for the wavelet
basis related to an MRA(M) is borrowed from [14]:

Theorem 1: With the Definition 1 and assuming M = %, p and q being relatively
prime integers with p > q > 1, there exists a set of p—q wavelet functions Py, e, ,Pp—q
in Wy such that the collection of functions (g)%wn((%’)jx —kq), k,j€Z, 1<n<p-—gq,
forms an orthonormal wavelet basis for L*(R).

It was further pointed out that the number of wavelets in Wy does not depend on the
choice of the 1;'s and the choice of the 1;’s is not unique. Associated examples of scal-
ing/wavelet basis functions with analytic expressions in frequency domain were presented.
By permitting more general types of roll-off in the transition bands of the frequency spec-
trum, this class of wavelets were generalised by Baussard in [16]. The definition of the

RROWSs was given as follows.

Let y(w) be an even and Coo(R) function defined by

4

0, w € [0,a]

2+ Bw—gr), wela,b]

, w € [b, Ma) (2.1)
— B(35 —qm), w € [Ma, Mb)

(=R E R ]

w € [Mb,+00),

“\
where M =p/q, p=q+1,a=(q—e)m, b= (qg+e)m, e €[0,(1+ M)~'] and § being an
odd and C(R) function such as

Yw € [em,+o0], Blw) = %, (2.2)
and w is in radians. Then the scaling function ¢(t) is defined as

o) < [, el < g o)

0, elsewhere

where ®(w) is the Fourier transform (FT) of ¢(t), defined as

B(w) = /_ " p(t)e T, (2.4)

The wavelet 1(t) is also defined by its F'T' as

;W

U(w) = sgnl¥™(w) sin(x(w))e ™2 (2.5)
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2.2 Real Rational Orthogonal Wavelets (RROW)

where sgn(.) is the sign function defined by

1 z>0
sgn(z) =<0, z=0 (2.6)
-1, = <O.

"To construct x(w) within the interval [a, b] and [Ma, Mb], a few construction functions

were proposed in [16]:

. 1+ c2os(x)’ (2.7)
y = 32?2 —2z% (2.8)
y = 102® — 152* + 62°, (2.9)
y = 35z* — 84x° + 7028 — 2027, (2.10)

which lead to different number of derivatives at end points (while z = 0,1) and the
corresponding fast decay property of the wavelet. A filter bank interpretation of Auscher’s
rational MRA and fast synthesis/analysis algorithms implemented in frequency domain

were proposed in [16].

Note that the parameter € controls the length of the constant passband ([b, Ma))
between two transition bands ([a,b] and [Ma, Mb]). An illustration of the spectra of

rational wavelets with ¢ = 2 and with different € values is shown in Fig. 2.1.

Similarly, this thesis is restricted to a study of the wavelet cases where M = 1 -I—% and
therefore a single 1)(¢) can be chosen with the desired regularity and decay properties. In
the sequel, we will denote scaling factors of this form by a. We derive explicit formulae [90]
for a special case of rational wavelets defined in (2.5) with rational dilation factors of
a = % =14+ % and with the constraint that its spectrum has no constant passband
between two transition bands (¢ = 1%‘1) The corresponding definition of the rational
scaling function ¢(¢) in the frequency domain can be derived as

(2m)3, w| < w;
Ow) = 4 (2m) 7% cos(FB(LIwl — 9)), wi < |w| < wy (2.11)
0, |w| > wa,
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Chapter 2 Real and Complex Rational Orthogonal Wavelets

04—
035—
03—
02—

02—

PSi(w)

05—
01—

005"

w (rad/s) €

(a) Spectra of RROW with q = 2, and € = 0 shown in the front

PSIW)

3 w (rad/s)

(b) Spectra of RROW with q = 2, and ¢ = 1_+a = % shown in the front

Figure 2.1. Spectra of RROW with q = 2 and with different ¢ values
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2.3 Time-Frequency Localisation Property of RROW

and the definition of the rational wavelet function (t) as

(2m) "2/ sin(3A(Llw| — q)), wi < |w] < wp

V(w) = | (@m)72e/T cos(58(LIwl - ), wp < o] < ws (2.12)
0, w| ¢ [wr,ws],
where
wio= - 2q(i 1)
Wy = aw
w3 = awy = a%w;. (2.13)

The construction function B(t) is selected to be the form of equation (2.10). The well-

known Meyer wavelet is actually one typical case of this class of wavelets by letting ¢ = 1
and thus a = 2/1.

Defining ¢y, (t) = a=*/%y(akt — ng), where k,n € Z, a = %, q € Z*, the wavelet
basis function () has the orthogonality property that

/1/)kn(t)1/}lm(t)dt = 0k—10m_n, k,l,m,n € 7, (2.14)

where 6,,n € Z is the Kronecker Delta function. The collection of functions {a*/ Zp(akt —

ng), k,n € Z} forms an orthonormal basis for L2(R).

The waveforms of the defined wavelets with ¢ = 1,2, and 3, are shown in Fig. 2.2.

2.3 Time-Frequency Localisation Property of RROW

In this section, the time-frequency localisation property of the RROW is examined. A
good time-frequency localisation of a wavelet is a desirable property in many applications,
e.g., the multicarrier modulation using wavelet basis functions as the orthogonal subcarri-
ers [35]. In a multicarrier modulation system, a good time-frequency localisation property
will reduce the intersymbol interference (ISI) and intercarrier interference (ICI) caused by

the loss of orthogonality between subcarriers in a time-frequency dispersive channel [35].

With the definition of the RROW wawvelet in the frequency domain, its time-frequency
dispersion product, AWAT, can be calculated analytically based on the definition of
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Figure 2.2. Real rational orthogonal wavelets with g = 1, 2 and 3.

AW AT [35]. For a given waveform g(t) centered around (0,0), the dispersion product of
frequency dispersion AW and time dispersion AT are defined by

@ary - | " Plg(o) Pt

@awy = [ ok, (2.15)

where G(f) is the frequency spectrum of g(t) and f is in Hz. The calculated dispersion
products for the RROW wavelets vary slightly with different g values and are listed in
Table 2.1.

Comparing to the Heisenberg uncertainty lower bound achieved by a Gaussian pulse,
AW AT = 0.0796, the dispersive products of the RROW wavelets have an excess of about
25%. This time-frequency localisation property is close to that of the Nyquist filter with

spectrum cosine roll-off factor o, = 0.85 [35].
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2.4 Complex Rational Orthogonal Wavelets (CROW)

Table 2.1. Time-frequency dispersion products of RROW wavelets

q | AWAT
1 0.1058
2 | 0.1018
5) 0.1002
4 | 0.0997
5 0.0995
6 | 0.0994
8 0.0992
20 | 0.0991
40 | 0.0990
100 | 0.0990

The time-frequency localisation property of the RROW wavelet with ¢ = 2 is exam-
ined by plotting its ambiguity function and comparing with the optimal Gaussian pulse
and rectangular pulse as shown in Fig. 2.3, Fig. 2.5 and Fig. 2.6. Because the RROW
wavelet is a passband signal, the ambiguity function of its envelope function is plotted
in Fig. 2.4 in order to illustrate its localsation property more clearly. We see that the
RROW wavelet has good localisation in both the time and the frequency domain, while

the rectangular pulse has strong sidelobes in the frequency domain.

2.4 Complex Rational Orthogonal Wavelets (CROW)

In this section we propose a new family of complex wavelets - the complex rational or-
thogonal wavelets (CROWs) based on the RROWSs. Assume there is an MRA(a), where
a=1+ % and ¢(t) and +(t) are the related scaling function and wavelet function respec-

tively. We claim that:

1) The collection of Vj, j € Z, where V; = {3, bep(ait — k), {bp} € £}, forms an-
other MRA(a) where ¢(t) is the Hilbert transform of o(t).

2) Let I/i/J be the orthogonal complement of V] in VjH, there exists a wavelet function
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f 2 rad/s)
T (s)

Figure 2.3. Ambiguity function of RROW with q = 2

Ambiguity funclion of the envelop of CROW wavelet with q = 2 (Ts = 10s)

L

e B { (2n rad/s)

Figure 2.4. Ambiguity function of the envelope of RROW with q = 2
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2.4 Complex Rational Orthogonal Wavelets (CROW)

Ambiguity funclion of Gaussian (Ts = 10s}

f (27 radfs)
()

Figure 2.5. Ambiguity function of a Gaussian pulse

Ambiguity function of Rectangular pulse (Ts = 10s)

[ 2n rad/s)

Figure 2.6. Ambiguity function of a Rectangular pulse
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Chapter 2 Real and Complex Rational Orthogonal Wavelets

@(t) in W, such that the collection of functions {'(Z)kn(t) = a‘%d;(ajt — kq), 4,k € Z}
forms an orthonormal wavelet basis for L2(R) where )(t) is the Hilbert transform of 9(t).

The above claims can be further summarised by the following theorem.

Theorem 2: If there are a scaling function ¢(t) and a wavelet basis function P(t)
associated with an MRA(a) defined in Definition 1 and a =1+ %, q € Z*, the Hilbert
transform of ¥(t), P(t) is also a wavelet basis function associated with another MRA(a)
with the orthogonality, f@;kn(t)vf)gm(t)dt = OptOm_n, k,£,m,n € Z, such that the col-
lection of functions {thn(t) = a~*2)(akt — ng), k,n € Z} is an orthonormal basis of
L%(R). There exists the corresponding scaling function $(t) which is the Hilbert transform
of ¢(t).

The proof of Theorem 2 is given in Appendix A. Define complex functions, ¢ (1) =
d(t) +ig(t), and 1y (t) = ¥(L) + #)(t). Under the condition that

< ",bk;,n(t),d:‘l,m(t) > = 07 ku n7 lvm € Z; (216)
we have the following theorem.

Theorem 3: If there exist a scaling function ¢(t) and a wavelel basis function Y(t)
associated with an MRA(a), a =1+ %, q € Z*, the complex function 4 (t) satisfying the
condition (2.16), is a complez wavelet basis function associated with a complex MRA(a) for
a complez functional space L*(R) with the orthogonality, S s g ()W 1 (8) AL = Ok —10m—n,
k,l,m,n € Z, such that the collection of complex functions {4 n(t) == —?a_kﬂd@(akt -
ng), k,n € Z} is an orthonormal basis of the complex valued L*(R). The complex function

¢ (t) is the corresponding complex scaling function.

The proof of Theorem 3 is verified immediately based on the two real MRA (a)s
and the orthogonality between the two sets of real wavelet subspaces. Notice that the

condition (2.16) imposes a constraint on the spectrum of (¢) that

& [/ \I!(akw)\ll*(w)e‘i”q(“kn_m)dw =0, k,n,m € Z, (2.17)
0

where S[-] returns the imaginary part of a complex signal. It can be easily proved that
the Littlewood-Paley wavelet [16] satisfies orthogonality for the complex MRA exactly.
We will also give examples that satisfy this condition approximately, while finding other

appropriate wavelets with the exact constraint is still an ongoing question.
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2.4 Complex Rational Orthogonal Wavelets (CROW)

It is worth noting that the Hilbert transform cancels the mean value of the signal,
therefore the spectrum of @(t) has a discontinuity at zero frequency, ®(0) = 0. This
discontinuity can be neglected if we use signals of zero mean or with the mean value
(the direct current (DC) component) removed before processing which is the case for
most of the signal processing problems. For the spectrum equality |®(w)| = |®(w)| and
{¢;j(t—k),k, 7 € Z} being the Riesz basis! of V; and Ujez V; = L*(R) to be exact, we may
define ®(0) additionally by |®(0)| = |®(0*)| or |®(0~)] in order to relax the constraint on
the spaces {VJ, j € Z} spanned by functions with zero mean. The wavelet subspaces Wj

are not affected by this property of Hilbert transform because of the bandpass property
of 9(t).

Notice that with the method proposed in this thesis, the two MRA(a)s related to
{¢(),1(t)} and {4(t),(t)} have the same two-scale relations between the neighboring
subspaces. For the dyadic case (a = 2), Selecnick [68] proposed another way that leads to
a pair of wavelets forming the Hilbert transform pair by designing two sets of lowpass and
highpass filters that converge to the corresponding scaling functions and wavelets. One of
the scaling functions is the time-shifted version of the other by % It is different from the
Hilbert transform relation of the scaling functions in this thesis because the two MRA(2)s
in [68] are based on two different sets of two-scale relations. This observation infers that
for the same Hilbert transform pair of wavelets, the relation between the two scaling
functions is not unique depending on the two-scale relations between the neighboring
subspaces of the two MRA(a)s.

Based on the example of RROW wavelets defined in the last section, we could develop
a family of CROWSs forming the complex MRA approximately. Based on the definition

in equation (2.12), we define the complex wavelet function as

Y (t) = 9(t) + 3 2), (2.18)

where 9(t) has the frequency spectrum defined in (2.12), and qﬁ(t) is the Hilbert transform
of 4(t) and is defined in the frequency domain by

¥(w) = —j sgn(w)¥(w), (2.19)

!See Appendix A.2 for a definition of Riesz basis.
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Figure 2.7. Complex Meyer wavelet with dilation factor of 2. (a) Real part of 1,bf) (t). (b) Imaginary
part of 1[)53) (t). (c) Spectrum amplitude of both real and imaginary parts. (d) Modulus
of ¢f)(t). (e) Angle of wf)(t). (f) Spectrum amplitude of wf)(t).

where sgn(.) is the sign function defined by

1, x>0
sgn(z) =<0, z=0 (2.20)
-1, z<0.

The real part and imaginary part of the complex wavelet form a Hilbert transform pair.
.. (t) is actually the analytic form of the RROW 9(%).

We see that three wavelets are obtained based on the definitions in (2.12), (2.19)
and (2.18) respectively. The first two, (t) and 4(t) are real wavelets and the third one
¥4 (t) is a complex wavelet. ¥(t) and ¢, (¢) are symmetric and P(t) is anti-symmetric.
The frequency spectrum of the complex wavelet, VU, (w) is supported on w > 0. Three

examples of designed complex wavelets are shown in Fig. 2.7, Fig. 2.8 and Fig. 2.9.

To examine the validity of the orthogonality condition on the wavelet spectrum as
shown in equation (2.17), we calculate the cross correlation of the scaled and shifted
wavelet basis functions, Ry, =< ¥(a*t),4(t — ng) >. The correlation parameters for
two wavelets with ¢ = 1,2,3 are plotted in Fig. 2.10. Although the spectrum constraint
in (2.17) does not hold exactly for all CROWSs when k = 0,1, the orthogonality condition
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Figure 2.10. Cross correlation of the scaled and shifted wavelet basis functions.

holds with high fidelity except for the complex Meyer wavelet (¢ = 1). It has relatively
large correlation at n = 1 within one scale (k = 0), which indicates that the complex
Meyer wavelet retains good scale and shift orthogonality except for the shift orthogonality
of integer 1. Notice the difference that the real Meyer wavelet (RROW with ¢ = 1) has
this shift orthogonality of integer 1. Although strictly not accurate, we still refer to the
complex Meyer wavelet as one of the CROWs based on its scale orthogonality and shift
orthogonality of integer n > 1, and study its properties together with the other CROWs.

Another interesting finding about the shift orthogonality of the CROWs is that, in
addition to the theoretical integer ¢ shift orthogonality for the CROW with scale factor
of a = 1 + 1/q which is proved under the rational MRA framework, all CROWs retain a
shift orthogonality of integer 2. This orthogonality does not hold exactly but with high
fidelity. A proof of this shift-2 orthogonality is detailed in Appendix A.4.
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Figure 2.11. Analysis filter bank of real rational orthogonal wavelet (p = q+1)
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2.5 Fast Wavelet Transform Algorithms

2.5.1 Time-domain Real FWT Algorithm for RROWs

In Baussard’s paper [16], the fast algorithm for RROWs was given and implemented in
the frequency domain. The corresponding pyramid analysis and synthesis algorithms for
real ROW with a = % are shown in Fig. 2.11 and Fig. 2.12.

The lowpass filters are computed by

g inaw (2.21)

where n = 0,--- , ¢ — 1. The highpass filter is given by

Glw) = \/a\Il(aw)

TR (2.22)

For simplicity, the notations IH,(w) and G(w) are used which are also known as
H,(e™) and G(e™) for discrete filters. The filters are of infinite length in the time
domain, therefore the pyramid algorithm in [16] was implemented in the frequency domain
in order to take advantage of the definition of filters in the frequency domain. However,
the time domain FB algorithm might be preferable to the block-by-block algorithm in
the frequency domain, especially for communications applications. We therefore propose
an FIR approximation of the fast analysis and synthesis algorithms not restricted to the

perfect reconstruction property but with a fidelity that suits communications applications.

Following the FB construction for the dyadic Meyer wavelet as shown in [80], we give

the example of FB construction for the CROW wavelet with ¢ = 2 and a = qTH = %
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Figure 2.12. Synthesis filter bank of real rational orthogonal wavelet (p = q+1)

The filters h,[n] and g[n] are constructed by synchronous sampling of the continuous
filters hy(t) and g(t) which are numerically constructed based on their definitions in the
frequency domain by (2.21) and (2.22). The lowpass and highpass synthesis filters ho [n],
hi[n] and g[n] are shown in the Fig. 2.13. Note that to conform to the spectrum of the
continuous filters h,(t) and g(t), the sampling rate f, is selected to be greater than or
equal to the Nyquist rate fNvauist = g + Z}% instead of 1. In Fig. 2.13, the sampling
rate is fs = g + 1/2 = 2.5. Accordingly, the analysis FB for time-frequency analysis
applications would require over-sampled input signals (2.5 times the Nyquist sampling
rate). Notice that the constructed filters hg[n], hi[n] and g[n] are therefore related to a
redundant MRA structure of a frame {¢£g;)j’k(t) = a3tp(alt—kby), a = 2, by = f,}, rather
than an R-wavelet {1,[)§'1])k(t), a = 2} (refer to Appendix A.2 for the definitions of frame
and R-wavelet). This redundancy leads to the shift-invariance property of the FB which
is closely related to the issue of synchronisation for communication applications. A proof

of the shift-invariance property is presented in section 2.6.

As a verification of the equality of the direct WT and the tree-structured FWT
algorithms, we examine the convergence of the iteration of the synthesis filters. Based on
the two-scale relation of the rational MRA as shown in equations (2.21) and (2.22), there

are

Olaw) = a” 7 H, (w)e’™™ ®(w) (2.23)
U(aw) = a”%G(w)P(w). (2.24)
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Figure 2.13. Synthesis filters h0, h1, g for real rational orthogonal wavelet (a = 3/2)

Therefore, the wavelet function can be generated by

U(w) = a_%G(a_lw)(I)(a_lw) (2.25)
= a"7G(a7'w) [J{a 2 Hu(a  w)e™ “10(0), (2.26)

where ®(0) = 1. Based on the filters shown in Fig. 2.13, the wavelet function ¥(3)(¢) can
be generated by the iteration of g and A0 (n = 0), or g and hl (n = 1). Fig. 2.14 shows
the comparison of the real ROW wavelet w(%)(t) and the output of 2, 4 and 6 iterations of
the constructed synthesis filters. The resemblance of the wavelet function and iteration

outputs demonstrates good convergence of the tree-structured FWT.

2.5.2 Time-domain FWT Algorithm for CROWs

The IWT/WT FB for RROWs facilitates pulse amplitude modulation (PAM) for RROW-
based signalling [90]. In comparison, the CROWs form complex signalling pulses and

facilitate the transmission of complex symbols for phase-shift keying (PSK) modulation or
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Figure 2.14. Convergence of iterated FB to the wavelet function

quadrature amplitude modulation (QAM). As shown in section 2.5.1, the tree-structured
IWT/WT FB for RROWS is based on the real MRA structure and the related real scaling
and wavelet filters. For CROWSs, a complex MRA is involved. As discussed in [92], for
a complex wavelet 1, (t) whose real and imaginary parts (¢(t) and ¥ (1)) form a Hilbert
transform pair, the way it related to a complex MRA structure is not unique. It depends
on the two-scale relations between the neighboring subspaces of the two real MRA(a)s

related to real wavelets ¢ (t) and 1) (t) respectively.

Based on a known real MRA denoted by its wavelet and scaling function {¢(t), ¢(t)},
we seek the construction of another real MRA whose wavelet function is @(t), and the
construction of a complex MRA whose wavelet function is ¥4 (t) = ¥(t) + jib(t). One
solution could be found in [67] for dyadic wavelets. Based on the known real MRA
{(t),¢(t)}, the corresponding scaling function for P(t) is the 1/2 shift of the scaling
function for (t). Two sets of scaling and wavelet filters are constructed for the two real
MRA structures. The two-scaling filters are offset to each other by a half sample and
the two wavelet filters form a Hilbert transform pair. The two scaling filters and two

wavelet filters then form the real and imaginary parts of the complex scaling filter and
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Figure 2.15. Direct design of rational sampling FB

complex wavelet filter respectively to construct the complex MRA. Another solution is
based on the Theorem 3 proposed in section 2.4. The corresponding scaling function for
(t) is @(t), the Hilbert transform of the scaling function for ¥(t), which leads to the
complex scaling function of ¢..(t) = ¢(t) + (). The two real MRA (a)s {$(t), 9(t)} and
{¢(t),(t)} have the same two-scale relations (or scaling and wavelet filters) between the
neighboring subspaces. In other words, the complex MRA {¢.(¢),%,(t)} involves only
real scaling and wavelet filters the same as those for the two real MRAs as shown in

section 2.5.1.

2.6 The Connection with Rational Sampling Filter Banks

The synthesis/analysis FBs shown in Fig. 2.11 and Fig. 2.12 can be further simplified
into 2-branch FBs based on the observation of the strong resemblance of Baussard’s FB
and Kovacevic and Vetterli’s rational sampling PR FB of the direct design method [47].
The connection between the two FBs provides a method to simplify Baussard’s FB by
replacing the parallel lowpass FB with a single branch. On the other hand, the knowledge
of Baussard’s FB gives a solution to the design of rational sampling FB based on the

rational orthogonal wavelet.

The direct design method in [47] is based on the equivalent FB structures shown in

Fig. 2.15. The proposed direct design method transforms a single branch with upsampling
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by ¢ and downsampling by p to a g-channel analysis bank with downsampling by p and
an inverse polyphase transform of size g, assuming q and p are coprime and ¢ > 1. The

filters in the g-channel analysis bank are defined by
H(z) = z4HY(2), (2.27)

where d; = |p-i/q| (|z] denotes the largest integer not greater than z), t; = p -7 mod
g and H(()v), vy H, 52)1 are the polyphase components of H with respect to g. The rational
sampling FB design problem is reduced to finding a perfect reconstruction structure for

a g-channel filter bank, with design constraints imposed on filters Hév), . H 33)1.

The above relations between the single branch rational sampling filter H and the
parallel FB H, can be utilised directly to simplify Baussard’s FB by replacing the parallel
lowpass filters h,, n =0,---,¢ —1 in Fig. 2.11 with a single branch filter with rational
sampling factor p/q as shown in Fig. 2.15. The equivalent filter H is derived as

H(z) = Hy(2%) + 2 WHPHOH(29) 4 - 4 2707 D0HPH 1 (29) (2.28)
o (14 2D g @D (59) (2.29)
A7) Ho (27), (2.30)

where A(z) =14 27 4+ 272+ -+ + 270, Hy(2) is given by equation 2.21 with n = 0.
The derivation is presented in Appendix A.4.

The connection between the two FBs shown in Fig. 2.11 and Fig. 2.15 also gives a
solution to the design of rational sampling FB with sampling factor of p/q, p=q+1,
based on the rational orthogonal wavelet with scale factor of @ = p/q = 1+ 1/q. The
nature of the continuous WT /IWT FBs forms the basis of perfect reconstruction (PR) and
shift-invariance (SI) properties of the designed rational sampling FB. The PR property
is verified immediately based on the essence of the wavelet transform pair. The shift-
invariant property of the iterated FB can be examined by evaluating the two-scale relation

of the wavelet lowpass filters h; and the highpass filter g proposed in [16]:

Gjoqri = P halps —rlaj1r, (2.31)
din = 3 _ dlon —rlaj 1., (2.32)
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where a;,, and d;, are the approximation and detail coefficients at the wavelet subspace
W; with shift integer of n, and s,r,4,7,n € Z. A shift of the approximation and detail
coefficients by 1 leads to the relations that

G s-tygsi = D hilps —r]aj_10—p, (2.33)

dj,(n—l) = Z gL’DTL — T’]a]’_lﬂ-_p, (234)

which infers that a delay of 1 at stage j means a delay of p? for the input signal. Therefore,
the FBs shown in Fig. 2.11 and Fig. 2.12 have the SI property. Notice that the FIR ap-
proximation of the wavelet analysis/synthesis filters prevents the WT/IWT, and thus the
PR and SI properties to be exact. However both properties hold with high fidelity based
on the good convergence of the FIR approximation to the continuous wavelet transform

as shown in section 2.5.1.

2.7 Computational Complexity of FWT

It is well known that given N input samples, the computational complexity of FWT for
dyadic wavelets is O(N + N/2+ N/4 + --- 4+ N2-U=1) = O(N), where J is the number

of tree levels. The number of data samples is halved after the filtering of each tree node.

Based on the FWT algorithm proposed in section 2.5, the computational complexity
of FWT for RROW/CROW can be evaluated in a similar manner. The computational
complexity has the order of O(N + Na™!' + Na™2 + - - + Na=U=1) = O(N), where a is

the scale factor.

2.8 Conclusions

The main contributions of this chapter are summarised in the following together with

some remarks.

1) Explicit formulae are derived for the definition of a special class of RROWs
with a good time-frequency localisation property desirable for communication

applications.
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Based on the general definition of RROWs in Baussard’s paper [16], this chapter
develops explicit formulae (2.11), (2.12) to define a family of RROWs as a special case. It
has no constant band between the two transition bands defined by a selected construction

function, which leads to a good decay property in the time domain.

2) The time-frequency localisation property of the RROWs is analysed.

An analytic evaluation of the time-frequency dispersion products of the RROWs
reveals a good time-frequency localisation property which is about 25% excess of the
Heisenberg uncertainty lower bound achieved by a Gaussian pulse and close to that of the

Nyquist filter with spectrum cosine roll-off factor a,. = 0.85.

3) A theoretical proof is given for the argument that the Hilbert transform of

one wavelet forms another wavelet from the MRA point of view.

It has been pointed out that we can always take the Hilbert transform of one wavelet
to form another wavelet [68]. A theoretical verification of this argument is given by prov-

ing the Theorem 2 proposed in section 2.4.

4) A generalised method is proposed to construct complex wavelets under

the framework of rational MRA (M), where M is a rational number.

A generalised method to construct complex wavelets is proposed as Theorem 3 in sec-
tion 2.4. The orthogonality condition and the corresponding constraint on the spectrum
of the wavelet basis function are derived to form complex orthogonal wavelets related to

a complex rational MRA structure.

5) A new family of complex wavelets - CROWs is proposed which forms a

complex MRA approximately.

Based on the special class of RROWSs with good time-frequency localisation property
and the generalised method to construct complex wavelets, a new family of complex
wavelets - CROWs is proposed which meets the complex orthogonality condition (2.16)
approximately. The CROWSs have many desirable properties including

e explicit expression in the frequency domain,
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e rational scale orthogonality,

e shift orthogonality,

e compact support in the frequency domain by 27 (rad/s),

e effective support in the time domain by [-8, §],

e symmetry - symmetry for the real part and anti-symmetry for the imaginary part,
e quadrature between real and imaginary parts,

e good time-frequency localisation - a time-frequency dispersion product of 25% in

excess of the Heisenberg uncertainty lower bound,

e availability of a fast wavelet transform (FWT) with computational complexity of

O(N).

With the unique rational orthogonality, this family of wavelets is a promising signal
processing tool for many application fields in image processing and communications. In
particular, CROW'’s scale/shift orthogonality and good time-frequency properties form
the basis of CROW-based multicarrier modulation (MCM)/OFDM schemes for broad-
band communications, which is detailed in chapter 3. Its explicit expression in the fre-
quency domain, good time-frequency localisation, and shift orthogonality also makes it a
good candidate of optimum shaping pulse in single carrier modulation schemes. CROW’s
application in three specific communication scenarios based on both single wavelet pulse
signalling and CROW-based OFDM are detailed in chapter 4, chapter 5, and chapter 6

respectively.

6) Time-domain FWT algorithms are derived for RROWs and CROWs.

Since the CROW wavelet is infinite in the time domain, there is no FIR solution
of the analysis/synthesis filters for the fast wavelet transform (FWT). The FWT that is
available is implemented in the frequency domain as shown in [16], or by a FIR-based
approximation similar to the derivation of the discrete Meyer (dMeyer) wavelet from the

Meyer wavelet as derived in section 2.5.

The availability of the time-domain FWT algorithm facilitates CROW’s practical ap-

plications in real-time communication systems. In addition, the connection between the
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FWT FB and the rational sampling FB provides a method to simplify the FWT FB and

further reduce the computational complexity.

7) A generalised solution is proposed for the design of rational sampling FB
with good PR and SI properties based on the tree-structured FWT FB.

The connection between the FWT FB and the rational sampling FB also gives a gener-
alised solution to the design of rational sampling FB with sampling factor of p/q, p = q+1,
based on the knowledge of the rational wavelet FB with scale factor of a = p/q = 14+1/q.
The nature of the continuous WT/IWT FBs forms the basis of perfect reconstruction
(PR) and shift-invariance (SI) properties of the designed rational sampling FB. Although
the FIR approximation of the wavelet analysis/synthesis filters prevents the WT/IWT,
and thus the PR and SI properties to be exact, the PR and SI properties hold with high
fidelity based on the good convergence of the FIR approximation.
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Chapter 3

CROW-based Orthogonal Frequency

Division Multiplexing

3.1 Introdution

Based on the complex rational orthogonal wavelet (CROW) with a fractional dilation
factor a =1+ -;-, q € Z* proposed in chapter 2, a new OFDM scheme is proposed in this
chapter. As mentioned in chapter 1, the existing OFDM schemes could be classified into
two categories according to the type of subcarrier pulse shaping filters - the DFT-based
OFDM [81], [23], [21] and the wavelet-based OFDM [60], [51], [31]. A DFT-based OFDM
scheme achieves good ISI suppression by adding a cyclic prefix (CP) but is very sensitive
to frequency dispersion due to the large sidelobes of the subcarrier spectrum that cause
severe inter-carrier interference (ICI) because of the loss of orthogonality among subcarri-
ers. In contrast, the orthogonality and time-frequency localisation properties of CROWs
form the basis of the CROW-based OFDM scheme with good inter-symbol interference
(ISI) /inter-channel interference (ICI) mitigation through time-frequency dispersive chan-
nels. Compared with the existing wavelet-based OFDM schemes which are all based
on dyadic wavelet or dyadic wavelet packets with a scale factor of 2, the CROW-based
OFDM scheme has an improved bandwidth efficiency based on a fractionally dilated and
overlapped tiling of the T-F plane.

The power spectral density (PSD) and bandwidth efficiency of the CROW-based

OFDM signal are analysed. More specifically, it is revealed that for a special case of
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CROW-OFDM with ¢ = 1, significant improvement on bandwidth efficiency is achieved
which reaches 1.5 times the 'maximum’ value 1 symbol/Hz/s achieved by DFT-based
OFDM without CP. The CROW-OFDM transceiver design is presented based on the
CROW synthesis/analysis FBs proposed in chapter 2.

The chapter is organised as follows. In section 3.2, we present the construction of the
CROW-OFDM signal. Its ISI/ICI cancellation properties are discussed in section 3.3. Sec-
tion 3.4 and section 3.5 examine the PSD and bandwidth efficiency of the CROW-OFDM
signal respectively. The CROW-OFDM transceiver design is detailed in 3.6. Section 3.7

presents the conclusions of this chapter.

3.2 CROW-OFDM Signal Construction

For comparison, we show both the DFT- and CROW-based OFDM signal construction.
The traditional DFT-based OFDM signal can be expressed as a sum of single carrier

modulated signals:

,/ ZZC pedmGondNt gy BTy, (3.1)

k n=0
where NV is the number of subcarriers, ¢(t) is the pulse function, Af is the frequency
offset between carriers, F; is the power of the signal, T, = T,, + T, is the time of the
complete OFDM signal where T, is the useful time, T} is the guard time, ¢, is the
complex symbol sequence, and fj is the frequency component for carrier modulation that

moves the baseband OFDM signal to the desired frequency band.

The CROW-based OFDM signal can be expressed as

=2 S ot a3, (32)

k n=0

where 1), (t) is the wavelet basis function, a is the wavelet dilation factor, and ng is the

initial scale factor that controls the bandwidth of the OFDM signal.

One special feature of the CROW-based OFDM (similar to the dyadic wavelet-based
OFDM) is that each subchannel has a different symbol period valued at a~ ™+ T, for
the n-th channel. At the receiver, the symbol sequence ¢, . is recovered by the perfect

reconstruction (PR) wavelet analysis filter bank followed by multirate sampling. The
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Figure 3.1. Block diagram of DFT-OFDM

block diagrams of the modulation/demodulation process for the DFT- and CROW-based
OFDM systems are shown in Fig. 3.1 and Fig. 3.2 respectively. The function h(t) in
Fig. 3.1 is a filter matched to the pulse function g(¢) and h(t) = g*(—t).

3.3 ISl and ICI Cancellation Property of CROW-OFDM
Signal

As discussed in chapter 2, the CROW wavelets have rational orthogonality controlled by
the parameter g. The orthogonal wavelet subspaces have the dilation factor of a =1+ %.
We define ¢, (1) = a~*/%¢)(akz — ng), where k,n € Z, a = 1+ %, g € Z*. The function
Yy kn(t) is defined as the analytic form of 94, (t). The wavelet basis function 4 (t) has
the orthogonality

/w-l-,kn(t)d)i,lm(t)dt = 20k_10m—n, kK, l,m, n €7z, (33)

such that the collection of functions {@a_’“/%/)(akm —ng), a =1+ %, k,n € Z} is an
orthonormal basis for the complex valued L*(R). This orthogonality of the CROW bases
makes it qualify as a candidate of the orthogonal OFDM subcarrier pulse shaping filters.

For multicarrier modulations, the time-frequency localisation property of the carri-

ers is important for the transmission over a dispersive channel. A good time-frequency
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Figure 3.2. Block diagram of CROW-OFDM

localisation property will reduce the ISI and 1CI caused by the loss of orthogonality be-
tween subcarriers [35]. An investigation on the time-frequency localisation property of the
CROWs is presented in chapter 2, section 2.3. The time-frequency dispersive products of
the CROW wavelets are calculated, which have an excess of about 25% compared to the
Heisenberg uncertainty lower bound and are close to that of the Nyquist filter with spec-
trum cosine roll-off factor a;,, = 0.85 [35]. An illustration of the ambiguity functions of the
CROW wavelet basis function with ¢ = 2 and a rectangular pulse in Fig. 2.4 and Fig. 2.6
shows that the CROW wavelet has good localisation in both the time and the frequency
domain, while the rectangular pulse for DFT-OFDM has strong sidelobes in the frequency
domain. The good time-frequency localisation property of the CROW basis leads to im-
proved ISI and ICI mitigation performance in time-dispersive channels because of reduced
spectrum sidelobes compared to the conventional rectangular pulse based DFT-OFDM.
This ISI and ICI cancellation property of the CROW-OFDM is further demonstrated
by supporting simulations through time and frequency dispersive channels detailed in

chapter 6.

Page 38



Chapter 3 CROW-based Orthogonal Frequency Division Multiplexing

3.4 Power Spectral Density of CROW-OFDM Signal

As detailed in chapter 2, the CROWSs are derived from a rational MRA. The wavelet

subspaces are generated by the span of wavelet bases

2
Wi = Span{%a—k/%ﬂr(akt —-nq)}, k,n € Z. (3.4)
Define the space
V2 k/2 k
Vik= Span{Ta— ¢(akt —n)}, k,n € Z. (3.5)

There is
Viwgry = Vip® Wiy
= Dje(-oo i)W (3.6)

Therefore, the CROW-based OFDM signal z(t) defined in (3.2) lies in the finite sum
of subspaces @ jeing,no+(v—1)W4,; C V4 (no+N)- The power spectral density (PSD) of the
CROW-based OFDM can then be derived as

Scrow (W) = Es| Py (ne+n) (W), (3.7)

where E; is the signal energy, @, (,+n(w) is the frequency spectrum of Bt (no+ M) (t) =
¢4+ (a™+M)t). This result indicates that similar to the dyadic wavelet based OFDM [51],
the CROW-OFDM signal has a bandwidth requirement equivalent to a QAM signal with
b4 mo+n)(t) as the signalling pulse, and could be used on channels currently supporting
QAM modulation [51].

3.5 Bandwidth Efficiency of CROW-OFDM Signal

Following Lindsey’s derivation of bandwidth efficiency for dyadic wavelet/wavelet packet-
based OFDM in [51], the bandwidth efficiency of the CROW-based OFDM signal can be

derived ag

J

2 .

Pcrow = (1+E ak)
=1

a?w;

v ¥|w
>

(14+a™h), (3.8)

+
ke
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3.5 Bandwidth Efficiency of CROW-OFDM Signal

where B is the number of bits per symbol. 3 is the percent excess bandwidth required
beyond the Nyquist signalling bandwidth and is defined by 8 = AfyTs — 1 = n; ! — 1,
where 7; is the density of the discrete lattice of the transmit points formed by (t) in
phase space [35], A fy is the frequency bandwidth of the wavelet basis function (t) and T}
is the symbol period equivalent to the truncation length of ¢ (¢), Tp;, with non-overlapped
signalling. The scale [;’s come from the rational overlapped partition of the interval [0, 1)

with dilation factor of a and Z;’Zl a% = q. The factor

2
2

e is introduced for normalisation

purposes because the spectrum of the wavelet basis is localised between w; and a%w, as
defined in section 2.2. For comparison, as derived in [51], the bandwidth efficiency of
the dyadic wavelet and wavelet packet-based OFDM signals with dyadic partition of the
interval [0,1) and the spectrum of the wavelet basis function localised between 7 and
2m, are given as ppwy = pwpm = %. The bandwidth efficiency pcrow has a gain of
(14+a71) over ppw and pwpa for similar B values. The improved bandwidth efficiency
can be illustrated by the tiling of the T-F plane with the 4/3 wavelet as shown in Fig. 3.3.
The spectrum of the wavelet basis function wi%) () is localised between T and 327” with
a bandwidth of 27 (rad/s).

“J‘l-
:

Figure 3.3. T-F tiling of the 4/3 wavelet

An interesting feature of the CROW-based OFDM is that the overlapped (OL) sig-
nalling can be adopted to improve the bandwidth efficiency based on the shift-orthogonal
property of the wavelets. Assuming a truncation length T), = 10 (s), the density of non
overlapped signalling n¥Or ﬁwTS = 0.1, where T, = T}, and Af, = 1 (Hz). With OL
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Chapter 3 CROW-based Orthogonal Frequency Division Multiplexing

signalling, we have Pl = %‘”nlN e ¢+ The possible ¢ has to be less than T}, for the
overlapping scheme to make sense. An illustration of the achieved bandwidth efficiency
for different ¢ values with both non-overlapped (NOL) and OL signalling is shown in
Fig. 3.4. Notice that a significant improvement on bandwidth efficiency is achieved for
q = 1 with a bandwidth efficiency of 1.5B (bits/s/Hz) 2. It is even greater than that
of DFT-OFDM without CP, 1B (bits/s/Hz), which is known as having the "maximum”
bandwidth efficiency based on Nyquist rate sampling. This improvement is made possi-
ble by two important features of the CROW-OFDM subcarriers: the shift-orthogonality
and overlapped partition of the frequency plane. The high bandwidth efficiency of the
CROW-OFDM signal is further verified by simulations presented in chapter 6 where
CROW-OFDM’s application to wireless local area network (WLAN) is examined.

CROW-OFDM Spectrum Effciency B with different q values
15 T T T

T T T T T T

—*— R with overlapped signalling
—#— R with non-overlapped signalling

B with nN°L= 0.1 without overlapped spectrum
)

o
o

Spectrum efficiency (B where B is bits/symbol)

0 10 20 0 40 50 60 70 a0 0 100

Figure 3.4. Bandwidth efficiency of CROW-OFDM with different q values

“Notice that the corresponding wavelet is the RROW with g = 1 for PAM modulation, because CROW
with ¢ =1 is not shift orthogonal by integer 1.
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3.6 CROW-OFDM Transceiver Design

3.6  CROW-OFDM Transceiver Design

3.6.1 Parallel-FB-structured Transceiver

The modulation and demodulation of the CROW-OFDM signal could also be directly im-
plemented by parallel FBs as shown in Fig 3.2. The filters in the subchannels are scaled
versions of one prototype filter constructed by sampling the wavelet function (). At the
reasonable cost of increased computational complexity compared to the tree-structured
FBs, this parallel structure has the benefit of improved robustness against synchronisation
error based on a novel demodulator design [91] and could be implemented efficiently via
advanced DSP technology using parallel calculation. For very long filters (for wavelets
with large q values), more efficient implementation is available via FFT-based fast con-
volution algorithms [65], [18].

3.6.2 Tree-structured Transceiver

Based on the tree-structured FWT synthesis and analysis FBs proposed in chapter 2,
section 2.5, a general tree-structured modulator and demodulator structure for CROW-
OFDM can be constructed as shown in Fig. 3.5 and Fig. 3.6. They are equivalent to the
block diagram of CROW-OFDM transceiver based on parallel synthesis and analysis FBs
as shown in Fig. 3.2 with N = 4. The input signals {cy;, ¢ = 0,--- ,3} are complex
input symbols. The function ¢, (t) serves as a complex lowpass filter and also represents
the reconstruction of a signal from its wavelet coefficients. The transmitted signal ()
has to be a real signal and requires the R[] operation which gets the real part of a
complex signal. The two FB solutions proposed in section 2.5.2 lead to different single-
level synthesis and analysis FBs. The first solution requires complex scaling and wavelet
filters while the second solution requires real filters and has exactly the same single-level
synthesis/analysis FBs as shown in Fig. 2.11 and Fig. 2.12. Therefore the second solution
has almost half of the computation complexity of the first solution, and is thus adopted

in the transceiver design in simulations detailed in chapter 6.
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Single-Level

ko Synthesis FB )
Single-Level
e Synthesis FB )
Single-Level
€ Synthesis B :
= ] Single-Level
yyimm Synthesis I'B ¢+ (t) R[] (1)
Figure 3.5. CROW-OFDM transmitter structure
Single-Level
N Analysis KB H
Single-Level k0
’ Analysis FB ¢
Single-Level g
i Analysis FB ¢
Single-Level 12
YO —— ¢~ Analysis FB G

Figure 3.6. CROW-OFDM receiver structure

3.7 Conclusions

The main contributions of this chapter are summarised in the following together with

some remarks.

1) A new OFDM scheme is proposed based on the CROWSs proposed in chap-
ter 2.

The orthogonality and good time-frequency localisation properties of the CROWs
form the basis of the proposed CROW-OFDM scheme that is suitable for the application
in time and frequency dispersive channels. For rectangular pulse based DFT-OFDM with-
out CP, it has the maximum bandwidth efficiency of 1 symbol/Hz/s, but is very sensitive
to frequency dispersion because of the strong sidelobes in the frequency domain. It is
known that the introduction of a guard interval will improve the robustness against time
dispersion, but has no effect against the frequency dispersion. In this case, the CROW-
OFDM would definitely perform better with reduced ICI through frequency dispersive
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channels due to its considerably lower frequency sidelobes.

2) The PSD and bandwidth efficiency of the CROW-OFDM scheme are anal-
ysed.

Formulae (3.7), (3.8) to calculate the PSD of the CROW-OFDM and the bandwidth
efficiency of both non-overlapped and overlapped CROW-OFDM signals are derived. As
a special case of CROW-OFDM with ¢ = 1, significant improvement on bandwidth effi-

ciency is achieved which reaches 1.5 times the ‘maximum’ value 1 symbol/Hz/s achieved
by discrete Fourier transform (DFT) based OFDM without cyclic prefix (CP).

3) The CROW-OFDM transceiver is designed based on the tree-structured
FWT FB proposed in chapter 2.

In addition to the CROW-OFDM transceiver based on the direct design with a par-
allel wavelet FB, a more computationally efficient transceiver structure is proposed based

on the tree-structured FWT FB proposed in section 2.5, chapter 2.

A specific application scenario that could benefit from the Doppler robustness of the
CROW-OFDM is the radio vehicular communication where the motion of communication
platforms leads to the Doppler dispersion of the signal transmission. The performance of
the CROW-OFDM in radio vehicular communication channels is further investigated in

chapter 6 with mobile WLAN as a specific application scenario.
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Chapter 4

CROW'’s Application to Underwater

Acoustic Communications

4.1 Introduction

This chapter addresses the issue of Doppler dispersion in broadband UWA communica-
tions. A broadband Doppler compensation structure is proposed. The proposed structure
avoids the explicit estimation of accumulated/instant Doppler scale, that is, the averag-
ing process, by capturing the information carried by signals of all (or dominant) existing
Doppler scales. The scale-compensated signal is then reconstructed via diversity combi-
nation. Based on wavelet pulse signalling in the transmitter, a transmultiplexer system
model is presented to characterise the multiscale nature of the channel and the recovery of
scale-compensated signal based on perfect reconstruction (PR) wavelet filter banks (FBs).
The effective implementation of this structure generates new designs of wavelet shaping
pulses with very fine scale resolution, which is the motivation of the work in chapter 2.
The special class of wavelets, rational orthogonal wavelets with a scale dilation factor of
a’ 1 j € 7,1 < a < 2 asdetailed in chapter 2, are adopted for this application. The design
and performance characteristics of optimum receivers for this class of wavelet-based com-
munication system are investigated. To be more specific, the presentation of the theory

and properties is focused on for a general class of idealised multipath/Doppler channels.
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4.2 Rational Wavelet-based Transmultiplexer System Model for Doppler
Compensation
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Figure 4.1. Transmultiplexer system model

The chapter is organised as follows. In section 4.2, we present the wavelet-based
Doppler compensation structure. The design of optimum receivers is detailed in sec-
tion 4.3. Section 4.4 presents the simulations that examine the system performance.

Conclusions are made in section 4.5.

4.2 Rational Wavelet-based Transmultiplexer System Model

for Doppler Compensation

In this section, we present the broadband Doppler compensation structure with rational

wavelet pulse signalling using wavelets proposed in chapter 2.

The multipath/Doppler channel is modelled as [93]

vy = [ " 2t — )he(r — )dr + £(2), (4.1)
=1 Y~

where L is the number of dominant paths, 7, and 7, are the Doppler scale and delay for
the path indexed by £, h,(t) is the impulse response of the channel for path ¢ which is
defined to be independent of delay and Doppler effects, z(¢) and y(t) are the input and
output signals respectively, and £(t) is the additive white Gaussian noise (AWGN). We
assume that no significant ISI is present on each path, i.e., he(t) = ped(t), where p; is

the constant complex attenuation coefficient of path £ and 4(¢), ¢ € R is the Dirac Delta
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Chapter 4 CROW'’s Application to Underwater Acoustic Communications

function. Notice that because of the scaling effect by 7, the time delay of each path
observed in the receiver is % We take account of this effect and to make the notation
simple, 7 is used to denote the delay factor relative to the receiver and is redefined in
subsequent equations as 7, = ;—‘;, where 7'2 is the 77 in (4.1). The broadband channel model
is then simplified to

y(t) =Y pex(net — 72)) + £(2). (42)

=1

With wavelet pulse signalling, the transmitted signal is expressed as
z(t) =Y s(k) (t — kT), (4.3)
k
where (t) is the wavelet basis function as the shaping pulse and {s(k)},k € Z is the
symbol sequence mapped as the amplitude of the shaping pulses. In this thesis, we assume
s(k) € {sm; Sm =0, m =1,2,--- M}, where {s,,} denotes the set of M real equally
spaced amplitudes in accordance with the M-ary-PAM signalling scheme, and T' is the

symbol period. With the channel model in (4.2), the received signal can be expressed as
L
y(t) = pe Y s(k) p(ne(t — 7)) — kT) +£(1). (4.4)
=1 k

We assume?® that the Doppler scales {7, 1 < ¢ < L} can be sufficiently approximated
by the set {a=% : a=% =y, ap € Z,1 < £ < L}, where a is chosen as 1 < a < 2,a € R, for
a fine partition of the continuous scale coordinate. We also suppose y(t) is to be sampled
with a period of Ty in the receiver and the delay 7, can be uniquely decomposed into
two parts, 77 = a"‘fTZ(l)Ts + TZ(Z)TS, where ’Te(l) and Te(z) are integers, and Te@)TS < a%Ty.

Equation (4.4) can then be rewritten as

3
y(t) = Z Pe Z Z s(k) 6n_T51)_an P(a*t — nTy)
/=1 n k
x O(t—10T) +£(t), n€Z, (4.5)

where J,,,n € Z is the Kronecker Delta function, and T, = {T%J is the number of samples

per symbol where the operation |-| rounds %;— to the nearest integer less than or equal to

3Note that the Doppler scale 1; can be defined by 7, = 1 4 9J;, where 9 is the Doppler shift to carrier
frequency ratio [40]. ¥ is on the order of 107 or less for cellular communications [40], and could reach the
order of 10™2 for vehicular UWA communications [70]. This general assumption holds mathematically

since 7; can always be approximated by the power of q, if a is selected to be close enough to unity.
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4.2 Rational Wavelet-based Transmultiplexer System Model for Doppler
Compensation

its value. The symbol * represents the convolution operation. Te(2) can be recognised as
the synchronization error. The term of §(t — 7'5(2) T,) in (4.5) can therefore be removed to
the receiver part and be mitigated via proper tracking techniques at the receiver. Letting
Yin(t) = a™*/? 4p(a™*t — nT;) and using the same notations as in [79], we can then write

y(t) as an inverse discrete wavelet transform (IDWT),

L
y(t) = Z Z Yowr(ae, n)Yaen(t) + £(2), (4.6)
=1 n
where
YDWT(O!g, ’I’L) = aa5/2p€ Z S(k‘)(sn_q_én_an), (47)

k
which is a delayed, attenuated and periodically zero inserted version of the symbol se-

quence {s(k)}. The time delay Te(l) is resolved together with the wavelet coefficients
YDWT(OQ,’IL) by DWT.

The whole system can then be modelled as a transmultiplexer FB followed by diversity
combination as shown in Fig. 4.1, where F,(jQ) and H(jQ) are transfer functions of
wavelet synthesis and analysis filters fi,(¢) and hy(t) respectively [79]. The filters fi(t)
and hy(t) construct a PR wavelet FB and have the relation with the wavelet function ()

as

f) = ¥(@), (4.8)
fe®) = a2 f(a7Ft) = p(t), (4.9)
and
f(t) = h*(=t), (4.10)
fi(t) = hi(=1). (4.11)

The wavelet signalling and channel transmission are modelled as a wavelet synthesis pro-
cess. The Doppler dispersion is resolved by wavelet analysis in the receiver with output
wavelet coeflicients as the multiple versions of the symbol sequence as derived in (4.7).
Notice that this equivalent system model as shown in Fig. 4.1, resembles a wavelet-based
modulation scheme known as fractal modulation [84], [13]. In other words, the transmis-

sion through the multipath/Doppler channel converts a simple PAM signal into a class
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Chapter 4 CROW's Application to Underwater Acoustic Communications

of rational-homogeneous signals * as in fractal modulation. Therefore, the receiver part
resembles the demodulator of fractal modulation for an ideal AWGN channel. With a
knowledge of maximum speed of moving transceivers (either approaching or departing
from each other), we can always estimate the maximum Doppler spread and set the ref-
erence scales - maximum compression scale a’ and maximum dilation scale a~! with
~J<oay<I, 1<¥<L, I Je&Z" Therefore, a maximum of (/ + J + 1) channels is
needed as shown in Fig. 4.1. The channel information-carried multiple symbol sequences

can be recovered with perfect reconstruction transmultiplexer FBs.

For simplicity we discuss a PAM signalling scheme, therefore only the RROWs are
involved. The extension to PSK signalling with the CROWs is straightforward. According
to the definition in chapter 2, the RROWSs are compactly supported in the frequency
domain and therefore have infinite support in the time domain. However, by carefully
defining the frequency spectrum they could have a sufficient decay in the time domain.
This ensures their application as a shaping pulse. With respect to the desired properties
ol the pulse shaping wavelets for the Doppler compensation structure, there may be other
wavelet candidates for this application. The exploration of more wavelet candidates can
be treated as another issue which is beyond the scope of this thesis. It should also be
noted at this point, that scale factors in practical UWA channels are typically quite close
to unity, and as such the values of ¢ used in this thesis are somewhat unrealistically small,

however they permit the design process to be presented in a much simpler manner.

4.3 Optimum Receiver Design

In this section, we design the optimum receivers based on the PR wavelet analysis FBs
and discuss the characteristics of the receivers that are optimal under the ML decision

rule.

4The concept of rational-homogeneous signals is defined in the sense that they satisfy the rational
similarity property with rational scale factor of 1 < a < 2, in contrast to the dy-homogeneous [84] signals

with dyadic self-similarity property.
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4.3 Optimum Receiver Design

4.3.1 Equivalence of the Doppler Compensation Structure with An

L-th Order Diversity Communication System

As shown in equations (4.6) and (4.7) in section 4.2, with rational orthogonal wavelet pulse
signalling, the received signal through the multipath/Doppler channel is a synthesised
signal with input wavelet coeflicients in certain wavelet subspaces as the delayed, attenu-
ated and periodically zero inserted versions of the symbol sequence {s(k)}. Equivalently,
the receiver is provided with the independently fading replicas of the same information-
bearing signal. This coincides with the concept of diversity. Comparing with the existing
diversity techniques, such as frequency diversity, time diversity and space diversity, the
diversity provided by the multiscale nature of the multipath/Doppler channel and rational
orthogonal wavelet signalling could be termed “scale diversity” in the sense that the same

information is carried by multiple signals that are orthogonal in scale.

Assume there are L dominant paths. The frequency-selective fading multipath/Doppler
channel is resolved into L flat fading channels with independent modulation of the same
information for each channel. The signals transmitted over the multiple channels are

given by
To(t) = Zs(k) P(a=t — kT)
. ad?z ) Ve, (t — a®KT). (4.12)
Notice that the same symbol sequence {s(k)} is transmitted at different rates a=*¢T" over

multiple channels.

In light of this further insight of the transmultiplexer system model, we see that the
addressed wavelet-based Doppler compensation system is identical to an L-th order diver-
sity communication system. Therefore the optimum receiver design and the performance

characterisation are also identical to those of an L-th order diversity system.

4.3.2 Optimum Receiver Construction

We consider optimum receivers for a symbol-by-symbol detection based on the ML cri-
terion. We first recall some facts on the optimum receiver design for a diversity system.

Readers are referred to books on communication theory, e.g. [62] for more details. The
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Figure 4.3. Type 2 receiver for M-PAM signal

notations in [62] are adopted in this section. We use a ML decision rule that is based

on the maximisation of the likelihood function P(r|s,), m = 1,2,---,M, where r is

the output observation vector of a correlation or matched filter demodulator and s, are

the M-ary signal points. It is equivalent to finding the signal s,, that maximises the

correlation metrics:

C(r,sm) 2 < T,8m > —|smll?, (4.13)

&
2/_ r(t)sm(t)dt — €, m=1,2,--+ M
0

where 7(t) is the received signal, sy, (t) is the M-ary signal waveform and ¢, is the energy

of the signal s,,(t). For an L-th order diversity system, the optimum decision is made by

Page 51



4.3 Optimum Receiver Design

maximising the combined correlation metrics
L
CMp =Y Cx™ sp), (4.14)
n=1

where (™ is the output observation vector of the n-th subchannel. Based on the correla-
tion metrics C(r,s,,), the optimum receiver can be realised by a correlation or matched
filter demodulator followed by symbol detection via selecting the signal corresponding to

the largest C(r, s,,). Note that the vector r is reduced to a scalar r for PAM signalling [62].

Returning to the wavelet-based transmultiplexer system model, we see that the
PR wavelet analysis FB actually plays the role of an optimum multichannel matched
filter demodulator (also called a Rake receiver) for the transmitted signals z,,(t) =
a®e/2 3" (k) o, (t — a®kT,). The receiver can be regarded as a Rake-type receiver
working not only in the time domain in the sense of resolving the multipath, but also in
the scale domain in the sense of resolving the Doppler scales. The matched filters hy(t)

are related to the wavelet basis functions ¢ (¢) as

hie(t) = (1) (4.15)

Since the wavelet function 1(¢) is real and symmetric as shown in section 2.2, we have

Y*(—t) = 1(t) which is used to simplify the derivation of related formulae.

We then consider the construction of optimum receivers for M-ary PAM wavelet
signalling. We see that the multipath/Doppler communication system is identical to an
L-th order diversity system with independent M-ary PAM on the waveforms of {1, (%),
1 < ¢ < L} over L subchannels. With the PR property of the orthogonal wavelet FB,
the optimum receiver can be constructed as shown in Fig. 4.2. The wavelet coefficients
are recovered by a downsampler operating at the rate a *nT,. The symbol sequence is
then obtained by further downsampling with a sampling factor of T,,. The combined
downsampling factor is a *T" as shown in Fig. 4.2. Although we use a maximum of
(I + J + 1) channels to capture the information of all possible Doppler scales, we only
show the channels corresponding to the existing Doppler scales {a=*,1 < ¢ < L} in the

recerver.

Note that Fig. 4.1 illustrates the computation of DWT, not the discrete-time wavelet
transform (DTWT) [79], thus the continuous-time sampling factor a=*nT; is allowed for

the implementation. For a discrete-time implementation of the receiver, we actually
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Chapter 4 CROW'’s Application to Underwater Acoustic Communications

use the truncated discrete-time approximation of the continuous-time wavelet analysis
filters and apply a sampling factor according to the length of each analysis filter. For
mathematical convenience, we continue to use the continuous-time wavelet filters in our

formulae.

For M-ary PAM signalling, a single decision variable suffices and for the proposed

optimum receiver shown in Fig. 4.2 the decision variable can be derived as

L
r= Z(aae/zpﬂtsm’)’o + gé)a (416)
r=1
where
a T
= *a™T —1)d
& /0 E(T s, (T — 7)dr
= ge(t”t:(f“‘ﬂT
= &(a™™T), (4.17)
and

% . / (T Vg (@™ = 7)dr

= / R (1)t
= Egg,- (4.18)

The item ey, is the energy of the wavelet basis thq, and ey,,, = 1 for normalised wavelet
basis functions. £(t) is the AWGN and &(t) is its projection onto the wavelet subspace
spanned by {94,,(t),n € Z}.

One problem with this detection algorithm is that it works only with nearly perfect
time synchronization. Although the delay factor Té(l) is easily resolved from the shift
of the output wavelet coefficients, the proposed receiver structure is very sensitive to
the estimation of 7'4(2) because of the time-variance of DWT. Furthermore, performance
degradation is even worse when the signalling wavelet is a rational wavelet which is a

passband signal and the outputs of the wavelet analysis FB (actually the autocorrelation

function of ¥ (t)) have severe fluctuations.

Another receiver structure with more robustness against the time synchronization

error is shown in Fig. 4.3. It is based on the optimum envelope detection for signals with
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random phases [62]. The output decision variable is given by

- EZ (@ lod lon] pac + €0, (4.19)
where :
b= [ 7] comi-mal @
= /O o), (4.20)
and
o = /T | bt = yin| a
= [ v 0]
— oy (4.21)

The item ¢y,,q,, () is the autocorrelation function of 14,(t) and pq is a constant related

to the signalling wavelet 1(t) by
T
po= [ lowte) (4.22)
JU

We see that, compared with the type 1 receiver, the type 2 receiver is suboptimum
in regard to the penalty on the output signal-to-noise ratio (SNR) as illustrated in the
next section. The advantage achieved by this detection algorithm is that the requirement
on time synchronization is much relaxed. We show in section 4.4 the performance of the
above two receivers denoted as type 1 and type 2 receivers respectively, by Monte Carlo
simulations. The theoretical derivation of probability of error and diversity gain is given

in section 4.3.3.

4.3.3 Evaluation of Probability of Error and Diversity Gain

To simplify the expression of the signal components out of the FBs, we multiply by a
factor of a=*¢/? for the filter channel of the type 1 receiver which has the scale of ay, and
by a factor of a=3*¢/2 for the certain channel of the type 2 receiver in order to cancel the

parameters induced by the different energy of signal waveforms with different scales as
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Chapter 4 CROW'’s Application to Underwater Acoustic Communications

shown in (4.16) and (4.19). For simplicity, this multiplication is not shown in the receiver

block diagrams. The signal points sy, m =1,2,--- , M are defined by
Sm = Am+/Eg, (4.23)

for both receivers, where ¢, is the energy of the basic signal pulse g(t) = VEW(@), Am =

omd, m=1,2,---, M and 2d is the distance between adjacent signal amplitudes® .

For the type 1 receiver, the probability of error can be derived as (see Appendix B.1)

M —1) 2%, (SE, pe)?
e =

where the Q(.) function is defined by

Q(z) = \/% / h e~2dt, £ <0 (4.25)

This error can be expressed in a simpler form in terms of the average received SNR
or output SNR. Assuming a; < ag < -+ < @, the total symbol rate is equal to the
lowest symbol rate through the subchannel with Doppler scaling factor of a~** and filter
length Ny. Based on this lowest symbol rate, we define the average symbol energy of the

multipath signal without noise as €4, [62] and

1 M
Eav = MZEm

=1

m
dzegaaL Zf:l 03 M 2

L
2
= §(2M2 +3M + 1)d*e,a® Y pj. (4.26)
=1

From equation (4.26), we note that

2 3Eav
Eg = 5 >
2(2M? + 3M + 1)a*r 3 pf

(4.27)

5Notice that the type 2 receiver requires positive PAM signalling because of the |.| operation involved
in the formula of decision variable (4.19). Although the type 1 receiver allows standard PAM scheme
with A, = (2m—1—M)d, m=1,2,--- , M, positive PAM is adopted for both receivers in the derivation
of formulae for a comparison of the system performance. Under the same M and d values, the standard
PAM signal has lower average symbol energy, which leads to improved power efficiency, comparing to the
positive PAM signal. The probability of error for the type 1 receiver with standard PAM can be obtained

conveniently by modifying the formula of average symbol energy in (4.26).
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By substituting (4.27) for the d%¢, in (B.9), the average probability of a symbol error in

terms of the average power is given as

M —1) 37
P = M Q(\/(2M2+3M+1))‘ (4.28)

where 5 = €4,/ Np is defined as the average received SNR per symbol and ) is a parameter

decided by the multipath attenuation factors and the resolved Doppler scales,

L
o (ZE:I P£)2 4 29
- o L 2 L e : ( ° )
A Y oLy PF D gy O
The output SNR obtained by the designed receiver, -, , is

A4(2M2 + 3M + 1)d%e, (L, pr)?
3Ny Zf:l a— ‘
The probability of error can be expressed by s, as

_2M —1) 3s,0
P ==—=—0¢ (\/2(21\/12 +3M + 1)) ' (431)

The diversity gain obtained with non-coherent combining can be expressed as

Vsio = (4.30)

-y L 2
DG = 10log - (2 p2) (4.32)
Pe 2ap=1 6~

For the type 2 receiver, the probability of error is derived as (see Appendix B.1)
20M —1), [ [2d%,(3 22
P]\J - ( )Q Eg(zL:le |‘pe|) :U'O ) (433)
M NO Z@:l a“3a€Ne

The derivation of s in terms of the v, and ,, is similar to the one of the type 1 receiver

and is omitted here. There is a performance loss for the type 2 receiver arising from the

summation of noise samples which is evaluated by

(Zlgzl pé)z Zi:l a—301eN£ dB 4.34
2 L 2 L —ay ( ) ( . )

o (Do lpel)? Xo¢s a

Given the inequality that (ZeL:1 pe)? < (ZeLzl lpe])?, the Pss can be bounded by

L —3agN
-Ploss < 101OglO <Z2_e_=13—e> (dB)7 (435)
1o D gy 07

which is independent of the channel attenuation factors.

Bdss = ]-OIOg]O (

For comparison, the theoretical probability of error for type 1 and type 2 receivers is
calculated using the parameter setting in the simulation and is plotted in Fig. 4.12 and

Fig. 4.13 together with the simulation results.
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Figure 4.4. The degree of ICl versus truncation length T for 3-channel model

4.4 Simulation Results

In this section, we present the simulation results addressing the following issues:

System discretization

Selection of wavelet scale factors

System sensitivity to the time synchronisation error

BER performance versus SNR

4.4.1 System Discretisation

For a discrete-time implementation of the receiver, we use a discrete-time approximation
of the wavelet basis functions as the analysis filters. In addition, since the rational or-

thogonal wavelets have infinite support in the time domain, the signalling wavelet has to
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be truncated. There is a tradeoff among the symbol rate, system complexity and approx-
imation error in accordance with the sampling rate and the truncation length. For two
systems with the same sampling rate and non-overlapped signalling, the one with a longer
truncation length has a better system performance since the frequency spectrum of the
wavelet basis functions is better retained, although it has a longer filter length and slower
symbol rate compared to the one with a shorter truncation length. The computation
complexity is reduced with a shorter truncation length by applying shorter filters in the

receiver, however more frequency sidelobes are thus induced and result in an increase in

the ICI.

Explicit formulae can be derived to show the relations between these relevant factors.

Suppose the signalling pulse is a rational orthogonal wavelet 1 (¢) with dilation factor of

a = q—:—l which is truncated at [tg, ;] with ¢; — tg = T. With non-overlapped signalling,

the symbol rate is f; = % From the definition of the rational orthogonal wavelet, we

know that the bandwidth of the wavelet basis function is BWy;) = [wi,ws] = 27 where
wr = (¢ — 327)m and wy = a*w; as shown in (2.13). Assume the maximum Doppler
compression scale is @/, where @ is the estimated Doppler dilation factor. It is worth
noting that although we assume a = @ in the derivation of the transmultiplexer structure
in section 4.2, we can actually select a wavelet with dilation factor a smaller than the
Doppler dilation factor, a < a, for a finer resolution. More details about the selection of

wavelet dilation factors are given in section 4.4.2.

According to the Nyquist sampling principle, to avoid spectrum distortion, the sample

period T for the signalling pulse has to satisfy

T,=1/f, < ——

- 4.36
a’a’w, ( )

The matched filter in the receiver for the scale factor of a® will have length N, that

T
Ne= [a%—]. 4.37
: [ TSJ (437)
By substituting T of (4.37) with (4.36), we have
1
N, > [—d(““J)TaleJ . (4.38)
i

If we keep the same truncated pulse shape and change the symbol rate by letting f; = Cf;
where C € R is a constant, the signalling pulse is actually the dilated wavelet ¢(Ct) with
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a spectrum bandwidth of BWycy = [Cwi, Cws] = 2rC. The sample period T has to
satisfy

n
T <

- 4.39
&= Cd"azwl ( )

Suppose we have a 4-PAM signalling system with Doppler scales valued at (%)_1,

(3)~% and (3)7®. For simplicity, the attenuation and delay factors are set to be equal for

the subchannels in the simulations through the whole section. The signalling wavelet is
the 3/2 wavelet. Therefore, we have oy =1, ap =2, a3 =3, a=a = % and a’w; = %w.
For this simulation case, since we know that the Doppler scales are all dilation scales
(a; > 0), we can pick the smallest dilation scale (2)~! to substitute for the parameter a’
in (4.36). The sampling period T can then be selected based on the formula (4.36) (in
this case, Ty < 1—52) Given a truncation length of 7' and the desired symbol rate f;, we
can obtain the filter length and the practical sampling rate in the receiver by using the

formulae (4.37) and (4.39).

Based on the above 4-PAM signalling system, we examine the impact of discrete-
time approximation error that results in the loss of orthogonality (ICI) with the PR
transmultiplexer structure. Zero channel noise is assumed. Fig. 4.4 shows the degree of
ICI versus the truncation length T'. The impact of the sampling rate on the ICI is also
shown in Fig. 4.4. The degree of ICI is evaluated by calculating the normalised standard
deviation of the filter output with respect to the ideal output without ICI. In contrast to
the one-channel case where the degree of ICI simply represents the effect of truncation and
sampling and is calculated to be on the order of 107'* or less, Fig. 4.4 indicates significant
performance loss for the multichannel case because of the ICI. However, by minimizing the
discretisation error, the ICI tends to decrease and approach the PR condition as derived

in the continuous-time context.

It is worth noting that the system discretisation has to be considered more carefully
for the Doppler compensation system with PSK/QAM signalling where phase information
is needed and is affected by the length and symmetry of the wavelet filters. In addition, the
use of complex rational orthogonal wavelet (CROW) featuring both amplitude and phase
information is required. Further investigation on more power- and frequency-efficient
UWA Doppler compensation structures with CROW-based PSK/QAM signalling and the

related issues is ongoing and is to be detailed in [89].
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4.4.2 Selection of Wavelet Scale Factors

As shown in the formulae of the two decision variables, we demonstrate that the ICI is
cancelled due to the orthogonality of the rational wavelet. This is the advantage we obtain
by applying the rational orthogonal wavelet as the shaping pulse. This ICI cancellation
effect can also be explained from a frequency domain point of view. The signalling with
wavelets avoids the relatively large sidelobes which, for example, is a limitation of the
DFT-based modulator/demodulator in an OFDM system. The fine scale orthogonality
of the rational orthogonal wavelets further ensures the independence of the two signals
scaled by close Doppler scales when the spectrum of the two signals is sufficiently apart

or orthogonally overlapped.

To illustrate the benefit of using rational orthogonal wavelets instead of a traditional
dyadic wavelet as the shaping pulse, we compare the ICI cancellation effect by using dyadic
Meyer wavelet signalling and 5/4 rational wavelet signalling respectively. Assuming 3
existing Doppler scales, (%)_1, (%)_2 and (%)_3, the different ICI cancellation performances
are illustrated in Fig. 4.5, Fig. 4.6, Fig. 4.7 and Fig. 4.8 by plotting the signal waveforms
at different stages of the system. The two simulated systems have the same symbol
rate and sample rate. Fig. 4.5 and Fig. 4.7 show the signals at the synthesis part of
the transmultiplexer. Fig. 4.6 and Fig. 4.8 show the outputs of the analysis FB before

multirate sampling and diversity combination (see Fig. 4.1).

From Fig. 4.8 we see that with 5/4 rational wavelet signalling, the 3 Doppler scales can
be explicitly resolved with 0 dB noise as shown in (b),(c) and (d), where the information
of the symbol sequence is carried by the magnitude of these output pulse sequences. The
ICT has been mitigated as shown in (a) and (e). In contrast, with dyadic Meyer wavelet
signalling, the 3 scales can not be effectively resolved because of the poor ICI cancellation
as shown in Fig. 4.6. Note that the cancellation of ISI caused by the multipath delay
shares the same figure of merit with the ICI cancellation based on the Rake-type receiver

structure in both time and scale domain as discussed in section 4.3.2.

Theoretically, with a Doppler scale dilation factor of @, a rational orthogonal wavelet
with dilation factor of a = a suffices due to the scale orthogonality property. However,
since the rational orthogonal wavelets have infinite support in the time domain, in the
practical implementation a discrete-time approximation is applied which causes the loss

of orthogonality in certain degrees as shown in Fig. 4.4. The use of a rational orthogonal
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Signals in subchannels with 3i2 rational orthogonal wavelet signalling
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Figure 4.9. Frequency spectrum chracteristics with 3/2 and 4/3 rational orthogonal wavelet sig-
nalling. (The dashed lines show the orthogonal 4/3 wavelet functions for a comparison

with the signals in the subchannels.)

wavelet with a dilation factor a smaller than a creates a sort of redundancy as illustrated
in Fig. 4.9 and therefore leads to better ICI cancellation. Fig. 4.9 shows the multipath
signal spectrum with 3/2 and 4/3 wavelet signalling respectively when the channel has
3 Doppler scales valued at (3)7*, (2)72 and (£)=%. Fig. 4.10 gives a comparison of ICI
cancellation for this channel with finer signalling wavelets (4/3, 5/4 and 6/5 wavelets)
as well as 3/2 wavelet, all with fixed sampling period of 1/6 and therefore with the
same filter length for certain truncation length T. We see that the performance of ICI
cancellation is improved significantly with finer wavelet scales. The mismatch of the
Doppler and wavelet dilation scales, however, may lead to the non-monotonicity of the

performance, which indicates that the ICI may not necessarily be mitigated by the small
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Figure 4.10. The degree of ICl versus truncation length T with wavelet dilation factors valued at
3/2, 4/3, 5/4 and 6/5 respectively.

amount of increase of the truncation length 7. Again, there is a tradeoff between the
wavelet resolution, the symbol rate, the filter length and the available channel bandwidth

which can be formulated as follows.

Assuming a bandlimited channel with the channel bandwidth BW = [f,, fmi) and
Doppler scales {67 : —J < —ay < I,1 < ¢ < L}, we have

21 fro < Ca~Twy < Ca'lws < 27 fu. (4.40)

With the relation in (2.13), we see that for the existence of a solution for the proposed

wavelet signalling scheme, the channel has to meet the condition that

1 2
fri > (&) froadtd). (4.41)
q

The formula (4.40) can be further simplified as
2 froa! < Cwy < 2 fmia 207", (4.42)

This constraint on w; indicates that the signalling wavelet has to be carefully chosen not

only to achieve a sufficient scale resolution but also to satisfy the channel bandwidth
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requirement. Based on a selected signalling wavelet, the maximum symbol rate is derived

from (4.42) as

27 fhi

' S 4.4
fI,maz aled‘]T’ ( 3)

which is restricted by the spectrum characteristics of the selected signalling wavelet (a%w)

and the truncation length 7.

In general, being aware of the tradeoff between these related system parameters, we
have a full control of the system performance by selecting the signalling wavelet (pa-
rameter a) and discretization accuracy (parameters T, and 1') to meet specific system

requirements.

4.4.3 System Sensitivity to the Time Synchronisation Error

We simulate a 4-PAM signalling system with Doppler scales valued at (£)7!, (2)~2 and
(%)—3. The rational orthogonal wavelet with dilation factors of % is employed as the
signalling pulses in the simulation. The matched FB is constructed by pre-scaling the
signalling wavelet according to the estimated Doppler dilation factor which is % in the
simulation. An extension to Doppler scale dilation factors finer than % is straightforward
with rational orthogonal signalling wavelets of finer scale dilation factors and longer anal-
ysis and synthesis filters. A randomly generated 100,000 symbols are used to test the
performance of the proposed receiver structures. Notice that for the limited number of
the symbols, the bit error rate (BER) is evaluated to be zero if its value is sufficiently

small, which is shown in the subsequent figures on the BER performance.

We compare the sensitivity of the two receivers to the time synchronisation error
which is illustrated in Fig. 4.11. Zero channel noise is assumed. The BER is evaluated as
a function of synchronisation error. Assuming a coarse synchronisation is conducted at
the input of the receiver, we focus on the synchronisation implemented in each subchannel.
The synchronisation error is denoted as the percentage of maximum timing jitter error
out of the symbol rate in each subchannel and we assume the same error percentage for
all subchannels. To exclude the effect of noise on the receiver performance, we set zero
AWGN in the analysis. The timing jitter error percentage has a range of 0 to 50% with
a step of 0.5%. For certain timing jitter error percentage, e.g., 30%, the timing error for

each symbol is uniformly distributed within 30% of the symbol period.
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Performance comparison of Type 1 and Type 2 receivers on synchronisation error
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Figure 4.11. Performance of two receivers with different synchronisation errors with 4/3 wavelet

signalling.

As shown in Fig. 4.11, the type 1 receiver is very sensitive to the synchronisation error
and can only work with a time error less than 1%. Although good BER shows at certain
intervals when the time error is larger than 1%, the receiver becomes unstable because
of the big fluctuation of the BER performance. A strict time synchronisation process is
therefore essential for this type of receiver. In contrast, the type 2 receiver shows good
adaptation to the synchronisation error and works with a time error as large as 40%. The
complexity of the receiver structure is significantly reduced with a simple synchronisation

design (such as the signal energy detection).

4.4.4 BER Performance Versus SNR

The BER performance of the two types of receivers with different SNR is illustrated in
Fig. 4.12 and Fig. 4.13. For comparison, the SNR performance with different synchronisa-
tion errors with timing error percentages of 0, 10%, 20%, 30% and 40%, is plotted in the
same figure. The SNR is shown as the measured received SNR, ~,,, which has the relation

with 7 (defined in section 4.3.3) as v, = ma- = F=. In Fig. 4.12, the type 2 receiver
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shows good anti-noise capability and remains stable when the timing error is less than
40%. Fig. 4.13 shows that for the type 1 receiver the system performance is dominated
by the timing error. Moreover, the BER plots with timing error of 2% and 5% indicate
the fluctuation of the system performance that is in accordance with the results shown
in Fig. 4.11. On the other hand, with a perfect time synchronisation, the BER of the
type 2 receiver is higher than that of the type 1 receiver. This fact can be deduced from
the computation of the two different decision variables. For the type 2 receiver, the noise
item is enhanced comparing to the type 1 receiver since an integration process on &(1)
is involved. For both receivers, the simulated system performance is degraded compared
with the theoretical derivation. This is because of the loss of orthogonality caused by the

discrete-time approximation as shown in section 4.4.1.

4.5 Conclusions

The main contributions of this chapter are summarised in the following together with

some remarks.

1) A transmultiplexer system model is proposed based on wavelet pulse sig-
naling in the transmitter to characterise a multipath/Doppler channel and the
recovery of Doppler compensated signal based on perfect reconstruction (PR)
wavelet filter banks (FBs).

The proposed transmultiplexer structure for broadband Doppler compensation avoids
the explicit estimation of accumulated/instant Doppler scale, that is, the averaging pro-
cess, by capturing the information carried by signals of all (or dominant) existing Doppler
scales. The effective implementation of this structure is based on a special class of
wavelets, rational orthogonal wavelets with a scale dilation factor of ¢/ : j € Z,1 < a < 2
proposed in chapter 2. Comparing with the existing Doppler compensation methods, the
proposed broadband Doppler compensation structure leads to less residual Doppler due

to the resolution of the multi-scale nature of the multipath/Doppler channel.

2) It is demonstrated in this chapter that the transmultiplexer structure for
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broadband Doppler compensation is equivalent to an L-th order diversity sys-

tem, which forms the basis of the optimum receiver design.

A further insight of the transmultiplexer system model reveals that the addressed
wavelet-based Doppler compensation system is identical to an L-th order tranmission di-
versity communication system. This equivalence facilitates the optimum receiver design
and the performance characterisation which are also identical to those of an L-th order

diversity system.

3) Optimum receivers are designed for the proposed system structure based

on the maximum likelihood (ML) criterion.

Optimum receivers for wavelet-based PAM signalling are designed under the ML de-
cision criterion for diversity combination and symbol detection. For simplicity, we adopt
RROWs as a special case of the CROWs to form the PAM signalling scheme, while the
extension to the PSK modulation scheme based on the CROWs is straightforward. Two
types of receivers are designed. Compared with the type 1 receiver which is based on
the traditional optimal correlation/matched filtering demodulators, the type 2 receiver
with modified demodulation structure is superior with its robustness against severe time

synchronisation error.

4) Theoretical derivation of the probability of error for the two receivers is

given together with supporting Monte Carlo simulations.

Taking advantage of the properties of rational orthogonal wavelets, the two types of
receivers designed achieve good system performance in Doppler compensation, ISI and
ICI cancellation, and noise mitigation. With a perfect time synchronisation, the BER
performance of the type 1 receiver outperforms the one of the type 2 receiver. However,
the type 2 receiver outperforms the type 1 receiver in the sense of its unique robustness
against time synchronisation errors. The theoretical probability of error for the two re-

ceivers is derived followed by supporting Monte Carlo simulation.

5) The tradeoff between system parameters is analysed, and the correspond-

ing evaluation formulas are derived so that we have full control of the system
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performance by selecting the parameters to suit specific communication sce-

narios.

For a discrete-time implementation of the receiver, a discrete-time approximation
of the wavelet basis functions is used to form the analysis filters. In addition, since
the rational orthogonal wavelets have infinite support in the time domain, the signalling
wavelet has to be truncated. There is a tradeoff among the symbol rate, system complexity
and approximation error in accordance with the sampling rate and the truncation length.
This tradeoff is examined by simulations addressing the issues of system discretisation,
the selection of wavelet scale factors, system sensitivity to the time synchronisation error

and BER performance versus SNR respectively.

Compared with the existing Doppler compensation methods [93],[63],[17],[70],[42], the
proposed broadband Doppler compensation structure leads to less residual Doppler due to
the resolution of the multi-scale nature of the multipath/Doppler channel. However, the
complexity of the system could increase for communication scenarios with slow moving
platforms. The selected wavelet dilation factor has to be very small for small Doppler
scales to be resolved which leads to long filters and low symbol rate for a bandlimited
channel. Therefore, traditional Doppler compensation schemes are more applicable in
this case. The proposed broadband Doppler compensation structure is more suitable for
the scenarios when the Doppler scale (defined as the ratio of the speed of the mobile
platform to the speed of the transmission carrier), is relatively large. In these cases, the
shortage caused by high platform speed for traditional Doppler compensation structures
actually becomes an advantage of the proposed system. For the communication between
underwater vehicles moving at a speed of more than 45 knots, the magnitude of the
Doppler compression or expansion can exceed 1% and the difference of Doppler scales
between eigen paths reaches 0.1%. The length of filters has to be sufficiently large for this
application, which is acceptable for practical implementation due to the low transmission
speed of acoustic signals. For the type 1 receiver, an efficient receiver structure can be
implemented via the tree-structured FWT algorithm proposed in chapter 2. However, for
the type 2 receiver, the modified receiver structure is based on a parallel filter bank and
the advantage it achieves for the synchronisation does not hold with a tree-structured
filter bank. More efficient implementation may use FFT-based convolution algorithms

and can benefit from advanced DSP techniques on parallel calculations. Furthermore,
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Chapter 4

the proposed system is also promising for its application to inter-satellite communications

and other high-speed aircraft communications.
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Chapter 5

CROW'’s Application to UWDB IR

Communications

5.1 Introduction

Ultra-wideband (UWB) technology for transmitting information spread over a large band-
width plays an important role in broadband wireless communications [82], [83]. A UWB
system features very short pulses on the order of nanoseconds as the transmission sig-
nal and operates at baseband without the involvement of carriers. Based on the Federal
Communications Commission (FCC)’s regulation on the UWB spectrum of 3.1 to 10.6
GHz , a UWB pulse has to be carefully designed to conform to the FCC spectrum mask.
Variant UWB pulses have been designed, e.g. the 2nd derivative of Gaussian, Rayleigh
pulse, orthogonal Hermite pulses [7], [38] and wavelet-based UWB pulses based on B-spline
wavelet [56], modulated Gaussian wavelet [61], Haar wavelet [96] and wavelet packets [25].

It is worth noting that all the existing UWB pulses are real pulses.

In this chapter, the design of complex Ultra-wideband (UWB) pulses is presented
which enables the phase-shift keying (PSK) modulation for UWB Impulse Radio (IR)
Communications. Two classes of complex UWB pulses are proposed based on complex
Gaussian wavelets and the complex rational orthogonal wavelets (CROWs) proposed in
chapter 2. The designed complex UWB pulses are in accordance with the FCC regu-
lated spectrum for UWB communications. Formulae in closed form are derived for a full

control of the time and frequency properties of the designed UWB pulses. The system
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5.2 Complex UWB Pulse Construction

characterisation of the complex UWB pulse-based PSK modulation and demodulation is
presented. A novel PSK demodulator based on complex wavelet signalling is proposed

with unique robustness against timing jitter.

Besides the inherent advantages of PSK modulation which lead to high power effi-
ciency and high data rate, the proposed PSK scheme in the UWB communication context
provides a more flexible way to construct new UWB modulation schemes by combining
PSK with other basic modulation options such as the pulse amplitude modulation (PAM)
and the pulse position modulation (PPM). In addition, based on the derived formulae and
the groundwork in chapter 3 on the CROW-based OFDM, the proposed UWB pulse de-
sign method also provides a solution to the construction of multiband (MB) UWB OFDM

systems.

The chapter is organised as follows. The design of two classes of complex UWB pulses
is presented in section 5.2. Section 5.3 presents the signal characterisation of UWB PSK
communication based on complex UWB pulses. The corresponding receiver design is given
together with some simulation results illustrating the demodulation process. Section 5.4

presents the conclusions of this chapter.

5.2 Complex UWB Pulse Construction

5.2.1 Complex Gaussian Wavelet Based UWB Pulses

We define the complex Gaussian wavelet® by
p(t) - e*jzﬂ'fc(%) 6_(%)2, (5‘1)

where ¢ is the time scaling factor and f, is the basis wavelet center frequency. Although the
Gaussian wavelet has infinite support in both the time domain and the frequency domain,
it can be derived that p(t) has an effective support of [—3.5¢, 3.5¢] (s) in the time domain
and an effective support of [(fo — 1.5)671, (f. + 1.5)¢7"] (Hz) in the frequency domain

which contains more than 99.99% of the total energy. Therefore, p(t) has a waveform of

SNote that the definition here is different from that of complex Gaussian wavelets in the Matlab wavelet
toolbox and is closer to the definition of Gabor wavelets or complex Morlet wavelets. We denote this
definition as complex Gaussian wavelet in the sense that it is based on scaled versions of the modulated

complex Gaussian function.
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Chapter 5 CROW'’s Application to UWB IR Communications

length T' = 7¢ and the bandwidth of BW = 3¢~!. An example of the complex Gaussian
wavelet with f, = 1Hz and £ = 1 is shown in Fig. 5.1.

Two parameters, £ and f., in the definition (5.1) control the time and frequency
properties of p(t). To meet the FCC regulation on the UWB spectrum [3.1,10.6] (GHz),
the two parameters have to be selected carefully to conform the FCC spectrum mark.

The constraints on these two parameters are derived as follows:

(fe —15)¢7! > 3.1 (GHz) (5.2)
(f.+ 1.5)67" < 10.6 (GHz) (5.3)
BW =3¢~ < 7.5 (GHz) (5.4)
T =7¢ =0 (ns) (5.5)

where o is the desirable pulse length in nanosecond for a specific application.

Equations (5.2) and (5.4) lead to the lower bound on the value of f.:

£ > I(f) = 735—}3- +1.5=2.74 (Hz). (5.6)

The upper bound of f, can be derived from equations (5.3) and (5.5) as

10.60

fo S ub(fs) = 2 — 15 (Ha). (5.7)

From (5.6) and (5.7), we see that for the existence of a solution of f., there is b(f,) <
ub(f.). Therefore o has to satisfy

o > (2.74+ 1.5)7/10.6 = 2.8 (us). (5.8)

Based on a designed UWB pulse length of o, o > 2.8ns, the 2 parameters for the pulse

definition can be determined by

£ =0a/7(x107),

274 = () < fo < ub(f,) = 2

— 1.5 (Hz) (5.9)

Notice that f. can be selected from a range of values, therefore the designed UWB
pulses are not unique. If the length of the UWB pulse is allowed to be relatively long so
that the bandwidth of the pulse is relatively narrow comparing to the FCC regulated 7.5

Page 75



5.2 Complex UWB Pulse Construction
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GHz UWB bandwidth, multiple f. values can be selected to construct multiple orthogonal
UWB pulses which meet the FCC mask. In this case, the interval between the selected
fe has to satisfy

Afe=f8*0 - [ >3 (Ha)i=1,--- N, (5.10)

where the number of available orthogonal pulses N is determined by

ab(f) — (1)
Vo= [ AL T ]J
10.50 — 0.413] , (5.11)

2

where the operation |-| rounds the amount to the nearest integer less than or equal to its

value.

As an example, Fig. 5.2 shows a complex Gaussian wavelet-based UWB pulse and
its frequency spectrum with ¢ = 3 ns. £ is around 0.429 x 1079, f, is selected to be 3 Hz
from the range of 2.74 < f. < 3.043 Hz.

5.2.2 Complex Rational Orthogonal Wavelet Based UWB Pulses

In a similar manner, another class of complex wavelets, the complex rational orthogonal
wavelets (CROWSs) proposed in chapter 2, can be designed as UWB pulses in accordance
with the FCC regulation for UWB communications.

Defining the UWB pulse as
p(t) = ¥+(t/¢), (5.12)

where ¢ is the time scaling factor, and denoting the bandwidth and pulse length as BW

and 7" respectively, we have the constraints on the pulse design as

wi€1 > 3.1 (GHz) (5.13)
wsé ! < 10.6 (GHz) (5.14)
BW = ¢! <175 (GHz) (5.15)
T = 16¢ = o (ns). (5.16)




5.2 Complex UWB Pulse Construction

By substituting (2.13) into the equations of constraints, the two parameters, ¢ and

€, can be selected by these constraints. From equations (5.13) and (5.15), we have

1
(g - 2qi o) 231/75, g € 2, (5.17)

which leads to the lower bound of ¢ as
q>1blq)=2, qeZ". (5.18)

From equations (5.14) and (5.16), we have

(g+1)°

10.60/16
2g+1 sl
2(0.66250 — 1 2(0.66250) — 1)2 — 1
_ o 20.66250 )+\/(2( 50) — 1)
N 2(0.66250 — 1) + 2(0.66250) — 1
2
2.650 —
= g <ublq) = +3, qeZ*. (5.19)

For the existence of a solution of g, there is Ib(q) < ub(q). Therefore o has to satisfy

2.650 — 3
=0 %59
— 2
= 0 >7/2.65~ 2.64 (ns). (5.20)

Based on a designed UWB pulse length of o, o > 2.64 ns, the 2 parameters for the pulse

definition can be determined by

£ =0/16 (x1079),

2.650 — 3
2=lb(q)éq<ub(Q)=L

> 4€Z*. (5.21)

Notice that g can be selected from a set of integers, therefore the designed UWB
pulses are not unique. If the length of the UWB pulse ¢ is allowed to be relatively long,
multiple ¢ values can be selected from the range of [2, 2 + (M — 1)], where M is the

number of available ¢ and'is determined by

M = |ublqg) — Ib(g)]
|1.3250 — 2.5] . , (5.22)

Q

For a selected g, multiple orthogonal UWB pulses are available with overlapped frequency

spectrum and a dilation factor of a = %1. The number of available orthogonal UWB
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Chapter 5 CROW'’s Application to UWB IR Communications

pulses N can be calculated by

-1
N = [logaw:fl +1J

Y 5.161¢%
o(2g+1)
q

The maximum number of orthogonal pulses Ny, is reached with the maximum g value,
q = M+1, where M is calculated by (5.22). To form a multiple pulse division multiplexing
scheme, there is an additional constraint on the minimum ¢ value for a selected number

of pulses N derived by

wiE™! > 3.1 (GHz)
wlg—l(%l)“l < 10.6(GHz)

a2 (gD -0, (5.24)

where the operation [-] rounds to the nearest integer larger than or equal to its element.

An example of the CROW with ¢ =1 and £ = 1 is shown in Fig. 5.3. Fig. 5.4 shows
a CROW-based UWB pulse and its frequency spectrum with ¢ = 3 ns, { is valued at
0.1875 x 1072, and q is selected to be 2.

For longer pulse lengths, a comparison of the number of available multiple overlapped
orthogonal pulses based on Gaussian and CROW pulses, Npq, versus the desirable UWB
pulse length ¢ is shown in Fig. 5.5 based on the formulae in (5.11) and (5.23). It indicates
that with the same pulse length o, the number of available orthogonal pulses based on
the CROW is larger than that based on complex Gaussian wavelet. It demonstrates that
CROW-based schemes could achieve better spectrum efficiency over complex Gaussian
wavelet-based schemes. Moreover, the advantage gets more significant if longer pulse

length is allowed.

5.3 CROW-Based PSK Modulation for UWB IR

In this section, we present the system characterisation of UWB PSK communication based
on complex UWB pulses. Complex wavelet-based PSK modulation has been presented

in [91]. Follow the derivation in [91], the modulated UWB signal and its properties were

Page 79



5.3 CROW-Based PSK Modulation for UWB IR

Real part of y, (t) Imaginary par of y,(t)
1 1 T
05 . 05
s—— || [v~ o——"\ {f\ﬁ«——~
05¢ 1 -0.5
1 1 —
A 5 1] 5 10 -1 5 0 [5 10
1 (s) t(s)
Modulus of y, (1) Angle ol y,{1)
14 4

12f

| .

1t / 1 % ﬂ
o8t - ]

d J
o} - /
04 } I
o2)
~

e p — ; . =

4
0 5 10 -10 -5 0 5 10
ts) tis)

Figure 5.3. Complex rational orthogonal wavelet with ¢ =1 and £ = 1.

studied. The novel demodulation method presented in [91] is introduced here. This
demodulation method leads to a receiver structure with unique robustness against timing

jitter which is a highly desired property for UWB communication systems.

5.3.1 M-ary PSK Modulation with Complex UWB Pulses

The transmitted PSK signals are represented as

sm(t) = R p(t)], m=1,2,---, M,
= co86p, pr(t) — sin by, pi(t), (5.25)

where R[] returns the real part of a complex signal, 6,, = 2M"(m — 1) + 6y and 6 is the
initial phase coeflicient, p.(t) and p;(t) are the real and imaginary parts of the complex
UWB pulse p(t) respectively. The data sequence is mapped to the phase of the pulse
sequence as 6. Comparing with the conventional PSK modulation [62], we see that

the sinusoidal carrier signal with pulse shaping is replaced by the complex pulse. The
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transmitted signal is a linear combination of two orthogonal wavelets p,(t) and p;(¢) in

contrast to the conventional orthogonal sine and cosine carriers.

Using the UWB pulse shown in Fig. 5.2, the signal waveforms of a 4-PSK modulation

are shown in Fig. 5.6. The initial phase 0, is 7.

5.3.2 UWB Receiver Design

As proposed in [91], a novel receiver structure is applicable based on the complex wavelet
signalling, in this case, the complex wavelet pulse UWB signalling. The receiver structure

is shown in Fig. 5.7 and Fig. 5.8 with complex signal and real signal flow respectively.

The real and imaginary outputs of the demodulator before sampling, r.(t) and r(t),

can be expressed as
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r(t)+ n(t) —= p*(—t) >

Figure 5.7. PSK demodulation with complex signal flow
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Figure 5.8. PSK demodulation with equivalent real signal flow

re(t) = (Amctb(t) — Amath(t)) * $(2) - (1)
+ (Amcp(t) — Amath(t)) * 9 (t) - (1)
+ n(t)

ro(t) = (Amc(t) — Amah(t) * (1) - (—(2))
+ (Ame(t) — Amep(t)) * $(t) - D (t)
+  n,(t)

where

ne(t) = n(t)x () () +n(t) x () - P(2)
no(t) = n(t)x (1) - (—(1)) +n(t) *P(t) - $(0),

(5.26)

(5.27)

(5.28)
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and n(t) is the AWGN noise. Notice that () * 9(t) = ¢yy(t) is the autocorrelation
function of 1) (¢). For abbreviation we denote this autocorrelation function as the function

v(t) and the following equations can be easily derived that

P(E) xp(t) = (1),
ht) xP(t) = —v(t). (5.29)

Then the real part of the output signal r.(t) (equation 5.27) can be rewritten as

ro(t) = Ame(v(t) - (1) + v (t) - (1))
+ Ams(u(t) - (1) — 0(2) - (1))
+ ne(t), (5.30)

We see that v(t) is related with () by V(w) = ¥(w)?, where V(w) and ¥(w) are
the frequency spectrum of v(t) and 4 (t) respectively. Define u(t) = v, (t) - 9% (¢t), where
v, (t) is the analytic form of v(t) and % (¢) is the conjugate analytic form of +(t). It can
be further proved that

+o(t)-d(t) = u(d),
) B(t) = A(t)~0, (5.31)

where A(t) has the spectrum A(w) that

Aw) = H(-w)U(w) - U(-w)) = H{w)(U(w) - U(-w)),
= 2H(w)(U(w) — U(-w)), (5.32)

where U(w) is the frequency spectrum of u(t). w(t) is a lowpass signal and U (w)—U(—w) =

0 because of the nearly symmetric spectrum of U(w).

Therefore, r.(t) in equation 5.27 can be simplified as
re(t) = Ameu(t) + n(t). (5.33)

Following a similar derivation, the imaginary part of the output signal r¢(¢) can be ex-

pressed as

rs(t) = Amsu(t) + ny(t) (5.34)
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Figure 5.9. Two filters at the receiver for PSK modulation

The output decision variables after the periodic sampling are

Te = Apu(T —Tp) + n(T — Tp),
rs = Apsu(T —To) + ns(T — Tp), (5.35)

where T is the symbol period and Ty is a fixed initial time shift for the periodic sampling
which can be selected according to the waveforms of r,(t) and r,(t). The periodic sampling
process can be replaced by integration and then periodic sampling in the receiver design.
The output decision variable is based on the sampling of the lowpass signal u(t), which

results in the improved robustness against the timing error.

Based on the transmitted signals shown in Fig. 5.6, the two filters as shown in the
receiver structure can be constructed by discretising the continuous waveform of p(t) at
the Nyquist rate and are shown in Fig. 5.9. Both of them have the filter length of 57.

Fig. 5.10(a) shows the scatterplot of the output signal before sampling with per-
fect time synchronisation. The corresponding waveforms of 7.(t) and r,(t) are shown in
Fig. 5.11. As shown in [91], this demodulation structure has the robustness against the
timing error as large as 30% of the pulse period comparing to the traditional correlation
based demodulator which only works with a timing error less than 1%. For UWB sys-
tems, the benefit of this demodulation structure is even more significant because of the

relatively long intervals between the pulses. The scatterplot of the output re(t) + jrs(t)
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with different timing delay errors and an example of the waveforms of r.(¢) and r,(t) are
shown in Fig. 5.10(b)(c)(d) and Fig. 5.12. Similar performance is achieved for negative
timing delay errors. As shown in Fig. 5.10(b) and Fig. 5.12, with a timing delay valued
at 80% of the pulse period, the demodulated 4 signal waveforms remain orthogonal but
with much smaller amplitudes which makes it very sensitive to noise. In this case, the
demodulation performance relies on the signal-to-noise ratio (SNR) of the system which
also shows good noise mitigation performance with relatively small but still significant

timing error resistance as shown in Fig. 5.10(d).
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Figure 5.10. Scatterplot of the output demodulated signal before sampling
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Figure 5.11. Signal waveforms of r.(t) and r,(t) for 4-PSK signalling (perfect synchronisation)

5.4 Conclusions

The main contributions of this chapter are summarised in the following together with

some remarks.

1) The PSK modulation is proposed for UWB IR communications based on
complex UWB pulses.

Based on real UWB pulses, various modulation methods have been proposed for
UWB systems, including the conventional binary and M-ary PAM and PPM, BPSK,
OOK [34], as well as many modified modulation methods based on the conventional ones,
such as the combined M-ary PAM and PPM [95], combined BPSK and M-ary PPM [94],
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Figure 5.12. Signal waveforms of r.(t) and r4(t) for 4-PSK signalling (timing error 80% of the pulse
length)

and M-ary PPM with multiple orthogonal UWB pulses [45]. To address the issues of
channel estimation, multiple-access, transmit-reference (TR)-based modulation [74] and
time-hopping (TH)/direct sequence (DS) spread spectrum PPM schemes [94] are also
proposed for UWB systems.

This chapter demonstrates that the PSK modulation is possible for UWB IR, com-
munications based on complex UWB pulses. Compared with other basic modulation
schemes, e.g., PAM and PPM, based on real UWB pulses, PSK modulation has the in-
herent advantages of high power efficiency and high data rate under the circumstance of
a sufficient SNR level and similar system configurations. More specifically, it provides

a more flexible way to construct new modulation schemes, such as combined PSK and
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PPM modulation and combined PSK, PAM and PPM modulation, which are able to take
advantage of the benefits of different modulation schemes and achieve an optimal tradeoft

to suit a specific application.

2) Two classes of complex UWB pulses are proposed based on complex Gaus-

sian wavelets and the CROWSs respectively.

Formulae in closed form (5.9), (5.21) are derived for a full control of the time and fre-
quency properties of the designed UWB pulses. The proposed UWB pulse design method
also provides a solution to the construction of MB UWB systems by using relatively
long complex UWB pulses (large values of o). Explicit formulae (5.11), (5.23), (5.22)
are derived that indicate the number of subbands available within the FCC mask and
the waveforms of the orthogonal subband UWB pulses. Another important fact revealed
by this thesis is that the CROW-based UWB orthogonal pulses have overlapped spectra
and therefore have better spectrum efficiency than the complex Gaussian wavelet-based
UWB pulses. An indication is that with the same pulse length o, the number of available
orthogonal pulses based on CROW is larger than that based on complex Gaussian wavelet

as derived in (5.11) and (5.23) and illustrated in Fig. 5.5.

It is worth noting that the CROW-based OFDM proposed in chapter 3 also provides
the groundwork for the construction of MB UWB OFDM systems from a different an-
gle. The extension to the CROW-based Multiband UWB OFDM systems with improved
spectrum efficiency and robustness through time-frequency dispersive channels is straight-

forward.

3) A novel PSK demodulator is proposed based on complex wavelet signalling

which has unique robustness against timing jitter.

A novel PSK demodulator based on complex wavelet signalling is developed and
achieves unique robustness against timing errors. As shown in section 5.3.2, this demod-
ulation structure has the robustness against a timing error as large as 30% of the pulse
period. (Note that the traditional correlation based demodulator requires a timing error
less than 1%.) For UWB systems, the benefit of this demodulation structure is even more

significant because of the relatively long intervals between the pulses.
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Chapter 6

CROW'’s Application to Radio

Vehicular Communications

6.1 Introduction

In this chapter, signal format design is addressed for OFDM-based transmission schemes
that are able to cope with the Doppler dispersion due to terminal motions [36] in radio ve-
hicular communications. As a special case of the radio vehicular communication systems,

we target the OFDM design for mobile wireless local area networks (WLANS).

More than a complement of the cellular communications networks, the WLANSs pro-
vide flexible high bit rate data services at hot spots [36] and will play an important role
in future 4th generation (4G) broadband ubiquitous communication infrastructure. In
current IEEE 802.11 standards [5], WLAN can provide up to 54 Mbps data transmis-
sion rate, and the services are intended for stationary or low mobility users. However,
communications between WLAN devices can occur in high velocity mobile environments,
and mobile WLAN devices would be expected to transfer data between vehicles at speeds
up to 120km/h [53]. As mentioned in [36], if a future WLAN standard can cope with
high mobility of users with a bit higher transmission rate, we will be able to call it a 4G

system.

A major issue towards this 4G WLAN is the physical layer transmission techniques
with high mobility support. Based on the groundwork in chapter 3, where a new OFDM
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scheme based on complex rational orthogonal wavelets (CROW-OFDM) was proposed,
this chapter develops a multi-band (MB) CROW-OFDM scheme particularly for WLAN
applications. The system performance in multipath/mobile environments is analysed by

simulations using Jakes’ channel model [40].

The chapter is organised as follows. The construction of MB-CROW-OFDM for
WLAN applications is presented in section 6.2. The system performance analysis is de-
tailed in section 6.3 addressing stationary multipath channels and Doppler dispersive

channels respectively. Section 6.4 presents the conclusions of this chapter.

6.2 MB-CROW-OFDM Scheme

Due to the good time-frequency localisation property of CROW wavelets, the CROW-
OFDM proposed in chapter 3 provides an alternative solution opposite to the FFT/IFFT
based DFT-OFDM in high-mobility vehicular communication scenarios. In this section,

we present the MB-CROW-OFDM scheme particularly for high mobility WLAN applica-

tions.

As a wavelet-based OFDM scheme, CROW-OFDM has an important feature which is
the non-uniform bandwidth of the subchannels. This feature facilitates the implementa-
tion of multi-rate transmission for multiple services with different data rate requirements.
However, the non-uniform bandwidth would lead to variant transmission properties of
the subchannels in frequency selective channels. With N subchannels, the bandwidth
difference of the first and the N-th channel reaches a™W =Y times. It might lead to a huge
difference of the symbol rates and the transmission properties which depend on the value
of a and N. For a dyadic wavelet (a = 2) and 64 subchannels, the difference reaches 264
times. Moreover, the bandwidth of each subchannel should be limited as well so that each
subchannel could be regarded as a flat fading channel in order to combat the multipath.
Therefore, instead of using one tree for all the subchannels, a combined parallel multi-
tree structure, e.g. for 64-subchannel OFDM, 16 trees, each of which has 4 subchannels,
could be applied so that the propagation properties of the subchannels would not vary

too much because of the non-uniform partition of the spectrum. This scheme is termed
as the MB-CROW-OFDM scheme.
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Referring to the IEEE 802.11a/g standards [1], a typical specification of DFT-OFDM
for WLAN applications is given as follows. For a 20 MHz channel spacing, a 64-point
FFT is used for 52 subchannels (48 data subcarriers and 4 pilot subcarriers) with a
subcarrier spacing of Ap = 20MHz / 64 = 0.3125 MHz. The FFT symbol period is Trpr =
1/Ap = 3.2us. With a CP of length Ts; = 0.8 us, the transmitted symbol period is
Toyy = Trrr+Tgr = 4 us which leads to the bit rate of 24 Mbps with QPSK modulation
or 12Mbps with 1/2 coding rate.

With MB-CROW-OFDM, we divide the 20 MHz channel spacing into 16 subbands,
each of which has a bandwidth of 1.25 MHz and is further divided into 4 subchannels by
implementing 4-channel CROW-OFDM. Fig. 6.1 (a) shows the separate spectra of the
CROW-OFDM signal in 4 subchannels within one subband with a = 3/2. Fig. 6.1 (b)
shows the combined spectrum of the 4-channel CROW-OFDM signal. The spectrum of
transmitted signal with 64 subchannels and 16 subbands has a form of combined and
shifted 4-channel basedband CROW-OFDM spectrum without overlapping as shown in
Fig. 6.1 (c). For comparison, the spectra of the MB-CROW-OFDM signal with ¢ = 8 and
thus a = 9/8 are shown in Fig 6.2 which illustrates evener subchannel frequency division

with a smaller a value within one subband.

To form the bandwidth of the 4-channel baseband signal to be BW = 1.25 MHz, the
output of the 4-channel synthesis FB must be scaled by a factor of £&. Numbering the
4 channels from the lower frequency band by 1,--- ,4, and assuming that the signalling
pulse in channel-4 (the highest frequency band) is the wavelet basis function 1, (), the

scaling factor £ can be expressed as

BWj
= 6.1
a?w; (1 — a~(V+1))’ (6.1)
where BW, = 1.25 MHz and N = 4. To move the 16 baseband signals to certain frequency
band in order to conform to the WLAN signal spectrum, e.g. the frequency bandwidth,

BW = 20MHz, from f;, = 5.17GHz to fg = 5.19 GHz, the baseband signal must be

further modulated by sinusoidal carriers, fc(i),i =1,---,16, calculated by
£ = £ — wia™e, (6.2)

where [ = fL + (i — 1)BW,.
The available symbol rate with NOL signalling can be calculated by

M
RNOL _ T_€(1+a—1+...+a1‘1\’), (6.3)
WP
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Figure 6.1. Spectrum of MB-CROW-OFDM signal with ¢ = 2. (a) spectra of 4 subchannels in one
subband, (b) spectrum of one subband, (c) spectrum of 16 subbands.

where M is the number of parallel trees and M = 16, T}, is the truncation length of the

wavelet basis function ., (t). The symbol rate with OL signalling is given as

ROL = RNOL&. (6.4)
q

As an example, the design parameters for MB-CROW-OFDM with different g values

are shown in Table 6.1. T is set to be an integer number of 10. The formulae to calculate
the bandwidth efficiency of non-overlapped (NOL) and overlapped (OL) CROW-OFDM,
pVOL and p° were presented in chapter 3, section 3.5. As mentioned therein, the OL
CROW-OFDM utilises the shift orthogonal property of the CROW wavelet and has the
advantage of improved bandwidth efficiency over the NOL scheme if ¢ is smaller than
Ty. If the g value is equal to or larger than T;,, the NOL and OL schemes are equivalent
as shown in Table 6.1 for ¢ = 10. Notice that the calculated symbol rates are slightly
lower than the rates calculated by the multiplication of the bandwidth efficiency and the
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Figure 6.2.

Spectrum of MB-CROW-OFDM signal with ¢ = 8. (a) spectra of 4 subchannels in one
subband, (b) spectrum of one subband, (c) spectrum of 16 subbands.

20 MHz bandwidth, because the theoretical bandwidth efficiency is based on a partition

of the frequency axis with an infinite number of subcarriers.

6.3 Analysis of System Performance

In this section, we examine the multipath robustness, sensitivity to Doppler dispersion

and noise mitigation performance of the proposed MB-CROW-OFDM. The simulations

are carried

out and analysed for both stationary multipath and mobile Doppler dispersive

channels using Jakes’ model. Its performance is compared with that of the DFT-OFDM

specified in

IEEE 802.11a/g standards.
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Table 6.1. Bandwidth Efficiency and Symbo! Rate of MB-CROW-OFDM

q § fe(Hz) | RO (sym/sec) | ROM(sym/sec) | pNOL | pOF

1 || 9.6774e+005 | 5.1700e+009 2.9032e+006 2.9032e+007 | 0.1500 | 1.5000
2 || 7.9976e+005 | 5.1699e+009 3.0806e+006 1.5403e+007 | 0.1667 | 0.8333
3 || 7.1703e+005 | 5.1697e+009 3.1370e+006 1.0457e+007 | 0.1750 | 0.5833
4 || 6.6932e+005 | 5.1695e+009 3.1614e+006 7.9034e+006 | 0.1800 | 0.4500
6 || 6.1718e+005 | 5.1691e+009 3.1813e+006 5.3021e+006 | 0.1857 | 0.3095
8 || 5.8945e+005 | 5.1686e+009 3.1890e+006 3.9862e+006 | 0.1889 | 0.2361
10 || 5.7229e+005 | 5.1681e+009 3.1928e+006 3.1928e+006 | 0.1909 | 0.1909

6.3.1 Typical Channel Impulse

Responses (CIR) for Simulations

Based on the Jakes’ model, the impulse responses of 8 typical channels used in the simu-

lations are calculated and notated as follows:

CIR~1 - Stationary multipath channel (Pathy = 3, v = 0)

CIR-2 - Stationary multipath channel (Pathy = 16, v = 0)

CIR-3 - Doppler dispersive channel (Pathy = 3, v = 20 km/h, f, = 10 MHz)
CIR~4 - Doppler dispersive channel (Pathy = 16, v = 20 km/h, f, = 10 MHz)
CIR-5 - Doppler dispersive channel (Pathy = 3, v =60 km/h, f, = 10 MHz)
CIR~-6 - Doppler dispersive channel (Pathy = 16, v = 60 km/h, f, = 10 MHz)
CIR~-7 - Doppler dispersive channel (Pathy = 3, v =120 km/h, f. = 10 MHz)

CIR-8 - Doppler dispersive channel (Pathy = 16, v = 120 km/h, f. = 10 MHz)

The corresponding amplitude and phase of the CIR, h,(t),n = 1,---,8, are shown

in Fig. 6.3. Note that the resolution of the path interval is the sampling period of the

transmitted signal. In the following simulations, the path interval is set to be 50ns.
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Figure 6.3. Impulse response of the 8 channels

6.3.2 BER Performance in Stationary Multipath Channels

We evaluate the BER performance of the DFT-OFDM and MB-CROW-OFDM in station-
ary multipath channels, CIR-1 and CIR-2. The BER performances of the two schemes

in the AWGN channel are also evaluated for comparison purpose.

e Case 1: DFT-OFDM with CP and without coding
The BER performance of DFT-OFDM is shown in Fig. 6.4.

The CIR-1 and CIR-2 channels shown in Fig. 6.3 have the delay spread of 50ns x
2 = 100ns and 50ns x 15 = 750ns. Fig. 6.4 shows that as the delay spread
approaches the length of CP (800 ns) that is 20% of the symbol length, the DFT-

OFDM scheme suffers from severe performance degradation. Notice that 64-point
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Figure 6.4. BER performance of DFT-OFDM scheme in multipath stationary channels (CIR-1 and
CIR-2)

FFT is used in the simulation as specified in the standards. Theoretically, the DFT-
OFDM could combat the multipath delay spread of the length of CP, however, the
performance is affected by the resolution or the length of the FFT. At the cost of
computational complexity, an FFT of 128-point or more will lead to better perfor-
mance with the same length of CP because of its better resolution. For comparison,
the BER of DFT-OFDM with 128-point FFT in the CIR-2 channel is also plotted
in Fig. 6.4.

e Case 2: MB-CROW-OFDM scheme, ¢ =1, 2-PAM/OOK

As illustrated in Fig. 6.1 and Fig. 6.2 in section 6.2, the MB-CROW-OFDM has
nonuniform spectrum. For the MB-CROW-OFDM scheme with ¢ = 1, the band-
width difference is even greater than that of the MB-CROW-OFDM scheme with
g = 3 as shown in Fig. 6.1. To illustrate the different transmission properties of the
subchannels due to the nonuniform bandwidths, we plot the BER performance of
the 4 subchannels comprising one subband, through an AWGN channel, in Fig. 6.5.
It is apparent that the subchannel with narrower bandwidth has better BER per-

formance due to its greater noise mitigation. For simplicity, we count the sum of
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Figure 6.5. BER performance of MB-CROW-OFDM (q=1) in AWGN channel

symbols transmitted in all subchannels and only plot an average BER performance

in the following simulations.

The BER performance of the MB-CROW-OFDM through the specified stationary
channels is plotted in Fig. 6.6 that shows improved robustness against multipath
compared to that of the DFT-OFDM as shown in Fig. 6.4. In addition, the SNR is
10 dB lower for the same BER because of its better noise mitigation performance

based on good time-frequency localisation and orthogonality of the CROWs.

e Case 3: MB-CROW-OFDM scheme, ¢ = 2, QPSK

The BER performance of the MB-CROW-OFDM through the specified stationary
channels is plotted in Fig. 6.7.

It shows that the MB-CROW-OFDM with ¢ = 2 has similar robustness against
multipath as the MB-CROW-OFDM with ¢ = 1. With good time-frequency lo-
calisation property, it has even better noise mitigation performance with about 15
dB improvement over the DFT-OFDM in case 1 and 5 dB improvement over the
MB-CROW-OFDM in case 2 on the overall BER performance.
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Figure 6.6. BER performance of MB-CROW-OFDM (g=1) in multipath stationary channels (CIR-1
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Figure 6.7. BER performance of MB-CROW-OFDM (q=2) in multipath stationary channels (CIR-1
and CIR-2)
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Figure 6.8. BER performance of DFT-OFDM (q=1) in Doppler dispersive channels (CIR-3 to CIR-
8)

6.3.3 BER Performance in Doppler Dispersive Channels

We evaluate the BER performance of the DFT-OFDM and MB-CROW-OFDM in Doppler
Dispersive Channels, denoted by CIR-3, - - - , 8. Define the Doppler scale ratio by n = v /e,
where v is the speed specified in section 6.3.1, and c is the speed of light. The calculated
n is 1.85 x 108 for CIR-3 and CIR—4, 5.56 x 107® for CIR-5 and CIR-6, and 1.11 x 1077
for CIR-7 and CIR-8.

e Case 1: DFT-OFDM scheme with CP and without coding

The BER performance of DFT-OFDM through the 6 Doppler dispersive channels is
shown in Fig. 6.8. For comparison, the BER performance in AWGN channel is also
plotted in the same figure. The plot indicates that DFT-OFDM is very sensitive to
Doppler and could only cope with the low speed of 20 km/h.

e Case 2: MB-CROW-OFDM scheme, q =1, 2-PAM/OOK
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Figure 6.9. BER performance of MB-CROW-OFDM (q=1) in Doppler dispersive channels (CIR-3
to CIR-8)

The BER performance of the MB-CROW-OFDM through the 6 Doppler dispersive
channels is plotted in Fig. 6.9. For comparison, the BER performance in AWGN

channel is also plotted in the same figure.

Fig. 6.9 shows that the MB-CROW-OFDM scheme with ¢ = 1 has much better
Doppler robustness than the DFT-OFDM scheme. However, it can not cope with the
vehicle speed of 120 km/h in CIR-7 and CIR-8 channels. To obtain more details, a
plot of the BER performance of the 4 OFDM subchannels with different bandwidths
in CIR~7 and CIR-8 channels is shown in Fig. 6.10 and Fig. 6.11. It indicates that for
both channels, the subchannel with the narrowest bandwidth is still robust, however,
the other 3 subchannels do not work because the Doppler dispersion has greater
effect on the subcarrier waveforms because of its larger bandwidth. Combined with
frequency selective fading, the CIR-8 with larger number of paths suffers from more

IST and has more degraded performance than CIR-7.

o Case 3: MB-CROW-OFDM scheme, q = 2, QPSK

Page 102



Chapter 6 CROW's Application to Radio Vehicular Communications

'| —&— Subchannel 4 | ]
| —e— subchannel 3 | ]
:**| =—&— Subchannel 2 |

| —&— Subchannel 1 |

i

BER

-20 -15 -10 -5 0 5 10 15 20
SNR (dB)
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The BER performance of MB-CROW-OFDM for channel CIR-3 to CIR-8 is shown
in Fig. 6.12. The BER performance in AWGN channel is plotted for comparison.

As shown in Fig. 6.12, MB-CROW-OFDM with ¢ = 2 has even better Doppler
robustness than the MB-CROW-OFDM with ¢ = 1 and work in the channels with
significant Doppler scale ratio as in CIR-7 and CIR-8. This improvement is due to
more uniform bandwidths of subchannels with a scale factor of 3/2 instead of 2. The
difference between the bandwidths is less significant than in case 2, therefore the

subchannel with the greatest bandwidth could still cope with the Doppler dispersion

in CIR~7 and CIR-8.

6.4 Conclusions

5 0 5 10 15
SNR(dB)

The main contributions of this chapter are summarised in the following together with

some remarks.
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1) An MB-CROW-OFDM scheme is designed which is able to cope with the

Doppler dispersion due to terminal motions particularly for mobile WLANSs.

Current OFDM-based WLAN standards, e.g. IEEE 802.11.a/g, feature discrete
Fourier transform (DFT)-based OFDM that provides high bandwidth efficiency but is
very sensitive to Doppler dispersion. In comparison, the MB-CROW-OFDM scheme pro-
vides a solution of designing WLAN terminals that are more robust to multipath and
Doppler dispersion. It could provide high bit rate that is comparable or higher than that
in current standards, and can be utilised in a fully mobile outdoor environment as well as
the stationary indoor environments. Based on the good time-frequency localisation and
orthogonality of the CROWs that form the subcarriers of the CROW-OFDM scheme,

significant noise mitigation performance is also achieved.

2) Explicit formulae are derived for the baseband MB-CROW-OFDM signal

construction, and the calculation of the available symbol rate.

The design parameters for the MB-CROW-OFDM signal construction can be cal-
culated based on the design formulae (6.1), (6.2), (6.3), (6.4) for both overlapped and
non-overlapped signalling. A few design examples are given for the MB-CROW-OFDM
with different ¢ values. It is worth noting that for the CROW-OFDM scheme with ¢ > 2,
the shift-2 orthogonality of the CROWs (as demonstrated in section 2.4) can be utilised,

which further increases the available symbol rates.

3) The BER performance of the MB-CROW-OFDM is analysed and com-
pared with the DFT-OFDM specified in standards, for both stationary mul-
tipath and Doppler dispersive channels, using Jakes’ Model.

For a comparison with the schemes in current WLAN standards, the simulation is
set at the 5 GHz band with signal bandwidth of 20 MHz. However, the system analysis
is based on baseband signal processing. Therefore, the extension is straightforward to
the possible 5.9 GHz band specified in IEEE 802.11p standard. This standard is under
development specifically for the communication between high-speed vehicles and between

vehicles and the roadside infrastructure.
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It is worth noting that for the MB-CROW-OFDM with higher ¢ values, the band-

widths of subchannels become more uniform as shown in Fig. 6.2. Combined with good

time-frequency localisation and orthogonality properties, it leads to the robustness of the

scheme in time and frequency dispersive channels as shown in section 6.3.3. In addition,
the MB-CROW-OFDM scheme can be simplified to the single band CROW-OFDM with

one tree structured synthesis FB in the transmitter and analysis FB in the receiver. How-

ever, higher ¢ values lead to longer synthesis/analysis filter lengths in the FB branches,

and thus increase the computational complexity.

We summarise the specifications of simulated DFT-OFDM and MB-CROW-OFDM

in the following table.

Table 6.2. Comparison of specifications for DFT-OFDM and MB-CROW-OFDM

Scheme DFT-0FDM with GI MB-CROW-OFDM
BW (MHz) 20 20
Number of 52 (48 data, =
Subcarriers 4 pilot subcarriers)
Modulation M-PSK M-PAM(g=1); M-PSK(q>1)
NOL: 2.90 (g=1); 3.08 (g=2)
Symbol Rate (Msps) 12 E .
OL: 29.04 (g=1); 15.41 (g=2)
, o NOL: 0.15 (g=1); 0.15 (q=2)
Bandwidth Efficiency 0.6
OL: 1.54 (g=1); 0.77 (g=2)
Computational
: O(Nlog N) (FFT) O(N) (FWT)
Complexity
Uniform Bandwidth Yes No
Synchronisation .
High Low
Requirement
Sensitivity to
Yes Yes
Analog Carrier Offset
Good
Multipath Robustness Good
(Delay Spread < GI)
Doppler Robustness Poor Good
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Chapter 7

Conclusions

7.1 Summary of Main Contributions

The main contributions of the thesis are summarised as follows.

Chapter 2: Real and Complex Rational Orthogonal Wavelets

e Explicit formulae (2.11), (2.12) were derived for a special class of RROWs with

rational dilation factor of a = %, which has good time-frequency localisation

property desirable for communication applications.
e The time-frequency localisation property of the RROWs was analysed.

e A theoretical proof was given for the argument that the Hilbert transform of one

wavelet forms another wavelet from the MRA point of view.

e A generalised method was proposed to construct complex wavelets under the frame-

work of rational MRA (M), where M is a rational number.

e A new family of complex wavelets - CROWSs was proposed which form a complex

MRA approximately.
e Time-domain FWT algorithms were derived for RROWs and CROWs.

e A generalised solution was proposed for the design of rational sampling FB with

good PR and SI properties based on the tree-structured FW'T FB.
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Chapter 3: CROW-based Orthogonal Frequency Division Multiplexing

e A new OFDM scheme was proposed based on the CROWs proposed in chapter 2.

e The PSD and bandwidth efficiency of the CROW-OFDM scheme were analysed,
which revealed that a special case of CROW-OFDM with g = 1, achieves significant
improvement on bandwidth efficiency that reaches 1.5 times the ‘maximum’ value 1
symbol/Hz/s achieved by discrete Fourier transform (DFT) based OFDM without
cyclic prefix (CP).

o The CROW-OFDM transceiver was designed based on the FWT FB proposed in
chapter 2.

Chapter 4: CROW’s Application to Underwater Acoustic Communications

o A transmultiplexer system model was proposed based on wavelet pulse signaling
in the transmitter to characterize a multipath/Doppler channel and the recovery
of Doppler compensated signal based on perfect reconstruction (PR) wavelet filter
banks (FBs).

e [t was demonstrated in this chapter that the transmultiplexer structure for broad-
band Doppler compensation is equivalent to an L-th order diversity system, which

forms the basis of the optimum receiver design.

e Optimum receivers were designed for the proposed system structure based on the
maximum likelihood (ML) criterion. Two types of receivers were designed. Com-
pared with the type 1 receiver which is based on the traditional optimal correla-
tion/matched filtering demodulators, the type 2 receiver with modified demodula-
tion structure is superior with its robustness against severe time synchronisation

error.

e Theoretical derivation of the probability of error for the two receivers was given

together with supporting Monte Carlo simulations.

o The tradeoff between system parameters was discussed, and the corresponding eval-
uation formulae were derived so that we have full control of the system performance

by selecting the parameters to suit specific communication scenarios.
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Chapter 5: CROW’s Application to UWB IR Communications

e The PSK modulation was proposed for UWB IR communications based on complex

UWB pulses.

e Two classes of complex UWB pulses were proposed based on complex Gaussian
wavelets and the CROWSs respectively. Formulae in closed form (5.9), (5.21) were
derived for a full control of the time and frequency properties of the designed UWB

pulses.
e A novel PSK demodulator was proposed based on complex wavelet signalling which
has unique robustness against timing jitter.
Chapter 6: CROW’s Application to Radio Vehicular Communications
e An MB-CROW-OFDM scheme was designed which is able to cope with the Doppler
dispersion due to terminal motions particularly for mobile WLANSs [36].

e Explicit formulae (6.1), (6.2), (6.3), (6.4) were derived for the baseband MB-CROW-

OFDM signal construction, and the calculation of the available symbol rate.

e The BER performance of the MB-CROW-OFDM was analysed and compared with
the DFT-OFDM specified in standards, for both stationary multipath and Doppler

dispersive channels using Jakes’ Model.

7.2 Reflections on Future Work

The work in this thesis leads to the extension to the following topics that are left for the

future work.

1) Construction of Complex Wavelets Under the Framework of Rational MRA
and Rational Wavelet FBs

In chapter 2, we proposed a generalised method to construct complex wavelets whose
real and imaginary parts form a Hilbert transform pair. An orthogonal condition on the

spectrum of the real part of the wavelet was derived. The proposed CROWs satisfy the
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condition not exactly but with high fidelity and form an approximate complex MRA. One
of the wavelets that form the exact complex MRA is the Littlewood-Parley wavelet [16],
while finding other appropriate wavelets under the exact orthogonal condition is still
an open problem. In addition, finding the equivalent orthogonality condition under the
framework of rational wavelet FBs is also an interesting issue and requires more investi-

gation.

2) Broadband UWA Doppler Compensation and Multichannel Equalisation
Design Based on a Physical Raytracing Model

In chapter 4, the proposed Doppler compensation scheme is based on a theoretical
multipath/Doppler channel model. Notice that to focus on the resolution of the multi-
scale nature of multipath/Doppler channels, we assume a slow fading frequency-selective
multipath/Doppler channel which can be resolved into multiple nearly ideal flat fading
subchannels, that is, the attenuation and delay coefficients for each multipath are constant

for certain subchannels as shown in equation

W)=Y peb(T — 7). (7.1)

The designed receiver structure can also be extended to suit more general fast fading/time-

variant channel] conditions where the channel impulse response can be expressed as

At 7) = 3 pe0)3(r — 7e(1)). (7.2)

A multiple-equaliser structure with each equaliser adaptive to the impulse response of each
subchannel that has been resolved by the designed receiver structure, can be implemented
straightforwardly to address the frequency selective slow /fast fading of the subchannels. It
has been demonstrated by existing researches [73] that the multiple subchannel equalisers

outperform the single channel equaliser in many aspects.

More detailed analysis of the proposed Doppler compensation scheme based on the
physical UWA channel and taking account of the time-variance of the channel and mul-

tichannel equalisation design in the receiver is worth more research effort.

3) Peak-to-Average-Power-Ratio (PAPR) Reduction of the CROW-OFDM

signal
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A common problem in multicarrier modulation systems is the possibility of high peaks
in transmitted signals, known as the high PAPR. As reported in [26], wavelet based or-
thogonal frequency division modulation or OWDM, has the PAPR that is equal to that
of DFT-based OFDM system. There are many existing techniques to reduce the PAPR
of a multicarrier modulation system, e.g. the clipping/filtering methods [28], [29], [11],
coding based techniques [10], [33], [41], [85], [43], phase rotation based techniques in-
cluding the partial transmit sequences (PTS) based techniques [58], [24], [37], [50] and
selected mapping (SLM) [87], [15], as well as combined coding, clipping and/or phase
rotation methods [20], [9]. Generally, these techniques are applicable directly to improve
the PAPR of the proposed CROW-OFDM scheme in the thesis, however, a detailed ex-
amination of this issue for a specific CROW-OFDM system would be worthwhile.

4) Combined PSK and PPM Modulation Schemes Based on Complex UWB

Pulses

Besides the inherent advantages of PSK modulation which lead to high power effi-
ciency and high data rate, the proposed PSK scheme in the UWB communication context
provides a more flexible way to construct new modulation schemes, such as combined
PSK and PPM modulation and combined PSK, PAM and PPM modulation, which are
able to take advantage of the benefits of different modulation schemes and achieve an

optimal tradeoff to suit a specific application.

The detailed comparison with other modulation options and new combined modula-
tion schemes is worth investigation addressing the analysis on BER performance versus
timing jitter and SNR, signal bandwidth efficiency, power efficiency and tradeoffs of the

system performance.

5) CROW-based Multiband (MB) UWB OFDM Systems with Doppler Ro-

bustness

Multiband (MB) UWB OFDM systems play an important role in UWB communica-
tions [32], [57], [72], [71]. In chapter 5, we discussed the construction of MB UWB based
on the combination of complex UWB pulses relatively longer than the conventional pulse
length. Notice that it is a direct extension of the UWB IR scheme based on non-modulated
baseband design. The groundwork in chapter 3 on the CROW-based OFDM provides a
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more flexible solution to construct MB UWB OFDM systems based on modulated CROW

wavelet pulses.

The performance analysis of the CROW-based MB UWB OFDM scheme based on

the UWB channel models worths more efforts.

6) Optimal Resource Allocation for CROW-OFDM Based Mobile WLANs

As a wavelet-based OFDM scheme, CROW-OFDM has an important feature that is
the non-uniform bandwidths of the subchannels. This feature facilitates the implementa-
tion of multi-rate transmission for multiple services with different data rate requirements.
Compared with the uniform bandwidth structure of the DFT-OFDM scheme in the cur-
rent standards, it generates new design of resource allocation techniques based on the
non-uniform subchannel bandwidths. More investigation on the optimal resource alloca-
tion algorithm and the possible cross layer design solutions for the CROW-OFDM mobile
WLANSs would be required.

7) Double Single-Sidebanded CROW-OFDM Modulation

Notice that the proposed CROW-OFDM scheme is based on the complex wavelet
baseband subcarriers and combined with sinusoidal modulation to move the baseband
spectrum to the required bandwidth. The information of the transmitted symbols is
carried by the phase of the CROW-based subcarriers. By utilising the sinusoidal carriers
as well to carry phase information as in the conventional OFDM scheme, it leads to
another dimension of freedom in orthogonal division multiplexing and achieves higher
data rates. It could be termed as a Double Single-Sidebanded CROW-OFDM scheme in
light of its spectrum features. A systematic analysis of this scheme under various channel

conditions would be interesting.
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Appendices for Chapter 2

A.1 Proof of Theorem 2

The proof of Theorem 2 proposed in section 2.4 is given as follows.

Proof: The proof of the theorem is equivalent to the verification of the two claims in
section 2.4 in regard to the conditions in Definition 1. The proof of (iv) in Definition 1

for claim 1) is independent of the choice of a and reduces to the following identity

Z |B(w +2km)[> =1, we R (A1)

kez

Since we have |®(w)| = |®(w)| and 3",y [®(w + 2km)|* = 1, the verification is immediate.

The proof of (i) in definition 1 is as follows: Since V; C V)1, we have

Gin(®) =D buxdirie(t), n=0,1,--- ,¢—1, (A2)

keZ

as shown in [16], which is equivalent to

BlaVw) = a 1Y bype e em T 0P(qm 0 ) (A.3)
keZ

for some {b .} € £o. From the definition of Hilbert transform, we have P(w) = —jsgn(w)®(w),

where the Sgn function sgn(.) returns the sign of number w. Therefore we have the relation
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that

(i)(a_jUJ) = a 2an, —ika~ (J‘“)w —ina ]w( z)sgn(w)@( G+1) )
kEZ
ot Z bnvke—ika‘(j"'l)we—ina_jw{p(a—(j+1)w)‘ (A.4)
kE€Z

This proves V; C Vj1. The verification of i) and iii) is immediate with the proof of i)

and iv).

The proof of claim 2) consists of 3 points:

1. the orthonormality of 4)(¢) that the set {4(t — kq), k € Z} forms an orthonormal
basis for Wo.

2. Wj C‘A/j_H,jGZ.

3. W; LV;, j €.

Firstly, since we have the orthonormality of ¢(t) that >, |¥(w + 2kgn)|*> = 1 and there
is [ (w)| = |¥(w)], it follows that S W (w + 2kgm)[? = 1 which proves the first point.
For the proof of the second point, it is similar to the proof of V] C Vj+1. Since we have
W; C V41 which gives us the relation ¥(a™w) = 3, . dre ™ ®(a~U+1w), the Hilbert
transform of ¥(a™’w) can be expressed as

aIw) =) " die b (a0 y). (A.5)

kEZ

~j
This proves Wj C VjH. For the third point, by the Parseval formula, the orthogonality
of W'] to V] is equivalent to requiring that
I, = / (W) (w)e ™ dw = 0. (A.6)
R
(A.6) can be derived directly from the condition that W; L V; which has the relation

I, = /R U(w)®* (w)e ®™dw = 0, (A7)

and therefore

I = /R(—’i)sgn(w)lll(w)isgn(w)@*(w)e‘”‘"dw

= 0, (A.8)
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A.2 Definitions of R-function, Riesz Basis, R-wavelets

and Frames

A brief review of the definitions of R-function, Riesz Basis, R-wavelets and Frames are

given in the following. Readers are referred to Chui’s [22] for more details.

R-function: A function ¢ € L*(R) is called an R-function if ;; defined by v, :=
21/%4p(2x — k), 7,k € Z, is a Riesz basis of L*(R).

Riesz basis: A set of functions {14, j,k € Z} is a Riesz basis of L*(R) if the lin-
ear span of ¥, k, j, k € Z is dense in L?(R) and the positive constants A and B exist, with
0 < A < B < o0, such that

ACME <1 D2 D Cintbyalif < BIHC3 IR, (A.9)

j=—00 k=—00

for all doubly bi-infinite square-summable sequences {C;} that is

ez = 3 S (Gl < oo. (A.10)

j=—00 k=—00

R-wavelet: An R-function ¢ € L*(R) is called an R-wavelet (or wavelet) if there exists
a function ¢ € L2(R), such that {1;;} and {t;4} are a dual basis of L*(R) in the sense
that

< Pip,Vrm > = 6510k—m» J K, L, m € Z, (A.11)

where the inner product < -, - > is defined by
<fig>= [ fa (A12)

g(z) is the complex conjugate of g(z), and 6,, n € Z is the Kronecker Delta function
defined by

0, n#0
Op = # (A.13)
1, n=0.
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Frames: A function ¢ € L*(R) is said to generate a frame . of L?(R), if the
condition holds that,
AlFIE< D01 < frtbuan > [P < BISI, £ € L(R), (A-14)
ke
where

Dok = 22p(208 — kby), (A.15)

and by is a fixed constant called ”sampling rate”. The norm || f||, is defined by

1

1= { [ e (A.16)

[o @]

A, B are called the frame bounds. If A = B, the frame is called a tight frame.

A.3 Derivation of Shift-2 Orthogonality of CROWs

Following the orthogonality condition of the CROWs in section 2.4 and the derivation of

the constraint on the spectrum of ¢ (t) as

Ri=S / \I/(akw)\Il*(w)e_i‘“q(“k"‘m)dw =0, k,n,m € Z, (A.17)
| Jo

the shift-2 orthogonality leads to the condition formulated by

Ry=S ( / U (aFw) U (w)e 2@ m=m) gy, | =0, k,n,m € Z, (A.18)
L/ 0 .

where 3] returns the imaginary part of a complex signal. The condition (A.18) is equiv-
alent to the condition (A.17) and holds exactly when |k| > 2 due to the compact support
and non-overlapped spectra of the CROW wavelet basis functions in subspaces W; and
{Wisk, k| = 2}.

In the case when k = &1, the term ¥U(aw)¥*(w) forms the overlapped spectrum of
the two wavelet basis functions in two neighboring subspaces. It has a very small value
in the frequency domain and leads to small values of R; and R, after multiplying with

any sinusoidal signals ( e~9(e*n=m) for R, and e~2w(a*n—m) for Ry).

In the case when k& = 0, there are

w121
R =S |'/ |\Il(w)|26_iwq"dw} , nE€Z, (A.19)

1
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and

w1427
Ry =S [/ |‘Il(w)|2e_2i“"dw} , nEZ, (A.20)

1

where w, is defined in (2.13). For Littlewood Paley wavelet [16], there is [¥(w)| =1, w; <
|w| < w; + 27, Therefore,

w27
R =g [/ e_i“’q”dw] =0, n €Z. (A.21)

wy

For the CROWSs defined in 2.12, when q gets larger, the spectrum of ¥U(w) gets more sym-

metric and leads to a very small integral B; when |¥(w)|? is multiplied by the sinusoidal

signal e~ ¢ > 2, which is related to the shift-¢ orthogonality of the CROWs. More-

over, for all ¢ values, very small integrals R, defined in (A.20) are achieved when |¥(w)|?

is multiplied by sinusoidal signals e=*"™, r > 2 which leads to the shift-2 orthogonality
with r = 2.

An analytic evaluation of R; by calculating
Rin =< 9(a"t),P(t — ng) > (A.22)

is shown in Fig. 2.10, which illustrates good approximation of the orthogonality condition

for the CROWSs. Similarly, an evaluation of
Ry =< tp(a¥t), ¥ (t — 2n) > (A.23)

shown in Fig. A.1 illustrates that the shift-2 orthogonality holds with high fidelity.

A.4 Derivation of Simplified RROW Analysis FB

We start from the direct rational sampling FB design method in [47]. The filters in the

equivalent g-channel analysis FB are defined by
H)(z) = 24 HP (2), (A24)

where d; =.|p-i/q| (|z] denotes the largest integer not greater than z), t; = p - ¢ mod
q and H(()v), e Héi)l are the polyphase components of H with respect to q. Considering

the special case of p = ¢ + 1, the definition is equivalent to

Hi(z) = 2'H(2), (A.25)
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Figure A.1. Cross correlation of the scaled and shifted wavelet basis functions by integer 2.

where ¢ = 0,--- ,¢ — 1. The polyphase expression of the equivalent filter H in the single
branch is

H(z) = H(2%) + 2 T HY (29) + -+ 297 HY, (29). (A.26)

The resemblance of the FBs in Fig. 2.11 and Fig. 2.15 infers the relation that

Hy(z) = 22H"(2), (A.27)

where ﬁi(z),i = 0,---,q — 1 are the filters in the rational orthogonal analysis FB in
Fig. 2.11. I:IZ-(”)(z),i =0,---,q—1 are the polyphase components of H with respect to gq.

H is the equivalent single branch filter we seek, and can be expressed by

H(z) = B (29) + 27 B (29 + - - 4+ 27 B, (29). (A.28)
Based on the definition of H;(z) in equation 2.21, we have
Hi(z) = z7%Hy(2), i=0,--- ,qg—1. (A.29)
Substituting (A.29) and (A.28) into (A.28), we have
H(z) = Hy(2%) + 2z~ WFPHD Ho(29) + - - - 4 2z~ (a-DA+p+0) f (0), (A.30)
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Defining A(z) = 142z~ + 272+ -+ 4+ 27971, the equivalent filter H is expressed as

H(z) = A(z0PHD) Hy(29). (A.31)
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Appendix B

Appendices for Chapter 4

B.1 Derivation of Probability of Error P, for the Type-1

Receiver

The output noise variable is a Gaussian random variable with zero mean and variance

L
1
2= 2N, §j —ae B.1
’ 2 0e=1a e

Assume that all amplitude levels are equally likely a priori. the average probability of a
symbol error is the probability that the noise variable exceeds in magnitude one-half of

the distance between the received signal levels which is valued at

L
dE) = dyE; ) pe B
=1

Taking account of the fact that when either one of the two outside levels 1s transmitted,
an error can occur in one direction only, and so we have
M-1 2 * <2
Py =——— / e 22 dz. (B.3)
M 2o d\/Eg Zf:l Pe
By substituting (B.1) into equation (B.3), we have
M-1 2 o
Py = e . e~ Py
M \2n ) i e

FNoTf jam e

_ M- 22e9(D ey pe)’
R (\/Nozfzia—ae ) >
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B.2 Derivation of Probability of Error P,; for the Type-2 Receiver

B.2 Derivation of Probability of Error P); for the Type-2

Receiver

The output noise random variable for the subchannel with Doppler scale of a® can be

expressed as
Ny
i=1

where N is the filter length and X; is a generalised Rayleigh distributed random variable
with 1 degree of freedom whose probability density function (PDF) is

2
P(z) = \/Q_Me"wz/”z,xzo (B.6)

The output noise variable Y can be rewritten as Y = | X'| where X’ is a Gaussian random

variable with zero mean and variance Ny,o2. Notice that to calculate the tail probability for
the type 2 receiver, although the cumulative distribution function (CDF) is single-sided,
the PDF of noise is two times the PDF of noise for the type 1 receiver on the positive side.
Therefore for the same noise threshold, the CDFs are equivalent. The probability of error
for the type 2 receiver follows the same derivation for the type 1 receiver by substituting

the output noise component and signal component of the type 2 receiver.

The output noise variable is equivalent to a Gaussian random variable with zero mean

and variance

L
1
2= 2N, S amde N, B.7

The one-half of the distance between the signal levels is given by

L
d®) = d\/@Z | pel po- (B.8)
=1

Analogously to the derivation of (B.4) from (B.2), we have the probability of error Py

given from (B.8) as

_ oM =1 [ e, (SE I
e
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