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Abstract 
 
Microbial pollution of surface waters and coastal zones is one of the foremost challenges facing the 
water industry and regulatory authorities. Yet despite the concern and increasing pressures on water 
resources in both developed and developing countries, understanding of microbial pollutants in the 
aquatic environment is fairly scattered. There is a need for an improved ability to quantify the processes 
that control the fate and distribution of enteric organisms to support decision-making and risk-
management activities. The aim of this thesis has been to advance the understanding of the dynamics 
of microbial pollution in aquatic systems through review, experimentation and numerical modelling.  
 
Initially, a new module for simulating the protozoan pathogen, Cryptosporidium, was developed and 
implemented within a three-dimensional (3D) coupled hydrodynamic-water quality model (ELCOM-
CAEDYM). The coupled 3D model was validated against a comprehensive dataset collected in 
Myponga Reservoir (South Australia), and without calibration, performed to a high degree of accuracy. 
The investigation then sought to examine the experimental dataset in more detail and found a significant 
difference between protozoan pathogens and the bacterial and viral indicators. To examine the role of 
bacterial association with particles in more detail, a second experimental campaign was carried out in 
Sugarloaf Reservoir (Victoria). This campaign was used to gain insights into the association of coliform 
bacteria with suspended sediment and to quantify their sedimentation dynamics based on in situ 
measurements. Using an inverse technique, particle profile data was used to create a simple 
Lagrangian model that was applied to back-calculate the sedimentation rates of the coliform bacteria 
and the fraction that were attached to the particles. The results indicated that 80 – 100% were 
associated with a small-sized clay fraction. This result was in contrast with the Cryptosporidium 
dynamics in Myponga Reservoir, where it was concluded that oocysts did not settle with the inorganic 
particles.  
 
These findings indicated the current models for simulating the array of organisms of interest to 
regulatory authorities are inadequate to resolve the level of detail necessary for useful predictions and 
risk management. Large differences between the protozoa, bacteria and phages were being observed 
due to different particle association rates and sedimentation dynamics, order of magnitude differences 
in natural mortality rates, and different sensitivity to sunlight bandwidths. The original model 
implemented within CAEDYM was therefore rewritten to be more complete and generic for all microbial 
pollutants and different types of aquatic systems. The model was built using a generic set of 
parameterizations that describe the dynamics of most protozoan, bacterial and viral organisms of 
interest. The parameterizations dynamically account for sensitivities to environmental conditions, 
including temperature, salinity, pH, dissolved oxygen, sunlight, nutrients and turbidity, on the growth and 
mortality of enteric organisms.  
 
The new model significantly advances previous studies in several areas. First, inclusion of the growth 
term allows for simulation of organisms in warm, nutrient rich environments, where typical die-off 
models tend to over-predict loss rates. Second, the natural mortality term has been extended to 
independently account for the effects of salinity and pH, in addition to temperature. The salinity–
mediated mortality has also been adapted to account for the nutrient status of the medium to simulate 
the importance of nutrient starvation on the ability of an organism to survive under osmotic stress. Third, 
a new model for sunlight-mediated mortality is presented that differentially accounts for mortality 
induced through exposure to visible, UV-A and UV-B bandwidths. The new expression has capacity to 
simulate the photo-oxidative and photo-biological mechanisms of inactivation through included 
sensitivities to dissolved oxygen and pH. Fourth, the model allows for organisms to be split between 
free and attached pools, and sedimented organisms may become resuspended in response to high 
shear stress events at the water-sediment interface caused by high velocities or wind-wave action. Fifth, 
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the enteric organism module has been implemented within the bio-geochemical model CAEDYM, 
thereby giving it access to dynamically calculated concentrations of dissolved oxygen, organic carbon, 
and suspended solids, in addition to pH, shear stress and light climate information.  
 
Without adjustment of the literature derived parameter values, the new model was validated against a 
range of microbial data from three reservoirs that differed in their climatic zone, trophic status and 
operation. The simulations in conjunction with the experimental data highlighted the large spatial and 
temporal variability in processes that control the fate and distribution of enteric organisms. Additionally, 
large differences between species originate from variable rates of growth, mortality and sedimentation 
and it is emphasized that the use of surrogates for quantifying risk is problematic. The model can be 
used to help design targeted monitoring programs, examine differences between species and the 
appropriateness of surrogate indicators, and to support management and real-time decision-making. 
Areas where insufficient data and understanding exist are also discussed. 
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An Emerging Threat 
Pathogen contamination of water systems has become a frequent occurrence in both developing and 
developed countries across the globe (Herwaldt et al., 1992; Moore et al., 1994; MacKenzie et al., 1994; 
Lisle and Rose, 1995; Zuckerman et al., 1997; Gibson et al., 1998; Hsu et al., 2000; Howe et al., 2002; 
Belkin and Colwell, 2006). The pathogens of concern vary between systems depending on the nature of 
their source and the intended use of the water. Due to their longetivity and resistance to conventional 
treatment technologies the (oo)cysts of the protozoan organisms Cryptosporidium spp. and Giardia spp. 
are a typical concern in water bodies used for drinking water (Robertson et al., 1992). In poorly treated 
drinking water stores and recreational waters (both fresh and marine), other problem organisms include 
bacteria such as Salmonella spp., Shigella spp., Vibrio spp. Clostridium spp. and Staphylococcus 
aureus, and numerous human enteric viruses such as those from the genera Enterovirus, Hepatovirus, 
Rotavirus and Norovirus (Fong and Lipp, 2006). Accordingly, the nature of disease caused by these 
organisms is also widely variable, and Table 1.1 lists the most common forms. 
 
Most concern is given to the allochthonous enteric microorganisms, which enter via an external loading, 
although in certain locations some autochthonous pathogens may also be important (e.g. Vibrio 
cholerae). The allochthonous sources typically occur when heavy rains washing infected material from 
surrounding agricultural or urban catchments into the floodwaters that supply the waterbody, or when 
effluent is discharged directly into watercourses (Figure 1.1). These two major sources present a risk to 
humans through three main routes of exposure: direct consumption of microorganisms within drinking 
water (fresh only), recreational contact (fresh, estuarine and marine), and consumption of 
microorganisms that have bio-accumulated within the tissues of consumable shellfish (estuarine and 
marine) (Figure 1.2).   
 
 
 
 
Table 1.1: Summary of common water-borne diseases. 

 Disease 
 

 Agent 
 

 Symptoms 
 

 Amebiasis 
 

 Protozoan (Entamoeba histolytic)  Abdominal pain, fatigue, weight loss, diarrhoea 
 

 Campylobacteriosis 
 

 Bacterium (Campylobacter jejuni) 
 

 Fever, Abdominal pain, fatigue, diarrhoea 
 

 Cholera 
 

 Bacterium (Vibrio cholerae)  Fever, Abdominal pain, vomiting, diarrhoea 

 Cryptosporidiosis 
 

 Protozoan (Cryptosporidium parvum) 
 

 Abdominal pain, vomiting, diarrhoea 

 Diarrhoeagenic  
Escherichia coli 

 Bacterium (Escherichia coli O157:H7)  Acute bloody diarrhoea, abdominal cramps 

 Giardiasis 
  

 Protozoan (Giardia lamblia) 
 

 Abdominal pain, vomiting, diarrhoea 

 Hepatitis 
 

 Virus (Hepatitis A) 
 

 Fever, chills, abdominal pain, jaundice 

 Salmonellosis 
 

 Bacterium (Salmonella sp.)  Fever, abdominal cramps, bloody diarrhoea 

 Shigellosis 
 

 Bacterium (Shigella sp.) 
 

 Fever, diarrhoea, bloody stools 

 Viral Gastroenteritis 
 

 Virus (rotavirus etc.) 
 

 Vomiting, diarrhoea, headache, fever 
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Figure 1.1: Schematic overview of allochthonous microbial sources and receiving aquatic environments from the 
catchment to the ocean. 
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Figure 1.2: Conceptual breakdown of routes of exposure of microbial pollutants. 



Microbial pollution in aquatic systems M.R. Hipsey Pg 5 
 
 

 

Surrogates for Indicating Pathogen Threats 
The complexity, cost and time constraints associated with the direct enumeration of pathogens to 
identify their distribution in large water bodies, frequently limits the ability of water managers to detect 
the intrusion of poorer quality water inflows into the aquatic environment. As a result, there is 
considerable discussion in regulatory organizations and water utilities as to the value of using 
surrogates, such as microbial indicator organisms or even physical properties such as turbidity, as a 
way of detecting the presence of microbial contamination and hence the threat of actual pathogenic 
organisms. Microbial indicators have the advantage of being low-risk, present in high concentrations 
relative to other organisms of concern (i.e. a high signal to noise ratio), and simple and cheap to 
enumerate.  
 
The most widely used indicator organisms of microbial pollution are the enteric coliform bacteria, which 
are gram-negative bacilli that belong to the family Enterobacteriaceae (e.g. Klebsiella spp., 
Enterobacter spp. Citrobacter spp., Escherichia coli). Specific coliform measurements include total 
coliforms, faecal coliforms, and in particular the specific organism E. coli (Baudisova, 1997). The latter 
two are the most common since they are abundant in the faeces of humans and other warm blooded 
animals, and are hence thought to be a reliable indicator of faecal pollution. Total coliforms are used 
less frequently since they include organisms from soil and cold-blooded animals. Except for certain 
strains of pathogenic E. coli (e.g. O157), coliform bacteria are not a threat to human health, but their 
high abundance means that they are easy to detect, thereby alerting regulatory authorities to pollution 
events that may contain other organisms of concern. Other routinely used indicator bacteria include the 
gram-positive cocci, including Enterococci and faecal streptococci. However, it is now apparent that 
these bacterial indicators are not suitable for assessing the risk posed by protozoan pathogens and 
some enteric viruses (Ashbolt et al., 2001). Several outbreaks of cryptosporidiosis have now been 
documented where the water quality met microbiological standards based on bacterial indicators 
(MacKenzie et al., 1994; Lisle and Rose, 1995). 
 
Various bacteriophages are used as index organisms for enteric viruses (Havelaar et al., 1993; Armon 
and Kott 1995; Tartera et al., 1989; Cornax and Morinigo, 1991). The single-stranded F-specific RNA 
(F+ RNA) bacteriophages (e.g. strains MS-2, F2 and Q beta) and the double-stranded somatic 
coliphages (e.g. strains T2, T7 and φX174) are routinely measured in fresh and coastal waters. 
However, faecal bacteriophages are not always suitable index organisms since they are present in a 
range of animal as well as human faeces, whereas human enteric viruses only originate from human 
faeces. There have also been reports of human enteric viruses being detected in waters in the absence 
of bacteriophages (Grabow et al., 2001). The rationale for their use as model organisms is based on 
their similar size and morphology, along with the low cost, ease and speed of detection compared to 
human enteric virus assays. The ideal host bacteria would be of human faecal origin only, consistently 
present in sewage in sufficient numbers for detection, and only lysed by phages that do not replicate in 
another host or the environment. While bacteriophages to Bacteroides fragilis strain HSB40 appear to 
be human specific and do not replicate in the environment (Tartera et al., 1989), their phage numbers 
are too low for general use. Due to their high abundance, studies have focused on the coliphage 
systems, including the double and single-stranded DNA and RNA-containing phages listed above, and 
for a range of bacterial hosts. The F+ RNA coliphages attach to the sides of the bacterial pili that only 
occur on exponentially growing specific (F+) strains of E. coli or an engineered Salmonella typhimurium 
(strain WG49), and are therefore the current models of choice (Havelaar et al., 1993; Grabow, 2001).  
 
The use of spores of the gram-positive bacilli Clostridium perfringens has been suggested as a good 
indicator of human faecal contamination and may correlate with human parasitic protozoa and enteric 
viruses (Payment and Franco, 1993; Ferguson et al., 1996). However, two confounding factors must be 
considered; first, C. perfringens spores are very persistent (Davies et al., 1995) and second, they may 
be excreted by various animals (Leeming et al., 1998). Hence, they may show little relationship with 
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parasitic protozoa in animal-impacted raw waters, and could be misleading about the likely presence of 
infective human viruses. 
 
Particle counting and turbidity levels have also been identified as potential surrogates of microbial 
pollution and weak epidemiological evidence exists that suggests waterborne illness from drinking water 
may be associated with the raw water turbidity (Juranek and Mackenzie, 1998). The use of turbidity 
alone to predict pathogen presence is difficult because turbidity is dependent on a range of processes 
that are independent of pathogen presence. For example, it is well established that many young calves 
are infected with Cryptosporidium (Ongerth and Stibbs, 1989), however, calving is timed to coincide with 
the period when feed is abundant and cows are on a rising plane of nutrition. Consequently, calving and 
high oocyst numbers occur when catchments are well vegetated, yet this is typically when turbidity is 
low. Additionally, surrogates such as turbidity are influenced by catchment specific factors such as soil-
type distribution and non-grazing land-use such as horticulture that do not correlate with pathogen input. 
In the ocean, turbidity may be caused through resuspension of sediment during high wind events or 
strong currents, and therefore may exist unrelated to any catchment or wastewater discharges. 
Nonetheless, turbidity is a readily measurable parameter that warrants investigation as a potential early 
warning mechanism. 
 
While no single water quality indicator can reliably assess the bacterial, protozoan and viral 
contamination of aquatic environments in all circumstances, it is feasible that a suite of surrogates may 
be identified that will estimate levels of microbial contamination within defined circumstances, such as 
within a storage reservoir with well characterized inputs. There is therefore a need for a process-based 
understanding of surrogate organisms in order to develop a model of their behaviour and assess their 
dynamics relative to their pathogenic counterparts. 
 

Factors Controlling the Fate and Distribution of Enteric Organisms in Surface Waters 
Despite numerous decades of research into the fate and distribution of pathogens and microbial 
indicators, information about the fate of pathogens once they enter a receiving environment remains 
fairly scattered. Even though some organisms are well studied within the biological and medical 
literature, studies of their response to the numerous biotic and abiotic pressures that they face within the 
environment are still ongoing.  
 
Pathogen distribution and transport in rivers, reservoirs, estuaries and the coastal ocean is a function of 
the pathogen load in the source water (e.g. agricultural runoff or direct wastewater discharge), the 
settling or entrainment characteristics of the particles that they may attach to, and resuspension from 
sediment by turbulence at the benthic boundary layer. The distribution of organisms will also be 
impacted by predation by autochthonous organisms and degradation due to sunlight exposure or 
mortality due to undesirable physico-chemical conditions. For some organisms, growth may also need 
to be considered. Each of these will be expanded upon in detail throughout the thesis, however a brief 
overview is presented below. 
  
Hydrodynamic controls on pathogen dynamics:  The hydrodynamic distribution of pathogens in aquatic 
systems includes processes that determine the horizontal transport, dispersion and dilution, and vertical 
distribution. Horizontal transport is predominantly driven by basin-scale circulation patterns including 
wind-driven currents, inflows and basin-scale internal waves. Although wind-driven currents only 
influence the surface layer, inflows can occur at any depth in a stratified water column and internal 
waves can generate significant internal currents that may act in different directions at different depths. In 
stratified lakes and reservoirs, internal waves have been shown to be responsible for the vertical 
advection of pathogens past offtake structures resulting in periodic variations in water quality (Deen et 
al., 2000). 
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Dispersion describes both the turbulent dispersion (for example in the surface mixed layer) and shear 
dispersion due to the presence of a horizontal or vertical velocity shear, (e.g. rivers or tidally forced 
systems). Both processes are important in determining the distribution of pathogens and particles, 
however, since mixing processes occur at small-scale they are not resolved by numerical models of 
environmental flows and rely on ‘closure’ schemes.  
 
Since the source of most pathogens is via catchment inflows or engineered outfalls, their behaviour as 
they enter the water column is of particular importance. Inflow dynamics are controlled by their density 
and momentum relative to that of the ambient water. For example, warm inflows will flow over the 
surface as a buoyant surface flow, and cold dense inflows will sink beneath the ambient water where 
they will flow along the bottom towards the deepest point. In either case, as it propagates the gravity 
current will entrain ambient water, increasing its volume, changing its density and diluting the 
concentration of pathogens and other properties. A further complication is introduced where the density 
difference is derived from particulate matter (turbidity current), in which case the settling of these 
particles will influence the density and propagation of the inflow. The speed at which the inflowing water 
travels, its entrainment of ambient water and resulting dilution of its properties, and its insertion depth 
are all of critical importance in determining the hydrodynamic distribution of pathogens. Prediction 
therefore requires a detailed numerical solution, often in three dimensions, which can resolve processes 
controlling momentum, mixing, and thermodynamics. 
 
Kinetics:  As particles are advected and mixed throughout a waterbody they are also subject to 
‘non-conservative’ behaviour, i.e. growth or decay. Organisms become inactivated as they are exposed 
to the range of biotic and abiotic pressures that face them within the aquatic environment. In particular, 
organisms are known to be sensitive to temperature, salinity, pH, oxygen, turbidity, sunlight, and they 
are also subject to predation by autochthonous microorganisms. Some bacteria may also be able to 
support growth through assimilation of nutrients from the water (Evison, 1988; Lopez-Torres, 1988; 
Camper et al., 1991; Ashbolt et al., 1995; Solo-Gabrielle et al., 2000). 
 
Sedimentation & association with particles:  Except perhaps for the protozoan (oo)cysts, the 
settling rate of free-floating organisms is small. Association with inorganic and organic aquatic particles 
however can considerably increase the losses due to sedimentation, with particle settling being affected 
by their size and density according to Stoke’s law (Reynolds, 1984). Pathogens may be associated with 
particles via adsorption at the surface, or they may be physically enmeshed within the organic matrix of 
faecal material.  Differences in dynamic aggregation rates between different organism classes (i.e. 
protozoan, bacterial, viral) are thought to be an important determinant when deciding the applicability of 
surrogates. 
 
Resuspension:   Since pathogens may remain viable for significant periods in aquatic sediments 
(Gerba and McLeod, 1976; Davies et al., 1995; Howell et al., 1996), the resuspension and subsequent 
re-distribution of pathogens and indicator organisms can potentially be an important process. Sediment 
resuspension occurs when the shear stress due to currents and turbulent velocity fluctuations reaches a 
critical level. In rivers and estuaries, large currents are capable of generating significant critical bed-
shear that exceeds the critical level regularly. In lakes and stratified environments such high velocities 
are reached less frequently, but can be caused by large underflow events and by basin-scale internal 
waves motions. Turbulent motions within the benthic boundary layer driven by currents and internal 
wave breaking (Lemckert and Imberger, 1998) are also known to result in the resuspension of 
particulate material (Michallet and Ivey, 1999). In environments with an active surface wave field such 
as the coastal ocean and estuarine environments, then oscillatory currents due to wind-wave action will 
also be important (Beach and Sternberg, 1992). 
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Pathogen Risk Management 
A fundamental principle of drinking water supply is to use high quality, protected source waters as a 
means of reducing the potential load of drinking water contaminants and thus reducing treatment costs 
and subsequent health risks to consumers. A study by Edzwald and Kelley (1998) of the mean 
concentration of Cryptosporidium oocysts in protected reservoirs (0.52/100L) and pristine lakes (0.3 – 
9.3/100L) compared with polluted rivers (43 – 60/100L) and polluted lakes (58/100L) highlights the merit 
of this strategy. With increasing pressures on catchments and coastal zones, aquatic systems are not 
always sufficiently protected and pathogen risks must therefore be appropriately managed. In 
developing countries this is further confounded since both drinking and recreational waters may be 
subject to direct and unregulated effluent discharges. 
 
The presence or absence of pathogens within the aquatic environment does not always provide a 
satisfactory indication of risk to human health. For example, Cryptosporidium and Giardia (oo)cysts 
have been identified at levels that may present a health hazard within Lake Kinneret, which supplies 
approximately two-thirds of Israel’s water, however no major outbreaks have been reported in Israel 
(Zuckerman et al., 1997). Conversely, several outbreaks of cryptosporidiosis have now been 
documented where the water quality met microbiological standards based on bacterial indicators 
(MacKenzie et al., 1994; Lisle and Rose, 1995). It is commonly recognized that pathogen data needs to 
be considered within a wider management framework that encompasses the entire system, from 
release to exposure. To obtain a more realistic assessment of the overall pathogen risk it is necessary 
to understand the critical variables controlling pathogen fate and distribution once they enter the aquatic 
environment. 
 
Successful risk management of water supply reservoirs and fresh or coastal recreational waters 
requires a systematic approach to pathogen monitoring and prediction in order to reduce the risk of 
exposure to the public. This is best achieved through a quantitative understanding of the critical 
processes involved in pathogen distribution and transport, such as dilution rates and time scales for 
inactivation. Such information would enable water managers to quantify the risk to water quality 
associated with a pathogen threat in source water, revise monitoring protocols to detect pathogens, and 
to manage water treatment or beach closures proactively based upon detected or, ideally, modelled 
(anticipated) risk. Due to their flexibility, such ‘adaptive’ management strategies are more effective than 
their rigid counterparts, yet they are rarely adopted due to numerous uncertainties in our understanding 
and due to poor numerical predictions.  
 
Allen et al. (2000) recently went further, and described pathogen monitoring as being of little value and 
highlighted several cases where monitoring had misled regulatory authorities as to the actual risk, 
including both false positives and false negatives. They highlight several technical and administrative 
barriers why this is the case, and instead suggest that the human and financial resources would be 
better invested in enhancing treatment processes and gaining a better understanding of the system 
(such as the major pathogen sources and sinks, and inactivation processes). Within a drinking water 
system this is fairly clear since there are many points at which the quality of the source water can be 
controlled before the public is ultimately exposed, but for other environmental waters there is only 
limited ability for intervention. However, aquatic systems have an inherent natural assimilative capacity 
and, through time, can act to attenuate pathogen concentrations (Kay and McDonald, 1980). The 
question then becomes whether or not it is possible to optimise the performance of aquatic storages as 
barriers to pathogen transmission. Again, this requires a more detailed quantitative understanding of 
organism fate and distribution. 

Role of Numerical Models 
Although the processes influencing enteric organism fate and distribution are fairly well established, 
there is still much uncertainty as to the relative importance of each process on a system-wide scale, 
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particularly the spatial and temporal variability.  Furthermore, a detailed understanding of how pathogen 
dynamics vary between systems, which may differ in their loading, salinity, temperature and trophic 
status, remains elusive. As a result, ad hoc monitoring routines are often employed that rarely give an 
indication of the true risk. Numerical models are attractive since they offer to integrate the myriad of 
interacting and non-linear processes and place them within a system-wide context.  
 
The use of numerical models to augment existing monitoring and risk-management activities is 
becoming increasingly widespread since they are able to highlight dominant processes controlling 
organism dynamics, and can be used to fill knowledge gaps and test catchment management scenarios 
or examine engineering interventions. Such models have also been used to support real-time decision-
making by forecasting pathogen concentrations (Romero et al., 2006b). There have been several 
models used to simulate different components of microbial pollution reported in the literature that range 
in sophistication and that are relevant for different surface water environments, including freshwater 
lakes and reservoirs (Auer and Niehaus, 1993; Jin et al., 2003; Hipsey et al., 2005), streams and rivers 
(Wilkinson et al., 1995), and estuaries and coastal lagoons (Salomon and Pommepuy, 1990; Steets and 
Holden, 2003; McCorquodale et al., 2004). However, it remains difficult for practitioners within the water 
and environmental industries to confidently implement these models, since they tend to be system or 
organism specific. 
 
Considering the effort placed in monitoring and risk management of enteric organisms in fresh, brackish 
and coastal waters, the reported models are fairly rudimentary and have not evolved considerably in the 
past two decades. This is particularly surprising in light of the substantial advances in microbiological 
techniques and physiological understanding of the organisms, and the considerable computational 
power that has become available.  
 

Aims and Scope of Work 
In light of the above discussion, it is clear that there is a need for an improved quantitative description of 
pathogen and microbial indicator organism dynamics within the aquatic environment. The aim of this 
thesis is to develop, test and verify models and techniques that will provide an improved process-based 
understanding of pathogen and indicator organism dynamics in aquatic systems. This will help 
scientists, the water industry and environmental regulators, understand, monitor and predict the 
dynamic and non-uniform distribution of pathogens in rivers, lakes, estuaries and the coastal ocean. 
Ultimately it is envisaged that such numerical tools will form an integral component of pathogen risk 
management systems.  
 
To satisfy this aim, this thesis explores through literature review, field experimentation and numerical 
simulations, the key physical, chemical and biological processes that control the behaviour of enteric 
organisms once they enter the aquatic environment. In doing so, a new model of enteric organism 
behaviour is presented that is generic for protozoa, bacteria and viruses in fresh, estuarine and marine 
environments. With little to no calibration of the coefficients (pre-determined from experiments and 
review), the model is ultimately validated against data from three different freshwater systems. The 
model and field results presented herein will ultimately provide for improved decision making and 
pathogen risk management.  
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HYDRODYNAMIC MODELLING 
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Overview 
To have confidence in the model’s ability to predict pathogen transport within an aquatic system, one 
must first be confident that the hydrodynamic model successfully captures the dominant hydrodynamic 
processes observed in field data since these predictions underpin much of the subsequent analysis. 
This particularly relates to the ability of the model to capture inflow dynamics and evolution through the 
basin, as well as other processes such as surface thermodynamics and internal wave generation and 
dissipation. It is the aim of this chapter to present a validation of the Estuary Lake and Coastal Ocean 
Model (ELCOM) against available historical data for three field sites within Australia: Myponga 
Reservoir, Sugarloaf Reservoir and Lake Burragorang. These sites were those proposed for the field 
campaigns and so this analysis also served as a virtual environmental laboratory enabling the 
exploration of logistical and scientific concerns prior to entering the field. There is no further 
presentation of Lake Burragorang in the subsequent chapters since this campaign yielded no useful 
pathogen data, however, the hydrodynamic validation remains here since it is still a useful test of the 
model. 
 
ELCOM is a three-dimensional (3D) hydrodynamic code used to simulate spatial and temporal variation 
of temperature and salinity in lake, reservoir, estuarine and oceanic environments. Velocities are 
resolved through solution of the Reynolds-averaged Navier-Stokes equations (RANS), which uses a 
mixed-layer turbulence closure scheme and a unique mixing-model to directly compute vertical turbulent 
transport (Hodges et al., 2000). Heat exchange at the atmosphere-lake interface is separated into 
penetrative (solar radiation) and non-penetrative components (long wave radiation and sensible and 
latent heat fluxes). Solar radiation penetrates deep into the water following an exponential decay as 
described by Beer’s Law. Sensible and evaporative heat losses are described by standard bulk-transfer 
equations (Imberger and Patterson, 1990). The user is required to supply meteorological information 
(solar and net radiation, wind-speed and direction, humidity and air temperature) and inflow and outflow 
volume fluxes.  
 
In freshwater environments, validation of ELCOM is achieved by comparing simulation data with 
thermistor chain and profile data at various locations within the basin, and, where available, velocity 
data as collected by an Acoustic Doppler Velocity Probe (ADVP). For the validation of Lake 
Burragorang, simulated temperatures are compared with profile data, and for Myponga and Sugarloaf 
Reservoirs validation is through comparison with thermistor chain data. The validation focuses on the 
two factors that are of particular importance when modelling pathogen fate and transport in reservoirs: 
1) inflow dynamics within the reservoir, and 2) surface thermodynamics.  
 
Inflows are important since they are the vectors that transport pathogens and indicator organisms 
introduced from the surrounding catchment to the waterbody. In addition, they are the most important 
hydrodynamic process that controls pathogen transport once within a waterbody. Capturing the 
dynamics of these intrusions is often a challenge for hydrodynamic models because of insufficient grid-
resolution, and an artificial ‘stair-step’ roughness scale that causes ‘numerical convective entrainment’ 
(Dallimore et al., 2003; 2004). This occurs because the base of the model domain is discretized into a 
number of steps as opposed to a continuous slope as might be expected in reality. The simulated inflow 
must therefore travel down a stepped structure and as it progresses down it will artificially entrain more 
water than would be realistically expected. The effects of numerical entrainment reduce as the height of 
the underflow increases relative to the vertical grid resolution, and so is less of an issue for large, cool 
inflows. It is these inflows that are of particular concern, as they have the greatest potential to introduce 
pathogens from the catchment. 
 
An accurate representation of the surface thermodynamics is important in predicting the vertical 
temperature structure and evolution of the reservoir. Typically, the rate of inactivation of pathogens such 
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as Cryptosporidium spp. is temperature dependent, and so an inaccurate temperature prediction may 
cause erroneous pathogen viability estimates. Additionally, processes such as differential heating and 
cooling can generate density currents and therefore contribute to pathogen transport and distribution. 
 

Hydrodynamic Modelling of Myponga Reservoir 
Myponga Reservoir is located on the Fleurieu Peninsula, near Adelaide in South Australia (S 35°21’14”, 
E 138°25’49”). It is fed by a 124 km2 catchment that receives an average annual rainfall of 
approximately 750 mm. The catchment is drained by Myponga Creek, which feeds the ‘long-arm’ of the 
reservoir on the eastern side (Figure 2.1). 
 
Myponga Reservoir is a drinking water supply and has a maximum storage of 26,800 ML, and a 
maximum depth of 36 m at the dam wall. To help manage water quality problems, the reservoir is 
artificially de-stratified during the summer period from September to March by an aerator near the dam 
wall and two surface mixers located in the main basin. As a result, release of nutrients from sediments 
is minimized (Brookes et al., 2000), and the nutrient loading is therefore dominated by catchment 
sources. 
 
The dominant pathogen source is from the catchment via Myponga Creek. Typically, this river inflow is 
cooler than the ambient reservoir temperature, and so the inflow becomes a dense intrusion that flows 
towards the centre of the reservoir, potentially reaching the dam wall. When modelling Myponga, the 
focus is on accurately capturing the riverine intrusion, and accurately modelling the surface 
thermodynamics, as it is these processes that govern the fate and transport of pathogens throughout 
the reservoir. Here the model is validated against two separate events: the first is between 16 – 31 May 
2001 and represents the first ‘flushing’ rains of the season, and 1 – 22 September 2001, which 
represents a typical winter inflow late in the season and is followed by the onset of stratification. For 
both of these events, a significant historical dataset exists which can be used to drive and validate the 
ELCOM simulations. 
 

 
Figure 2.1: Myponga Reservoir bathymetry (contour units in metres below Full Service Level). 

 

Field Monitoring and Data 
Myponga Reservoir has two complete weather stations, Met1 and Met2, located on the ‘main basin’ and 
‘long-arm’ sections, respectively. Met1 measures solar and net radiation, air temperature and relative 
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humidity, and wind-speed and direction, all at 2 metres above the water surface. Met2 measures only 
wind-speed and direction (also at 2 m). Inflow volumes are monitored at Myponga Creek using a V-
notch weir approximately 1 km upstream from the where the creek meets the reservoir. Water 
temperature at the weir is also monitored. Evaporation is measured using a standard class-A pan on the 
western side near the dam wall, and is converted to lake evaporation estimates using an arbitrary pan-
to-lake conversion factor of 0.8. Outflow volumes from the dam off-take (located at a height of 18 m 
from the base) are logged. Rainfall data is collected from a manual gauge adjacent to the evaporation 
pan about 20 m from the edge of Myponga reservoir. Groundwater inflow and outflow is not considered 
in these simulations since it is not though to make a significant contribution during the simulated 
periods.  
 
The two meteorological stations support thermistor chains that log data every 10 minutes. The 
thermistors are variably spaced with fine resolution in the surface layer and increased spacing with 
depth. Analysis of the thermistor chain data for both the May and September data indicated that several 
of the thermistors were in error and so were not used in the validation. 
 

May 2001 
The May data extends from 16 – 31 May (Ordinal Date, OD: 136 – 152). This period represents the first 
significant river inflow for the season, following a 5-month drought. The meteorological, inflow and 
outflow data used to drive the May ELCOM simulations is shown in Figure 2.2 and 2.3 respectively. Due 
to a sensor malfunction however, wind-speed and direction data was not collected at Met1 during this 
time. Thermistor chain data is plotted in Figure 2.4. 
 
The inflow hydrograph shows a major peak during days 137 – 138, followed by a recession and a 
second smaller peak at days 147 – 148. The first hydrograph peaks slightly below 3 m3s-1, which is 
considered a small-moderate inflow event for this system. The temperature of the peak inflow water 
(~10°C) is low compared to the minimum reservoir water temperature (~15°C). 
 
As shown in the solar radiation, wind-speed and rainfall data (Figure 2.2), much of this period was 
characterized by thunderstorm activity. Comparison of the air and surface water temperatures indicates 
that for almost the entire May simulation period, the water surface is warmer than the air temperature 
(as measured at 2m above the water surface). This temperature gradient creates unstable atmospheric 
conditions over the water, and in particular results in enhanced evaporative (and sensible heat) losses 
as the turbulent eddies become more effective in removing moisture (and heat) from the water surface. 
This phenomenon is well described by the bulk Richardson number: 
 

 Ri =
g
T

ΔT
Δz

Δu
Δz( )2 =

gz Tair − Tsurface( )
Tuz

2  (2.1) 

 
where g is the acceleration due to gravity (ms-2), T is temperature (°C), z is the height above the water 
surface (m) and u is the wind-speed (ms-1).  A high Richardson number reflects low wind-speed and 
high thermal stratification of the air over the water, and the sign reflects the nature of the stratification: 
positive for stable conditions and negative for unstable conditions. As seen for most of the simulation 
period, large negative Ri values reflect a dominance of convective instability over the water surface (i.e. 
unstable stratification and low wind-speed), and hence enhanced heat fluxes. Evaporation pan data 
however, does not reflect these conditions, as the water in the pan will remain much closer to air 
temperature. Additionally, the evaporation pan is not in the internal boundary layer that develops as the 
wind moves along the water, and so will be experiencing different meteorological conditions than the 
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waterbody. As a result, the pan-data is only used in a qualitative sense as an indicator of daily 
evaporation volumes. 
 
The period experienced two rain events. Although the first rain event was significantly larger (60 mm 
over 4 days relative to 20 mm over 3 days), it is not reflected in the hydrograph peaks because the initial 
storm fell on a dry catchment, and therefore a significant component of water was consumed in wetting 
the catchment. For the second event, more runoff resulted as the catchment antecedent condition was 
closer to saturation following the previous rains. 
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Figure 2.2: Meteorological data measured 2 m above the water surface for the May 2001 storm event. 
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The thermistor chain data (Figure 2.4) shows that the waterbody is initially well mixed. The inflow is 
seen as a subsequent pulse of cool water passing the Met2 thermistor chain, beginning day 138, with a 
height of approximately 5 m. The typical diurnal signal of surface heating (stratifying the water during 
midday and surface cooling mixing the water column at night) is seen for most of the measurement 
period, but is particularly evident from day 141 – 144. The thermistor data at Met1 (in the ‘main basin’ of 
the reservoir) shows that the cool inflow water gradually fills up the main portion of the basin, and 
although it is diluted with entrained reservoir water, the intrusion penetrates up to 10 m from the bottom.  
 

September 2001 
The September data extends from 1 – 22 September (Ordinal Date 244 – 265). Throughout this period 
there was a significant river inflow component, as is typical of winter and spring conditions. The 
meteorological, inflow and outflow data used to drive the September ELCOM simulations is shown in 
Figure 2.5 and 2.6. Both meteorological stations were fully operational. Thermistor chain data is plotted 
in Figure 2.7. 
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Figure 2.3: Inflow and outflow data for the May 2001 storm event. Evaporation rates are plotted as 0.8x the pan 
evaporation rate. 
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Figure 2.4: Myponga thermistor chain data for the May 2001 storm event. 

 
 
 
At the beginning of the month, the reservoir is only weakly stratified (~0.5°C) and becomes fully mixed 
in response to the storm activity from days 250 – 252 (Figure 2.7). After the storm activity ceases on 
day 252, the surface layer begins a warming trend that extends beyond day 265. The stratification 
induced by the heating extends down approximately 7 m. Despite prolonged periods of unstable 
atmospheric conditions over the waterbody, particularly during the low-wind periods (large, negative 
Richardson numbers), nighttime surface cooling caused insufficient convective mixing of the surface 
layer to devolve the stratification.  
 
The effects of the inflows on the reservoir thermal structure are not as pronounced as the May inflows 
despite their larger size, because the inflow temperatures are closer to the respective ambient reservoir 
temperatures. Indeed, there is little evidence of the inflows at the thermistor chain located in the main 
basin (Figure 2.7). 
 

ELCOM Setup 
A bathymetric map was digitized using ArcView and interpolated onto a regular 50×50 m grid. This 
created an ELCOM dataset of approximately 60,000 cells (for 0.5 m vertical resolution). This resolution 
was deemed too fine with respect to computational times for future ELCOM-CAEDYM runs, and the 
horizontal grid spacing was increased to 100 m, creating a final ELCOM wet-point dataset of 27,000 
cells. Vertical grid spacing was originally tested at 1 m, but preliminary simulations showed insufficient 
accuracy. Much greater accuracy was achieved using a vertical grid depth of 0.5 and 0.4 m, but since 
there was no appreciable difference between the two, 0.5 m was chosen to reduce computational times. 
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The bathymetry along the ‘long-arm’ was straightened to reduce artificial momentum loss associated 
with grid discretization. The discretization of the bathymetry has the potential to alter the height-storage 
relationship, so the ELCOM bathymetry was incrementally adjusted until the real and discretized 
storage-height curves closely matched (Figure 2.8).  
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Figure 2.5: Meteorological data measured 2 m above the water surface for September 2001. 
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Figure 2.6: Inflow and outflow data for the September 2001 storm event. 

 
 
 
A plan view of the ELCOM grid is shown in Figure 2.9, showing the location of the Myponga Creek 
inflow, the two meteorological stations, and the output points of the curtains and profiles. The two 
different surface forcing regions for wind-speed and direction are also illustrated. In addition, extensions 
were made to the code to allow longwave radiation data to be input directly, and correction for 
atmospheric stability was also included to minimize errors arising from the cloudy and cool nature of the 
simulation period (see Richardson number plots above). 
 
The simulations were forced with the raw 10-minute meteorological data presented above. The inflow 
and outflow boundary forcing regions were set to be one grid cell, as indicated on Figure 2.9. For each 
of the simulations the water level data was compared with available field data to ensure accurate mass 
balance representation. 
 
The simulations were run with a time-step of 240 secs, and, as suggested by thermistor chain data (see 
Figures 2.4 and 2.7), the entire basin was given a constant initial temperature. Based on field measure- 
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Figure 2.7: Myponga thermistor chain data for the September 2001 storm event (top:Met1, bottom:Met2). 

 
 
 
 
 
 
 

 
Figure 2.8: Comparison between the storage-height curves for the ELCOM grid and that based on field data. 
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Figure 2.9: Plan view of ELCOM grid used for Myponga Reservoir, showing the bathymetry the two surface forcing 
regions, inflow and outflow locations, and the location of the meteorological stations and thermistor chains. 

 
 
 
 
 
-ments, an extinction coefficient of 1.2 was used. Additionally, both the reservoir and inflow water were 
assumed to be fresh, so that only temperature was responsible for creating density gradients. 
 
 

ELCOM Performance 

May 2001 
Comparison of the ELCOM simulations with the field data is presented in Figure 2.10 for the May 
simulations. The cool river inflow is first seen midway through day 138 in Met2 as it descends down the 
‘long-arm’. This shows a lag of approximately half a day from its entry at the mouth of Myponga Creek, 
implying a mean underflow velocity of ~0.07 ms-1 in this region.  
 
ELCOM accurately captures the timing and height of the underflow (Figure 2.10a), although the 
temperature of the main underflow pulse was over-predicted by 0.5 – 1.0 degree, suggesting over-
estimation of entrainment. However, this calculation is complicated because of the inflow itself being 
masked with cool water that originated from the shallow reaches near the mouth of Myponga Creek. 
Accurate modelling of the underflow pulse was consequently highly dependent on accurate modelling of 
the cooling experienced by the water being entrained. The temperature of the second underflow that 
occurred during days 148 – 149 was more accurately simulated, although it arrived approximately 6 
hours early. This is potentially a result of over-estimation of the horizontal dispersion of the front, 
although again it seems that this underflow is coincident with cool water resulting from surface cooling in 
the shallow reaches near the mouth of Myponga Creek.  
As the underflow progresses into the main basin, it remains cooler than the reservoir water, and begins 
to displace water within the hypolimnion. As captured at the Met1 thermistor chain, the intrusion takes a 
further 1/2 day to progress through into the main basin. A reduction in underflow speed (0.03 ms-1 
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compared to 0.07 ms-1) results from the lower bed gradients in addition to the right angle turn made as it 
exits the ‘long-arm’. In addition, the underflow volume and momentum is gradually entrained as the 
water progresses down the slope. Although ELCOM accurately modelled this progression, it over-
predicted its height of influence (as measured by the 14.5°C isotherm displacement) by approximately 
7 m. Despite this, it is emphasized that ELCOM reproduced the thermistor chain data to within 0.5°C, as 
indicated by the difference plots. 
 
During initial simulations poor predictions of the temperature structure motivated the development of a 
new module to correct the bulk transfer equations for the effect of non-neutral atmospheric conditions 
(Appendix A1). The implementation of this correction scheme in ELCOM significantly improved the 
surface thermodynamics due to the persistent non-neutral conditions as indicated in the Richardson 
number plots (Figure 2.2). Scatter plots highlight the improvement between ELCOM simulations 
conducted with and without atmospheric stability module (Figure 2.11). Ignoring the influence of 
atmospheric stability over the water resulted in the surface waters significantly over-heating as indicated 
by the tendency for the points to deviate above the 1:1 line. This is particularly evident for the Met1 
thermistor data, which shows an improvement in the R2 value from 0.692 to 0.936 upon inclusion of the 
atmospheric stability correction. Similarly, Met2 showed an increase from 0.727 to 0.892. It is also 
interesting to note that the improvement is not confined to the surface layer predictions, but also to the 
underflow. As discussed above, this is a result of the superposition of differential surface cooling and 
the inflow to create the underflow seen in Figure 2.10a. There is therefore a shift of the entire set of 
points above the 1:1 line, as opposed to skewing of only the upper section (i.e. surface waters). 
 
Overall the errors were small, and based on the results from both thermistor chains, ELCOM 
consistently predicted the temperature structure to within ±0.5°C, with an average error of <0.2°C. This 
is considered to be an excellent validation of the ability of the model to simulate the hydrodynamics in 
Myponga Reservoir under both inflow and meteorological forcing during a storm event.  
 
 
September 2001 
The September simulation period runs over a longer period, and so provides an important test to 
determine whether errors accumulate or are controlled and sustainable. This period varies from the May 
simulation period primarily because, a) the river inflow is of a closer temperature to the ambient 
reservoir temperature, and b) the inflows are considerably larger and have a larger capacity to displace 
the reservoir water. Additionally, after the major storm event in the first 10 days of the month, a 
prolonged heating period tests the ability of the ELCOM in capturing the developing temperature 
stratification. 
 
The initial 5 m3s-1 inflow, (i.e. twice the magnitude of the May inflows) had little influence on the reservoir 
temperature structure because the inflowing water was of a similar temperature as the already well-
mixed reservoir water (Figure 1.12). The larger inflow that occurred during days 251 – 252 (12 m3s-1) 
was 3 – 4°C cooler than the reservoir water and so had a more pronounced effect on the temperature 
structure. Prior to the inflow, the ambient reservoir water was completely mixed as a result of the high 
wind-speeds that occurred during the storm event that created the inflow. The cooler inflowing water 
created a mild stratification that was eroded away within 1.5 days. This is most likely a result of the tail 
end of the inflow hydrograph having a temperature similar to that of the reservoir, thus acting to mix the 
cooler water that had entered previously. This is supported by Met1 thermistor chain data, which 
indicates that negligible cool water entered the main basin. The difference plots (Figure 2.12) indicate 
ELCOM accurately predicts the timing, height and the temperature (to within 0.5°C) of the underflow. 
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Figure 2.10a: Comparison of thermistor chain data and ELCOM simulation at station Met2 (‘long-arm’) for May 2001 
flood event. The bottom panel shows the error with 0.5°C contour resolution.   
 
 

 
Figure 2.10b: Comparison of thermistor chain data and ELCOM simulation at station Met1 (‘main basin’) for May 
2001 flood event. The bottom panel shows the error with 0.5°C contour resolution.   
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a) with atmospheric stability. 

 
b) without atmospheric stability. 

 
Figure 2.11: Scatter plots comparing thermistor chain data with equivalent ELCOM data for the May 2001 Myponga 
simulations. The colour scale reflects the time of measurement: blue at the beginning of the period (Day 136) 
through to red at the end (Day 151). 

 
 
 
As with the May event, the September simulation period was largely forced by unstable atmospheric 
conditions, and so the atmospheric stability module within ELCOM was used to approximate the surface 
heat fluxes. During the initial storm period (Days 244 – 256), ELCOM accurately models the surface 
thermodynamics to within 0.5°C, including the period of high wind-speed that mixed the warm surface 
water throughout the water column. After the storm event passed, strong surface heating and mild wind-
speeds promoted the development of a highly stratified water column. This stratification continued to 
evolve to day 265, where the thermocline was located approximately 8 m below the surface. In the main 
basin and long-arm, ELCOM performs well in simulating the degree of stratification and the depth to the 
thermocline.  
 
The simulated profile captures the diurnal cycle of thermocline deepening. However, during days 261 
and 262, the simulated profile at the long-arm station (Met2) fails to predict the strong diurnal 
thermocline that formed after a period of strong heating. As the equivalent period in the main basin 
(where temperature, insolation and humidity is measured) is accurately predicted, it suggests that this 
error is an artifact of basin-wide application of surface forcing parameters.  
 
Comparison of the variance between the simulated and observed data for the September event again 
indicates the benefits in including atmospheric stability for periods when the Richardson number departs 
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Figure 2.12a: Comparison of thermistor chain data and ELCOM simulation at station Met2 (‘long-arm’) for Sept 2001 
flood event. The bottom panel shows the error with 0.5°C contour resolution.   
 

 
Figure 2.12b: Comparison of thermistor chain data and ELCOM simulation at station Met1 (‘main basin’) for Sept 
2001 flood event. The bottom panel shows the error with 0.5°C contour resolution.   
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a) with atmospheric stability 

 
b) without atmospheric stability 

 

Figure 2.13: Scatter plots comparing thermistor chain data with equivalent ELCOM data for the September 2001 
Myponga Reservoir simulations. The colour scale reflects the time of measurement: blue at the beginning of the 
period (Day 244) through to red at the end of the period (Day 265). 

 
 
from zero (Figure 2.13). The overall improvement is less significant than the May simulations for both 
Met1 and Met2 because the September simulation period has a greater proportion with near-neutral 
stabilities. An interesting feature seen in these plots, particularly Met2, is the ‘flattening’ of the top 
section. This is indicative of over-predicting the depth to which the surface layer mixes, and 
consequently ELCOM surface layers peak at approximately 16°C, whereas the thermistor chain data 
indicates a gradient between 15 and 17°C. Conversely, the underflow signal is constant at 12°C as 
seen at station Met1, whereas ELCOM predicts a pulse between 11 and 12°C. Nonetheless, these are 
relatively subtle features, and overall ELCOM accurately captures the surface and inflow dynamics 
 
 

Hydrodynamic Modelling of Sugarloaf Reservoir 
It is the intention of this section to outline the predictive hydrodynamic modelling conducted for 
Sugarloaf Reservoir prior to the field experiment conducted on the 24 – 31 August 2003. Sugarloaf 
Reservoir is operated quite differently from Myponga Reservoir. Whereas Myponga fills based on 
rainfall falling in the surrounding catchment, Sugarloaf receives little from its supporting catchment and 
is filled by pumping water from surrounding rivers.  Therefore, pathogen seeding of Sugarloaf can occur 
consistently over a period of months while the inflow pumps are activated in comparison to the Myponga 
experience where pathogen seeding is event based. 
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Site Description 
Sugarloaf Reservoir is a 96,000 ML storage located in the Yarra Valley, near Melbourne in Victoria, with 
a maximum depth of approximately 75 m. Water is pumped into the reservoir from the upper reaches of 
the Yarra River and from a nearby aqueduct. Figure 2.14 shows a plot of Sugarloaf bathymetry showing 
the inflow and outflow locations. A meteorological station and high resolution thermistor chain is located 
in the deepest section, approximately 500 m out from the dam wall.  
 
The period being investigated is the two months preceding the field experiment: 1 July – 24 August 
2003. This period was characterized by zero inflow concentrations until OD 205 and then a roughly 
constant value of 8 m3s-1 (Figure 2.15). The outflow over the entire period was constant. The 
meteorological data from this period is shown in Figure 2.16. 
 
The reservoir began a cooling trend at the beginning of the study period, which occurred mostly as a 
result of cool air temperatures (5 – 12°C relative to the reservoir 11°C) and prolonged periods with wind 
speeds in excess of 5 ms-1. As seen later the inflowing water was also cooler than the reservoir water, 
and owing to the magnitude of the inflow, this also significantly cooled the entire reservoir. 
 

ELCOM Application 
The Sugarloaf bathymetry was discretized onto a 60×60×1.0 m (x-y-z) mesh (Figure 2.17) with some 
small modifications to the grid to allow for correct configuration of inflow and outflow regions. The 
ELCOM storage-height curve compared well to that of the data (Figure 2.18). 
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Figure 2.14: Plot of Sugarloaf Reservoir bathymetry (m below FSL), indicating the inflow, outflow and proposed 
sample locations. 
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Figure 2.16: Meteorological conditions measured above Sugarloaf Reservoir during the simulation period, Days 
182 – 230 in 2003. 

 
 
 
 
The model was run with uniform surface forcing using the meteorology data collected at a two-minute 
timestep from the meteorological station located near the dam wall. The atmospheric stability correction 
used in Myponga (Appendix A1) was also enabled. Only daily inflow and outflow data were available, 
and these were input at the relevant locations illustrated in Figure 2.14. Note the inflow location is not 
near the surface, but 30 m below Full Service Level (FSL); 17 m below the initial height of 165 m.  
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ELCOM was also run into the future to predict the likely conditions during the field experiment. This was 
done by extrapolating the inflow and outflow volumes and temperatures (a fair assumption since they 
were relatively constant), and by using the previous fortnights meteorological data. 
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Figure 2.15: Inflow temperature and inflow/outflow volume fluxes for Sugarloaf Reservoir during the simulation 
period, Days 182 – 230 in 2003. 
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Figure 2.17: Discretized 60×60 m Sugarloaf Reservoir grid used for ELCOM. Colour scale is in units of metres above 
Australian Height Datum. 
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Figure 2.18: Storage-height curve for the ELCOM and raw data bathymetries (indistinguishable because of overlap). 
The circle is the actual volume estimate at FSL. 

 
 

Results and Discussion 
A comparison of the ELCOM prediction and the thermistor chain data is shown in Figure 2.19. Inflow 
(blue) and outflow (green) flow rates are shown in the top panel. The ELCOM simulation continues on 
past the available data as a forecast prediction of conditions during the field experiment. 
 
Initially, the domain is fairly well mixed with little sign of stratification. Over the first 30 days, a period of 
cooling is evident with temperatures falling from 12 to 10°C over this time. This cooling trend causes 
much mixing through convective cooling at the surface, and so over this time only mild stratification is 
evident. The ELCOM prediction for the first 30 days is excellent, to within 0.1°C. This suggests that the 
surface thermodynamics are accurately simulated since the observed trend is caused through cooling at 
the surface. The magnitude and depth of the diurnal thermoclines are also similar to the observed 
values. 
 
The underflow signal from the cool inflow is seen at the dam wall approximately 5 days from the 
commencement of pumping (day 205). The magnitude of the underflow is almost 30 m high and causes 
rapid cooling throughout. During the inflow the ELCOM results indicate the underflow to be overly cool 
(by ~0.4°C) suggesting either insufficient entrainment or prescription of the upstream boundary 
condition too close to the main waterbody; in reality inflow water would entrain more between the 
measurement point and the ELCOM boundary condition point. If it was the former however, then the 
timing and height of the underflow would also be poorly predicted, so it is likely that that the overly cool 
prediction is a result of prescribing the boundary condition too close to the actual reservoir domain. 
Nonetheless, the magnitude of the error is relatively small and the height and timing of the 
hydrodynamic features are modelled accurately. 
 

Sampling Program 
The system as simulated prior to the inflow, and the forecast prediction during the period of the 
campaign suggests the inflow water is most likely to move along the bottom of the reservoir (underflow), 
but since the temperature difference may not be that marked, periods where the inflow inserts at mid 
locations (as an interflow) or even comes to the surface (overflow) may be experienced. The sampling 
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program therefore involves more intensive sampling in the vertical compared to the Myponga campaign 
(Figure 2.20). Additionally, since it is less of an event based system, and the inflow will be held on for a 
long period, the experimental period should be performed over a longer period of time, such as 5 – 7 
days.  
 
Some preliminary sampling of reservoir water by Melbourne Water between 18/06/03 and 16/07/03 
found very low levels of Cryptosporidium (<0.05 oocysts L-1), Total Giardia (max recorded 0.1 cysts L-1); 
Enterococci (max recorded 190 (100mL)-1), and some Campylobacter detected by PCR and 
Enteroviruses (<1 (20L)-1). Total coliforms and E. coli appear to be the best organism to focus on, due to 
the relative high signal to noise ratio of these organisms (Table 2.1). 
 
 
 

 
 

Figure 2.19: Comparison of thermistor chain data (bottom, °C) and ELCOM temperature prediction (middle). The top 
panel shows the inflow (periodic) and outflow (constant) volume fluxes for the simulation period. 

 
 
 
 
 
Table 2.1: Results of preliminary monitoring of pathogens near the Sugarloaf river inflow. 

 
Date Coliforms (per 100mL) E. coli (per 100mL) 
18/06/03 1000 230 
08/07/03 730 210 
10/07/03 1400 290 
11/07/03 1200 260 
14/07/03 2000 220 
16/07/03 1300 330 
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Figure 2.20: Proposed sampling strategy for Sugarloaf Reservoir field experiment. The dashed lines indicate the 
locations where detailed profiling will be conducted using the CTD and LISST profilers. The crosses indicate the 
locations where microbiological samples will be collected (black = 2 per day; grey = 1 per day). 

 
 
 
 
 
 
 
 
 
 

Hydrodynamic Modelling of Lake Burragorang 
Lake Burragorang is a large (2,000,000 ML, zmax = 93 m), dendritic lake formed by construction of the 
Warragamba Dam in New South Wales, Australia (Figure 2.21). It is made up of a main canyon section 
to the northeast, which is supplied by the Wollondilly River arm to the southwest, and the Cox and 
Kowmung River arm to the northwest.  
 
Lake Burragorang is the major water supply for Sydney, Australia's largest city. It is characterized by 
large inflow events that threaten to introduce pathogens from the surrounding catchment and therefore 
have the potential to create significant public health risks. It has been observed that inflows take 
approximately seven days to reach the dam wall, however, cool inflows are likely to plunge deep 
enough to avoid UV levels capable of pathogen inactivation almost immediately upon entry. As a result, 
the threat of pathogens remaining viable all the way to the dam wall and off-take structures cannot be 
ignored. 
 
Validation of ELCOM for Lake Burragorang is therefore conducted during a moderately sized flood 
event that occurred in June – July 1997, for which a significant validation dataset exists. 

Site 5 Site 3 

Site 1 

Site 4 Site 2 
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Figure 2.21: Lake Burragorang bathymetry (colour scale indicates depth from deepest point; Full Service Level, FSL 
= 116.72 mAHD). Also shown are the four sampling locations: DWA02, DWA09, DWA12 and DWA27. 
 
 

Field Monitoring and Data 

Meteorological Information: 
Meteorological data for the 1997 flood event is presented in Figure 2.22. The forcing data is of a 15-
minute resolution, with the exception of the 3-hourly cloud cover and relative humidity data. Wind-
speeds are typically low (<5 ms-1), except for an extreme period during days 190 – 191 where values in 
excess of 10 ms-1 are reached. It is important to note that much of the data was sourced from Richmond 
Airport, approximately, 40 km to the northeast, and so is likely to depart significantly from that 
experienced at the lake surface. For this reason, the focus for this event is on the flood inflow and less 
emphasis is placed on the surface thermodynamics predictions. 

Reservoir Data: 
A network of five thermistor chains was installed in Lake Burragorang, but unfortunately, during the 
period of interest (June – July 1997), the most data is unusable. The understanding of the inflow event, 
and the validation of ELCOM, is based on available profile data collected at the four stations: DWA02, 
DWA09, DWA12 and DWA27 (see Figure 2.21). The first profile was taken on 30 June 1997 (Day 181), 
the second on 1 July (Day 182) and then approximately every second day until July 15 (Day 196). 
Generally the profiles had a high vertical sampling resolution (1 m) and covered the entire depth of the 
water column. 
 
A comparison of the inflow hydrographs for the major rivers indicated that >90% of the total inflow 
volume originated from the Wollondilly River Arm. This flow peaked at 680 m3s-1 during day 179 
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(Figure 2.22). The water temperature (~10°C) of this inflow was low relative to the ambient reservoir 
water (~14°C), and so the inflow became a dense underflow. The flow reached station DWA27 on the 
Wollondilly River arm by day 182, implying an average velocity of approximately 0.01 ms-1. As little 
inflow came down the Cox/Kowmung River arm, the cool Wollondilly underflow intruded back up this 
arm and reached station DWA12 by day 184. As the inflow progressed to the main canyon section 
upstream of the dam wall, the narrowing and deepening of the bathymetry amplified the thickness of the 
underflow to a maximum of 40 m.  
 

ELCOM Setup 
Application of a Cartesian grid model to such a narrow reservoir is somewhat of a challenge due to 
insufficient grid resolution in the cross-channel dimension and around the many tight bends. This results 
from the averaging process not being able to preserve the actual bathymetric detail when the 
computational domain is constructed from the available survey data, as sub-grid scale information is 
lost. Of course, a finer (i.e. more resolved) grid would alleviate this problem, but instead would create a 
computational demand that was not practical at the time of this analysis. To overcome this difficulty, an 
idealized bathymetry was developed to allow exploitation of a relatively coarse grid resolution, and 
hence attractive run times, yet allowing resolution of the dominant 3D hydrodynamic processes. To this 
end, a straightened bathymetry was generated that maintained the storage-height relationship of the 
actual reservoir, but removed all but the most significant bends and kinks. The straightening 
methodology has been described previously for 3D modelling of Lake Burragorang (Romero and 
Imberger, 2003). 
 
Straightened bathymetry is generated by identifying the centre of the main channel and transforming 
this onto a straight line. In this analysis two straightened grids were tested: (1) a 'semi-straightened' grid 
where sections of the reservoir were straightened but major bends left intact (Figure 2.23-top), and (2) a 
'fully-straightened' grid that transformed the Burragorang bathymetry onto two main lines representing 
the Wollondilly and Cox reaches (Figure 2.23-bottom).  
 
To exploit lower run-times for future ELCOM-CAEDYM simulations the performance of various 
coarsened grid resolutions were also explored. The 'optimum' solution was considered to be the 
200×200 m domain, and subsequently coarsened grids were explored by altering the along-stream grid 
thickness to 400×200 and 800×200 m (Figure 2.24). This comparison serves as a test for grid 
convergence and is useful in assessing the relative importance of fast run times versus high accuracy. 
Figure 2.24 additionally shows how the storage-height relationship of the computational domain 
compares to that observed in the field for the different domains. The ELCOM domain represents the 
observed data well, and importantly there is no loss in accuracy as the grid is coarsened. It should be 
noted that along the main canyon-section of the reservoir, it was necessary to manually adjust some of 
the bathymetry values generated by the averaging process to ensure that the depth-structure was 
maintained. This was achieved by ensuring there was a monotonic increase in depth from the 
Wollondilly-Coxs confluence to the dam wall. Preliminary simulations showed that this was important in 
correctly modelling the timing and mixing characteristics of the dense underflows in this region, primarily 
because the averaging process created an artificial surface roughness in the narrow reaches. 
 
The vertical grid resolution was held uniform at 1 m for the various grids, except for a version of the 
800×200 grid where a uniform 2 m vertical resolution was specified. Due to insufficient meteorological 
data, surface meteorological forcing was specified as constant across the domain. Similarly, uniform 
initial conditions in the x and y dimensions were applied, but an initial vertical stratification based on an 
average of available field data was used. Although the field data did indicate some horizontal variation 
of epilimnion temperatures, presumably due to differential surface heating/cooling across the domain, 
application of the average value was found to have little effect on the evolution of the front. A timestep 



Microbial pollution in aquatic systems M.R. Hipsey Pg 36 
 
 

 

of 6 minutes was applied to each grid. The 200×200 and 800×200 fully-straightened grids were also run 
with a timestep of 3 mins. 
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Figure 2.22: Meteorological and inflow/outflow data for Lake Burragorang during the June-July 1997 flood event. 
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Figure 2.23: Plan view of the idealized ELCOM grids (200×200 m): semi-straightened (top) and fully-straightened 
(bottom). Colour scale reflects height in mAHD. 

 
 
 
During the 1997 flood event, >90% of the total inflow volume came down the Wollondilly River arm, and 
so within ELCOM the other stream inflows were ignored. Outflows were specified from the HEPS off-
take (45 m) and the 40 m and 24 m off-takes. As the main focus was the underflow dynamics, and since 
the meteorological data was poor, influence of rain and atmospheric stability was ignored. Longwave 
radiation was estimated from cloud cover using the ELCOM longwave model, and not directly provided 
as an input. 
 

ELCOM Performance 
Figure 2.25 compares the results of the 200×200 m fully-straightened (Δt = 3 mins) simulation with the 
field profile data taken from stations DWA02, DWA09, DWA12 and DWA27. To facilitate a quantitative 
comparison between the various grid configurations a summary of the salient features of the inflow 
event (underflow height, onset, temperature) are presented in tabular form (Table 2.2). The semi-
straightened grid performed poorly for the majority of the criteria, particularly in regard to the timing of 
the front, and so the focus below is on the results of the fully-straightened grid. 
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For all stations ELCOM accurately predicted the onset, height and temperature of the inflow front. Due 
to the low temporal resolution of the profile data, interpolation of results to produce the contour plots 
introduced some artificial front ‘smearing’. In reality, one would expect to see a sharp leading edge as is 
predicted by ELCOM. Similarly, the profile data is unable to resolve sub-daily characteristics of the 
underflow. 
 
On day 191, in response to a high wind event (Figure 2.22), ELCOM simulates a large tilt in the 
thermocline (raised at DWA27 and lowered at DWA09 and DWA02), which creates a vertical excursion 
of approximately 20 m and lasts of the order of 24 hrs. This is not seen in the profile data for two 
possible reasons: (1) the profile data was taken at an interval of two days during this period, which is 
insufficient to resolve an event of the order of a day, or (2) ELCOM is responding to erroneous wind 
forcing data. If the latter is true, then it stands that more accurate (and spatially variable) forcing data 
would resolve the problem. Recent experimental work on the lake has found large spatial differences in 
wind forcing (Romero et al., 2002), and so this is likely to be the case. Nonetheless, it is concluded that 
ELCOM accurately predicts the characteristics of the underflow with respect to its height, temporal 
variability (at a single point and in space), and the temperature structure (and hence entrainment 
volume). 
 
The surface layer however was less accurately modelled. This is not surprising given the poor forcing 
meteorological information in addition to basin-wide application of a single vertical temperature structure 
during initialization. Hence, at stations DWA09, DWA12 and DWA27, the simulated surface layer profile 
data is ~0.5°C cooler than that seen in the field, but near the dam wall (DWA02), the simulated surface 
layer is too warm. Because of the poor meteorological information available for this period, the focus of 
the analysis during this event is the underflow, and the results from Myponga and Sugarloaf Reservoir’s 
are relied upon for a comprehensive assessment of the surface thermodynamics.   
 
A more general comparison of ELCOM performance is achieved by plotting the equivalent ELCOM 
temperature at every point in time and space where a field measurement was made (i.e. the crosses 
indicating the profile measurement points on Figure 2.25). Figure 2.26 is an example of such a plot for 
the 200×200 m fully-straightened grid (the equivalent plots for the other grid configurations are similar 
and so are not all presented here, although the results of the regressions are summarized in Table 2.2). 
In stratified systems, points at the top of the plot typically refer to the surface layer and points towards 
the lower end refer to the underflow. With respect to the underflow temperatures, the plot indicates that 
ELCOM replicates the observed data to within ±0.2 °C. 
 
This comparison provides additional information (correlation coefficient, R2, and regression parameters) 
that assists in determining the accuracy of the simulation, but also it allows us to compare the relative 
performance of the various grid configurations in a quantitative manner (Table 2.2). The results of this 
analysis for the various ELCOM simulations were not as expected. They indicate that sacrifices in 
accuracy with coarsening grid resolution and time-step refinement are small. Indeed, the coarsest grid 
(800×200×2 m) provided the best overall correlation coefficient (R2=0.873, based on all available profile 
data) of all those tested. It appears the only disadvantage of the coarsened grids (400×200 and 
800×200) is their under-prediction of underflow entrainment. In particular, the underflow temperature at 
sites DWA02 and DWA09 is 0.5°C cooler than the observed data. It is unclear whether the more 
accurate results for the underflow temperature of the 200×200 ELCOM simulations stem from better 
resolution of the front and the mixing that occurs at the top of the underflow, or whether the larger 
number of grid cells (and hence computations) resulted in more significant numerical diffusion 
mimicking that seen in the data (see Laval et al., 2003a). Nonetheless, predictions to within 0.5°C are 
considered an excellent result for the coarsest grid, particularly considering the order of magnitude 
decrease in run time. 
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Figure 2.24: Comparison of three variations of the fully-straightened ELCOM grid (colour indicates ground height in 
meters AHD) for Lake Burragorang: 200×200 (top), 400×200 (middle) and 800×200 (bottom). The storage-height 
curve is shown next to each against the actual relationship. 

 
 

Summary 
The aim of this chapter was to present the validation of ELCOM as applied to Lake Burragorang and 
Myponga and Sugarloaf Reservoirs. This work was conducted prior to performing the intensive field 
experiments using available historical data and the analysis therefore provided important information 
about the dominant process controlling the hydrodynamic behaviour of the study sites, which was 
exploited during design of the experimental sampling regimes. 
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Figure 2.25: ELCOM simulations of the temperature (°C) structure during the 1997 flood event compared against 
profile data for the four stations: DWA02, DWA09, DWA12 and DWA 27. Crosses on the field data plots indicate 
points of measurement. The ELCOM results are from the 200×200 m fully-straightened grid.  

 
 
Myponga Reservoir was validated against two storm events that occurred in May and September of 
2001. The focus was on the inflow hydrodynamics, but in addition, high quality meteorological forcing 
data provided an excellent dataset to validate the surface thermodynamics module of ELCOM. 
However, the meteorological data for both the May and September simulation periods indicated 
persistent periods of atmospheric instability, which motivated the development and trial of a new 
atmospheric stability module within ELCOM’s surface thermodynamics routines (see Appendix A1 for 
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detail). The improvement resulting from the atmospheric stability module was significant for both the 
May and September periods, particularly during low wind conditions, where ELCOM would have 
otherwise underestimated the effects of convective instability on the heat fluxes from the water’s 
surface. Overall, the ELCOM simulations captured the inflow dynamics and surface thermodynamics to 
within 0.5°C for two locations within the reservoir for both the May and September study periods. 
 
Sugarloaf Reservoir was validated for a two-month long simulation that compared ELCOM results 
against thermistor chain data. The simulated period initially experienced significant cooling and was 
then followed by a large inflow volume that progressed as a steady state underflow. 
 
Lake Burragorang was validated against data from a moderately sized storm event that occurred in 
June – July 1997. For this event, poor meteorological data existed, and so the focus was on modelling 
the evolution of the dense underflow and not on the surface thermodynamics. To this end, several 
different grid configurations were compared against profile data taken from four locations throughout the 
reservoir. It was concluded that it was necessary to develop a fully straightened idealized bathymetry for 
Lake Burragorang to accurately reproduce the observed data because of its narrow and tortuous nature. 
Additionally, various coarsened grid resolutions were explored, but little difference was seen between 
the 200×200×1 grid and the 800×200×2 grid (the finest and coarsest grids respectively), except for a 
relatively small difference in the entrainment of the underflow. Based on the comparisons with the profile 
data, it was concluded that ELCOM accurately captured the evolution of the underflow in time and 
space (to within 0.5°C), and so could be confidently applied as the hydrodynamic driver for modelling 
pathogen transport in this system. 
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Figure 2.26: Comparison between all measured temperatures and the equivalent ELCOM prediction for the 1997 
flood event for all four stations. The ELCOM results are from the 200×200 m fully-straightened grid (Δt = 3 mins). 
The colour scale reflects the time the sample was taken: blue at the beginning of the period (Day 181) through to red 
at the end of the period (Day 196). 
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Table 2.2: Comparison of ELCOM simulation results for the various grid configurations, presenting the underflow 
characteristics, and the results of the regressions against the profile data. Figures in bold indicate the results 
closest to the observed data. 
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DWA02                     
Underflow Height1 (mAHD) 62 60-70 60-70 60 60-70 60-70 60-75 60-70 
  Onset OD in 97 186 185.5 184.5 186.5 184.1 184.2 184.5 185.4  
  Temperature (ºC) 12.5 12.5 12.5 12.2 12 12 12  12 
                      
Regression R2   N/A 0.769 0.737 0.779 0.771 0.800 0.788 0.781  
  Slope, m   N/A 0.935 0.874 0.890 1.030 0.989 1.007 1.025  
  Offset, c   N/A 0.829 1.634 1.419 -0.564 -0.003 -0.266 -0.502 
                      

DWA09                     
Underflow Height (mAHD) 60 50-60 55-60 45-65 50-60 58 50-60  50-60 
  Onset2 OD in 97 182.5-184 184 183.5 186 183 183 183.5 184  
  Temperature (ºC) 12 12 12 11.7 11.5 11.5 11.5 11.5  
                      
Regression R2   N/A 0.917 0.909 0.860 0.896 0.894 0.918  0.911 
  Slope, m   N/A 0.926 0.889 0.842 1.006 0.988 1.009  1.011 
  Offset, c   N/A 0.986 1.465 2.279 -0.201 0.035 0.283  -0.281 
                      

DWA27                     
Underflow Height (mAHD) 75 75 75 62 75 75 75  75 
  Onset OD in 97 182 182 182 184.5 182 182 182 182.2  
  Temperature (ºC) 11.5 11.5 11.5 11.5 11.3 11.3 11.3  11.3 
                      
Regression R2   N/A 0.880 0.902 0.673 0.848 0.854 0.892  0.886 
  Slope, m   N/A 0.843 0.822 0.679 0.924 0.899 0.921 0.930  
  Offset, c   N/A 2.034 2.307 4.307 0.874 1.197 0.868  0.766 
                      

DWA12                     
Underflow Height (mAHD) 80 80 80   80 80 80 80  
  Onset OD in 97 186 186 186   185.5 186 186 186  
  Temperature (ºC) 12.8 13 13   13 13 13  13 
                      
Regression R2   N/A 0.907 0.903   0.880 0.882 0.910  0.905 
  Slope, m   N/A 0.894 0.862   0.982 0.957 0.970  0.980 
  Offset, c   N/A 1.407 1.818   0.134 0.461 0.247 0.147  
                      
GENERAL3 R2   N/A 0.8664 0.8604 0.7312 0.8519 0.8664 0.8731  0.8683 
  Slope, m   N/A 0.8889 0.8594 0.7617 0.9743 0.9519 0.9629 0.9652  
  Offset, c   N/A 1.4714 1.8456 3.1500 0.2098 0.5035 0.3436  0.3373 
                      
  Runtime Ratio4  1:1 1:9 1:16 1:16 1:34   1:70 1:128 1:69 

 

                                                      
1 Height to 13ºC isotherm 
2 Some uncertainty due to low resolution sampling 
3 Statistics based on all available data (DWA02,09,12,27) 
4 Runtimes based on simulations run using a G4 Mac Dual 733MHz Processor with 900Mb RAM (run in 2002) 
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Microbial pollution of surface waters and coastal zones is one of the foremost challenges facing the 
water industry and regulatory authorities charged with reducing public health risks. Yet despite the 
concern and increasing pressures on water resources in both developed and developing countries, our 
understanding of microbial pollutants in the aquatic environment is fairly scattered. As a result, 
numerical prediction of enteric organisms in aquatic systems is fairly rudimentary and has not advanced 
significantly over the past two decades. This is particularly surprising when consideration is given to the 
significant advances in laboratory microbiology and increases in computational power that have also 
occurred over the same period. There is a need for an improved ability to quantify the processes that 
control the fate and distribution enteric organisms to support decision-making and risk-management 
activities. 
 
It has been the aim of this thesis to advance our understanding of the dynamics of microbial pollution in 
surface waters and the coastal ocean through a program of review, field experimentation and numerical 
modelling. In particular, the study focused on the protozoan pathogen Cryptosporidium parvum, and 
several key bacterial and viral microorganisms that are indicators of pathogenic contamination. The 
outcomes of the thesis are an improved understanding of pathogen and indicator organism behaviour in 
surface waters, and the development of new and sophisticated predictive tools for improving pathogen 
risk management.  
 
Prior to field experimentation, a detailed hydrodynamic modelling exercise of the proposed study sites 
was undertaken, since the transport and mixing of enteric organisms is heavily dependent on accurate 
hydrodynamic predictions. Hydrodynamic modelling was conducted using the three-dimensional (3D) 
Estuary Lake and Coastal Ocean Model (ELCOM), which is a based on the hydrostatic, Reynold’s 
Averaged Navier-Stokes equations. ELCOM is able to resolve velocity, temperature and salinity 
distributions and how they respond to atmospheric and inflow forcing, and where applicable, oceanic 
exchange. Initial assessments of the model focused on accurate capture of the inflow dynamics, and the 
surface thermodynamics, since long-term predictions of temperature are important for calculating 
enteric organisms inactivation. When validating the model against a historical dataset from Myponga 
Reservoir (South Australia), it was found that the model accurately captured the inflow dynamics into 
the reservoir, but the surface thermodynamics were poorly captured. The surface thermodynamic 
module of ELCOM was therefore extended to account for non-neutral atmospheric stability effects (see 
Appendix A1), which significantly improved the predictions. ELCOM was also applied to Sugarloaf 
Reservoir (Victoria, Australia) and Lake Burragorang (New South Wales, Australia) and validated 
against available historical data.  
 
Using the results of the hydrodynamic modelling investigation, the experimental program for Myponga 
Reservoir, South Australia, was devised. The aim of the experiment was to follow a riverine intrusion 
carrying significant concentrations of pathogens and other microbes, as it progressed throughout the 
waterbody. The model was used to determine the likely inflow behaviour, transport time and dilution 
rate, and thereby guide the appropriate sampling locations and frequency. A large flood event occurred 
in June of 2003 that seeded the reservoir with numerous microbial pollutants. The flood formed a dense 
intrusion that moved quickly through the reservoir and reached the dam wall within two days. Constant 
physico-chemical and particle (LISST) profiling and grab sampling at numerous locations within the 
reservoir provided a complete and unprecedented dataset. The dataset was firstly used to validate the 
physical predictions of ELCOM and the suspended sediment module of the Computational Aquatic 
Ecosystem Dynamics Model (CAEDYM), which dynamically couples with ELCOM.  
 
Based on a detailed review of Cryptosporidium dynamics within the literature, a new pathogen module 
was developed and implemented within CAEDYM that accounted for natural mortality, sunlight 
inactivation, sedimentation and resuspension. The new pathogen module was validated against the 
Myponga dataset, and without calibration, performed to a high degree of accuracy.  
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Following the data analysis and numerical simulation of Cryptosporidium oocyst behaviour in Myponga 
Reservoir, the investigation sought to examine the differences between the pathogenic protozoa, and 
other microbial contaminants that are routinely used as indicators of pathogen risk. This analysis 
involved comparing through a Spearman rank correlation the attenuation of the various microbial 
contaminates. The results clearly highlighted the significant difference between Crytposporidium and the 
bacterial and viral indicators.  
 
The findings of these first two studies suggested that microbial contaminants did not all behave similarly 
once introduced into a waterbody despite being subject to the same advective and mixing processes 
that were previously considered to be the dominant control. Over the short timescales typical of 
intrusion transport, it was thought that this variability between organisms would have insufficient time to 
manifest into any noticable differences. The key factors known to vary between organisms were natural 
mortality, susceptibility to inactivation by incident shortwave radiation and association with suspended 
particles. During the experiment, Myponga Reservoir was characterized by high UV light attenuation 
(DOC >10mgL-1) and low mortality rates (T~10°C), suggesting the major factor creating the observed 
difference between organisms was primarily sedimentation. 
 
To examine the role of bacterial association with particles in more detail, a second experimental 
campaign was carried out in Sugarloaf Reservoir, Victoria. Specifically it was the aim of this campaign 
to gain insights into the in situ association of coliform bacteria with suspended sediment and to quantify 
their sedimentation dynamics. This campaign again used the intensive physico-chemical and particle 
(LISST) profiling to track the passage of the inflow water through the reservoir. As in Myponga 
Reservoir, numerous grab samples were taken from multiple locations and at multiple depths, but this 
time only total coliforms and E. coli were measured. Using an inverse technique, the detailed particle 
profile data was used to create a simple Lagrangian model, which was used to back-calculate the 
sedimentation rates of the coliform bacteria. The results indicated that 80-100% were associated with a 
relatively small-sized clay fraction. This was in contrast with the Cryptosporidium dynamics studied in 
Myponga Reservoir, where it was concluded that oocysts did not settle with the inorganic particles.  
 
By this stage it became clear that the current models and knowledge available for simulating the array 
of organisms of interest to water utilities and regulatory authorities were inadequate to resolve the level 
of detail necessary for useful predictions and risk management. Large differences between the protozoa 
and the bacteria and phages were being observed due to a) different particle association rates and 
therefore sedimentation dynamics, b) order of magnitude differences in natural mortality rates, and c) 
different sensitivity to different sunlight bandwidths. The original Cryptosporidium model implemented 
within CAEDYM was therefore rewritten to be more complete and generic for all microbial pollutants and 
different types of aquatic systems. The model was built using a generic set of parameterizations that 
describe the dynamics of most protozoan, bacterial and viral organisms of interest. The 
parameterizations dynamically account for the effects of environmental conditions such as temperature, 
salinity, pH, dissolved oxygen, sunlight, nutrients and turbidity on the growth and mortality of enteric 
organisms. Parameters for a range of organisms were also estimated based on a synthesis of literature 
data.  
 
The new model significantly advances previous studies in several areas. First, inclusion of the growth 
term allows for simulation of organisms in warm, nutrient rich environments, where typical die-off 
models tend to over-predict loss rates. The growth term allows for simulation of potential regrowth 
effects and includes nutrient and temperature limitation functions. Second, the natural mortality term has 
been extended to independently account for the effects of salinity and pH, in addition to temperature. 
The salinity–mediated mortality has also been adapted to account for the nutrient status of the medium 
to simulate the importance of nutrient starvation on the ability of an organism to survive under osmotic 
stress. Third, a new model for sunlight-mediated mortality is presented that dynamically accounts for 
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mortality induced by visible, UV-A and UV-B bandwidths. This additionally has capacity to simulate the 
photo-oxidative and photo-biological mechanisms of inactivation through included sensitivities to 
dissolved oxygen and pH. Fourth, the model allows for organisms to be split between free and attached 
pools, and sedimented organisms may become resuspended in response to high shear stress events at 
the water-sediment interface caused by high velocities or wind-wave action. Fifth, the enteric organism 
module has been implemented within the bio-geochemical model CAEDYM, which gives it dynamic 
access to concentrations of dissolved oxygen, organic carbon, and suspended solids, in addition to pH, 
shear stress and light climate information.  
 
Without adjustment of the literature derived parameter values, the new model was implemented within 
the 3D model ELCOM-CAEDYM, and was validated against data from three aquatic systems that 
differed in their climatic zone, trophic status and operation. The model was able to accurately capture 
the observed trends in each system, lending confidence to the parameter set since calibration was not 
relied upon. This analysis highlighted the significant spatial and temporal variabilites that exist in the 
processes that control enteric organism fate, not only within a particular system, but also between 
different aquatic systems. For example, E. coli was found to be mainly controlled by sedimentation in 
Myponga Reservoir, natural mortality in Sugarloaf Reservoir and growth and predation in Billings 
Reservoir. Since the new model is capable of resolving these processes dynamically, it is a significant 
advance for scientists and managers relative to the commonly used die-off models. 
 
The analysis has highlighted the large differences between species that originate from variable rates of 
growth, mortality and sedimentation. It is emphasized that the use of surrogates for quantifying risk is 
problematic and that care must be taken when inferring risk of exposure to pathogens from microbial 
indicator data. Indeed the study has highlighted that the commonly used coliform organisms are a very 
poor indicator of protozoan pathogens since they have higher sedimentation rates, natural mortality 
rates, sunlight-induced mortality rates, and in some case they can multiply within the environment. They 
therefore have the potential to provide false negatives (since they die and settle faster) and false 
positives (since they may bloom in the absence of faecal contamination). 
 
The model developed under this study is already being used in a range of organizations for a variety of 
applications: 
 

• as a scientific tool for exploring the dominant processes within a given system – for 
scientists interested in understanding the spatial and temporal variabilities in the dynamics that 
control enteric organism behaviour, and conducting pathogen budgets and exploring 
sensitivities; 

 
• to guide the design targeted monitoring programs – the model can be run to provide 

information about expected transport and kinetic controls to ensure that the sampling locations 
and frequency is focused on the areas that present the largest risk; 

 
• to quantify differences between species – the model can be used to ‘correct’ the observed 

microbial indicator organism data so that the true risk by actual pathogenic organisms can be 
quantified; 

 
• to quantify the impact of proposed management scenarios – scenarios such as catchment 

remediation, climate change and engineering interventions can be compared to the base case 
system as part of a cost-benefit analysis prior to any remedial action; 
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• to support real-time decision-making – the model can be used to provide now- and fore-
casts of conditions within an aquatic system to enable managers to alter pumping regimes or 
issue recreational closures. 

 
Finally, the analysis has also served to identify the areas where more experimentation is required. The 
areas that are in the most urgent need of attention are the parameters (and parameterizations) of both 
growth and predation. Evidence of growth of coliforms and Enterococci in environmental waters is 
substantial, however, only the Camper et al. (1991) study is sufficiently quantitative for estimation of the 
growth rate and nutrient and temperature sensitivities as required by the model.  Similarly for predation, 
substantial evidence of grazing and/or predation of enteric organisms exists, but it is difficult to convert 
the results of these studies into a form relevant for use within a process-based model. There is also a 
clear need for more experimentation of actual pathogenic protozoan, bacteria and viruses within 
different aquatic environments, since these are the organisms that ultimately provide the risk to human 
health.  
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ON THE IMPORTANCE OF ATMOSPHERIC STABILITY EFFECTS WHEN MODELLING THE 
SURFACE THERMODYNAMICS OF LAKES AND RESERVOIRS 
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Overview 
Poor predictions of temperature response in a reservoir during prolonged periods of non-neutral 
atmospheric stability motivated the implementation of a simple scheme to correct for the effects of 
atmospheric stratification on the surface fluxes of momentum and sensible and latent heat.  
 

Introduction 
Of increasing importance in lake research and management is the application of coupled hydrodynamic 
and water quality/aquatic ecology models. In these applications, the hydrodynamic driver models the 
physics, and simulates spatial and temporal patterns of temperature, salinity and velocity. These 
predictions are used to drive water quality and aquatic ecology subroutines, which may have the 
capacity to alter physical attributes (e.g. light extinction) and consequently affect the hydrodynamic 
behaviour. Most water quality and ecological processes that occur in lakes and reservoirs are highly 
temperature dependent, and so poor predictions of temperature will result in poor representation of the 
water quality variables of interest. 
 
The predominant process affecting the accuracy of temperature predictions for lakes and reservoirs is 
the heat exchange that occurs at the surface. In its simplest form, this exchange is a balance between 
incoming solar radiation and outgoing latent heat. Longwave radiation and sensible heat also play an 
important role, but their importance tends to be more site specific. Momentum input to the lake by the 
wind is also an important process that influences how the surface heat transfers manifest within the 
temperature structure of the water column. 
 
It is well known that the momentum and sensible and latent heat transfers that occur at the air-water 
interface are highly dependent on the degree of atmospheric stratification experienced above the 
waterbody. Despite this, it is commonplace for modellers to assume neutral atmospheric stratification 
when modelling these transfers. This is particularly the case for inflow events that many water quality 
modellers are interested in because the meteorological conditions that create the inflow forcing are 
rarely neutral. In light of the importance of surface heat fluxes on the hydrodynamic behaviour of the 
water body, ignoring stability effects can potentially introduce a large source of error.  
 
There is therefore a need for a simple scheme to account for the effect of atmospheric stability on the 
surface momentum and heat fluxes to be applied to hydrodynamic models.  Such schemes are not new; 
Hicks (1975) was the first to present an iterative procedure that solved the stability corrected bulk-
transfer coefficients using Monin-Obukhov similarity theory. More detailed analyses were later 
presented by Launiainen and Vihma (1990), Imberger and Patterson (1990) and Launiainen (1995). In 
the literature however, there has been few reports on the significance of atmospheric stability effects on 
the surface thermodynamics of lakes and reservoirs. Launiainen and Cheng (1998) used the iterative 
procedure to model the thermodynamics of ocean ice-cover under extremely stable conditions typical of 
relatively warm air over ice, but their results are not applicable to reservoirs or lakes in temperate 
climates.  
 
The objective of this chapter is to present the results of a simple iterative scheme to correct for non-
neutral atmospheric stabilities coupled to a three dimensional hydrodynamic model. The coupled model 
is applied to a moderate sized reservoir in South Australia during a period when the reservoir is 
subjected to inflow forcing and persistent non-neutral atmospheric conditions. The model results are 
compared against thermistor chain data and used to illustrate the importance of incorporating 
atmospheric stability effects in hydrodynamic models. 
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Study Site and Data Collection 
Myponga Reservoir is a drinking water supply with a maximum storage of 26,800 ML and a maximum 
depth of 36 m at the dam wall, and is located on the Fleurieu Peninsula near Adelaide in South Australia 
(35°21’14’’S, 138°25’49’’E). It is fed by a 124 km2 catchment that receives an average annual rainfall of 
approximately 750 mm. The catchment is drained by Myponga Creek, which feeds the ‘side-arm’ of the 
reservoir on the eastern side (Figure 3.1). 
 
There are two floating weather stations installed on the water surface that also support thermistor 
chains. Station ‘Met1’ is located in the main basin and measures solar and net radiation, air 
temperature, and relative humidity at 2 m above the water surface. Station ‘Met2’ is located on the side-
arm of the reservoir and measures only windspeed and direction. The thermistor chains were installed 
on each station such that there was fine thermistor spacing in the surface layer and increased spacing 
with depth. 
 
Inflow volumes and water temperatures were monitored at Myponga Creek using a V-notch weir 
approximately 1 km upstream from the mouth of the creek at the reservoir. Outflow volumes from the 
dam off-take (located at the dam wall, 18 m above the reservoir floor) were also logged.  
 
The study period extends from 16 – 31 May 2001 (Julian Day 136 – 152). This period was chosen as it 
was the first inflow event of the season, following a five month drought, and is therefore of particular 
interest to reservoir managers because of potential water quality ramifications. Additionally, the 
thunderstorm activity responsible for the river inflow was followed by a prolonged period of non-neutral 
atmospheric stratification over the waterbody. The forcing meteorological and inflow/outflow data for this 
period is shown in Figure A1.1. 
 
 

Hydrodynamic Model 

Background 
The hydrodynamic model used in the investigation is the three dimensional (3D) Estuary, Lake and 
Coastal Ocean Model (ELCOM) presented in Hodges et al. (2000). This model solves the full unsteady 
Reynolds-averaged, hydrostatic, Boussinesq, Navier-Stokes and scalar transport equations, and is 
specifically adapted for stratified lakes and reservoirs as it uses a unique vertical mixing model for the 
vertical Reynolds stress terms in place of vertical eddy diffusivity. The mixed-layer model has been 
shown to more accurately predict the spatial and temporal evolution of the mixed-layer depth and basin-
scale internal wave behaviour compared to typical geophysical models that parameterise the vertical 
eddy diffusivities using methodologies similar to those used to estimate their horizontal counterparts.  
 
ELCOM makes use of a wind-momentum model that uniformly distributes the introduction of wind 
momentum throughout the surface mixed-layer (Imberger and Patterson, 1990). This is applied across 
the lake surface prior to solution of the Navier-Stokes equations to directly capture velocity increases in 
the surface layer caused by wind-induced stress. Heat transfer across the atmosphere-lake interface 
includes both penetrative (shortwave radiation) and non-penetrative (longwave radiation and sensible 
and latent heat transfer) components. The shortwave component is introduced to one or more water 
column grid cells following the exponential decay described by Beer’s Law. Non-penetrative effects are 
only active in the surface grid cells. The surface heat fluxes in particular are the subject of the following 
section. 
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Figure A1.1: Meteorological and inflow forcing data for the study period. The meteorological parameters are taken 
from a height of 2.0 m above the water surface. 
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Surface Thermodynamics 
ELCOM employs the familiar bulk aerodynamic formulae, which have been shown to competently 
capture the surface fluxes of momentum, and sensible and latent heat from a variety of waterbodies: 
 

 τ = ρu'w' = ρCDUz
2  (A1.1) 

 H = ρcpθ 'w' = −ρc pCHUz θz −θs( ) (A1.2) 
 E = ρλq'w' = −ρλCEUz qz − qs( ) (A1.3) 

 
where τ = surface stress [Nm-2] 
 H = sensible heat flux [Wm-2] 
 E = latent heat flux  
 ρ  = air density [kgm-3]  
 cp  = specific heat of air [] 
 λ = latent heat of vaporization [] 
 u’, w’ = turbulent velocity fluctuations in the horizontal and vertical directions respectively, 

and the overbar indicates a time average. 
 Uz  = windspeed at height z [m] above the water [ms-1]  
 θz  = temperature at height z [m] above the water [ºK]  
 qz  = humidity at height z [m] above the water [kg/kg] 
 θs  = temperature of water at the air-water interface [ºK]  
 qs  = saturated humidity at the air-water interface [kg/kg]. 
  
Over long time integrations (i.e. seasonal), the bulk-transfer coefficients for momentum, CD, sensible 
heat, CH, and latent heat, CE, can be assumed approximately constant because of the negative 
feedback between surface forcing and the waterbody’s temperature response (e.g. Strub and Powell, 
1987), but at finer timescales (hours to weeks), the thermal inertia of the waterbody is too great and so 
the transfer coefficients must be specified as a function of the degree of atmospheric stratification 
experienced in the internal boundary layer that develops over the water. Monin and Obukhov (1954) 
parameterised the stratification seen in the air column using the now well-known stability parameter, 
z/L, where L is the Obukhov length defined as: 
 

 L =
−ρu*

3θv
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+ 0.61θE
λ
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 (A1.4) 

 
where k = von Karman’s constant 
 u*  = friction velocity [ms-1] 
 θv        = θ 1+ 0.61q( ) is the virtual temperature.  
 
Paulson (1970) presented a solution for the vertical profiles of windspeed, temperature and moisture in 
the developing boundary layer as a function of the Monin-Obukhov stability parameter; the so-called 
flux-profile relationships: 
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where ψM, ψH and ψE are the similarity functions for momentum, heat and moisture respectively, and 
zo, zθ and zq are their respective roughness lengths. For unstable conditions (L<0), the stability 
functions are defined as (Paulson 1970, Businger et al., 1971, Dyer, 1974): 
 

 ψM = 2ln 1+ x
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 (A1.8) 

 ψH =ψE = 2ln 1+ x 2
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During stable stratification (L>0) they take the form: 
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Substituting Equations A1.1 – A1.3 into A1.5 – A1.7 and ignoring the similarity functions leaves us with 
neutral transfer coefficients as a function of the roughness lengths: 
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where N denotes the neutral value and X signifies either D, H or E for the transfer coefficient and o, θ 
or q for the roughness length scale. Inclusion of the stability functions into the substitution and some 
manipulation (Imberger and Patterson, 1990; Launianen and Vihma, 1990) yields the transfer 
coefficients relative to these neutral values: 
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Hicks (1975) and Launianen and Vihma (1990) suggested an iterative procedure to solve for the stability 
corrected transfer coefficient using A1.12 based on some initial estimate of the neutral value. The 
surface flux is subsequently estimated according to A1.1 –  A1.3) and used to provide an initial estimate 
for L (Equation A1.4). The partially corrected transfer coefficient is then recalculated and so the cycle 
goes. Strub and Powell (1987) and Launiainen (1995), presented an alternative based on estimation of 
the bulk Richardson number, RiB, defined as: 
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and related as a function of the stability parameter, z/L, according to: 
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where it is specified that CHN = CWN = CHWN. Figure A1.2 illustrates the relationship between the 
degree of atmospheric stratification (as described by both the bulk Richardson number and the Monin-
Obukhov stability parameter) and the transfer coefficients scaled by their neutral value. 
 
The iterative procedure used in this analysis is conceptually similar to the methodology discussed in 
detail in Launiainen and Vihma (1990). The first estimate for the neutral drag coefficient is specified as a 
function of windspeed (and hence the momentum roughness length) as it is has been commonly 
observed that CDN increases with U10. This is modelled according to: 
 

 CDN−10 =
1.00 ×10−3

1.00 + 0.07 U10 − 5.00[ ]( )×10−3

⎧ 
⎨ 
⎪ 

⎩ ⎪ 
 

U10 < 5.0ms−1

U10 ≥ 5.0ms−1
 (A1.15) 

 
which is empirically based on data from Hicks (1972), Francey and Garratt (1978) and Hicks (1975). 
The neutral humidity/temperature coefficient, CHWN-10, is held constant at 1.25×10-3  (1.9×10-3 at  
z = 2.0 m). This is somewhat of a restrictive assumption as it inherently assumes the temperature and 
humidity roughness lengths are invariant with windspeed and therefore sea-state. 
 

 
Figure A1.2: Relationship between atmospheric stability (bottom axis – z/L, top axis – RiB) and the bulk-transfer 
coefficients relative to their neutral value (CX/CXN where X represents D, H or W) for several roughness values. 
The solid line indicates the momentum coefficient variation (CD/CDN) and the broken line indicates humidity and 
temperature coefficient (CHW/CHWN) variation. 
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ELCOM was applied to Myponga Reservoir for the May 2001 flood event with and without atmospheric 
stability correction of the bulk-transfer coefficients for momentum and sensible and latent heat. These 
two scenarios have been denoted ELCOM-AS and ELCOM respectively. 

Computational Aspects 
Myponga Reservoir bathymetry was discretized to a 50×50×0.5 m Cartesian grid based on some 
preliminary grid convergence testing. The bathymetry along the ‘side-arm’ was straightened to reduce 
artificial momentum loss associated with grid discretization.  The ELCOM bathymetry was also 
incrementally adjusted until the real and discretized storage-height curves closely matched. 
 
Windspeed and direction was held constant across the entire basin at the value measure at Met2. 
Similarly, air temperature and humidity were held constant at the Met1 value over the entire water 
surface.  The ELCOM simulations were forced with 10-minute meteorological and inflow/outflow data as 
presented above. The simulations were run with a timestep of 240 secs, and, as suggested by 
thermistor chain data, the entire basin was given a constant initial temperature. Based on field 
measurements, an extinction coefficient of 1.2 m-1 was used. Additionally, both the reservoir and inflow 
water were assumed to be fresh, so that only temperature was responsible for creating density 
gradients. 
 

Results and Discussion 

Surface Heat Fluxes 
The degree of atmospheric stratification during the study period and the model estimates of the stability-
corrected bulk-transfer coefficients are shown in Figure A1.3. For the majority of the period the 
temperature of the water surface is considerably higher than the air temperature, as reflected by the 
predominantly negative values of the stability parameter (z/L). When the windspeed is high, advective 
forces dominate over the temperature instability (note the square of the momentum term in the 
denominator of Equations A1.13 and A1.14) and therefore z/L→0. Under these conditions, the 
assumption of constant bulk-transfer coefficients is valid, as the stability corrected estimates oscillate 
around the constant values. When the windspeed is low however (between days 140 – 145 and beyond 
day 149), the boundary-layer over the water becomes convectively unstable resulting in large, negative 
values of z/L. Following Equation A1.12, and as suggested in Figure A1.2, these high instabilities 
manifest in dramatic changes in the values of CD and CHW. Indeed, it is not uncommon for the stability-
corrected bulk-transfer coefficients to vary twofold when compared to their neutral values. Under these 
unstable temperature conditions, the importance of the stability correction is most notable below 
windspeeds of 3 ms-1. 
 
The manifestation of the corrected bulk-transfer coefficients on the basin-wide surface heat and 
momentum budget is significant (Table A1.1). The average input of momentum over the 15 day study 
period was 11.8 and 14.3 TNs for the ELCOM and ELCOM-AS simulations respectively, a difference of 
approximately 21%. The total energy loss from the sensible heat flux increased approximately 30%, 
from 56.9 to 74.5 TJ through inclusion of the atmospheric stability correction. Similarly, the predicted 
total latent heat loss over the period increased greater than 26%, from 145.9 to 184.2 TJ, by accounting 
for the stability effects. The impact of the improved heat flux predictions is most notable on examination 
of the basin-wide, net change in surface heat input (the net change is defined as the sum of all surface 
heat fluxes: shortwave and longwave radiation and sensible and latent heat, with all specified as 
positive into the water).  The net loss of heat increases from 61 TJ to 117.3 TJ, a 91% difference. 
Therefore, for this scenario, the assumption of neutral transfer coefficients results in a miscalculation of 
the net surface heat transfer, generally/arguably the most important factor affecting lake and reservoir 
hydrodynamics (Imboden and Wüest, 1995), by approximately a factor of two. It should also be noted 
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that most of the divergence between the two model predictions occurs during the 6 day period from JD 
139 – 144. This has implications particularly for long hydrodynamic simulations, as even relatively short 
periods of non-neutral stabilities can significantly compromise model accuracy. As is shown in the 
following section, the error is likely to propogate as the simulation progresses even once the 
atmospheric forcing returns from its non-neutral state. 
 
 
 
 

 
Figure A1.3: Variation of the Monin-Obukhov stability parameter (z/L) and the bulk-transfer coefficients (CD and 
CHW taken at 2.0 m above the water surface) during the study period. The ELCOM-AS predictions have been 
calculated using the simulated surface temperature at a location corresponding to station Met1 for the purpose of 
this plot. 

 
 
 
 
 
Table A1.1: Comparison of the basin-wide net surface fluxes over the study period with and without the correction 
for atmospheric stability. All fluxes are positive into the waterbody. 
 
 ELCOM ELCOM-AS % difference 
Momentum                    (51012 Ns)   11. 8    14.3 21.2 
Sensible Heat                (51012 J)   -56.9   -74.5 30.9 
Latent Heat                    (51012 J) -145.9 -184.2 26.2 
Longwave                       (51012 J) -141.7 -141.7 N/A 
Shortwave                      (51012 J)  283.1  283.1 N/A 
Net Change in Storage  (51012 J)   -61.4 -117.3 91.0 
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Hydrodynamics 
It is the purpose of this section to illustrate how the heat and momentum flux estimates of the two 
models manifest in the hydrodynamic predictions of Myponga Reservoir. The application of the 
atmospheric stability correction was seen to influence not only the surface layer thermodynamics, but 
also the inflow dynamics.  
 
Figure A1.4 indicates the importance of this on the thermal structure of the reservoir; both stations Met1 
and Met2 illustrate that the (uncorrected) ELCOM surface layer predictions begin to diverge from the 
thermistor data on day 140 at the onset of the low wind period. This overheating continues to cumulate 
over the five days of high instability. In accordance with the field data, the ELCOM-AS results indicate 
less heating of the surface and an increased depth of the mixed layer as expected from the heightened 
values of the transfer coefficients. However, even the improved ELCOM-AS results appear to under 
predict the depth of the diurnal mixed layer, as indicated in the thermistor chain data that shows the 
15ºC isotherm oscillating with an amplitude of approximately 10 m and a period of 1 day. This is a result 
of either 1) surface wind forcing, 2) inflow forcing, 3) convective cooling, or 4) differential surface cooling 
resulting in a dense underflow. 
 
Nonetheless, the ELCOM-AS deficiency in this regard is small and the error is less than 0.5ºC. This is 
better illustrated in the temperature comparisons of Figure A1.4, which illustrate that ELCOM-AS 
performs significantly better in the surface layer, for both Met1 and Met2, following the period of 
instability. During the period of mild instability and high winds that accompanied the first inflow event, 
ELCOM captured the data most accurately because ELCOM-AS exhibited a high heat transfer 
coefficient during the higher windspeeds, which may be responsible for the over-estimation of sensible 
and latent heat loss.  However, it is suspected that this error is not because of poor predictions of the 
transfer coefficients (although the assumption of a invariant temperature and humidity roughness 
lengths may contribute), but due to the inclusion of the rain in the model. The rain data is of daily 
resolution, and so, within ELCOM/ELCOM-AS, the rainstorm is spread across all the timesteps of that 
day. In reality, the rain would have fallen over the course of an hour or so and as the rain is input as 
being at air temperature, if the daily air temperature average was less than that at the time the storm 
occurred, it acts to overly cool the surface layer. An extra simulation conducted without the rain model 
improved the surface thermodynamics in the period but at the expense of poor mass-balance 
predictions. 
 
The improved surface layer predictions also improved the simulated underflow dynamics. This occurred 
because the water entrained by the inflow as it entered and descended through the shallow reaches of 
the side-arm was cooler than that predicted by the uncorrected ELCOM simulation. This phenomenon is 
emphasized by the differential heating and cooling that occurs along the reservoir’s side-arm – the 
shallow reaches near the creek inflow respond to surface exchange with more sensitivity, and because 
most of the inflows entered during the evening, the cool waters in this shallow region maintained the 
inflow water at its relatively cool temperature.  
 
Regression plots of simulated and observed temperatures within the basin provide a more quantitative 
indicator of model performance (Figure A1.5). These plots were obtained by comparing hourly 
thermistor chain values with the equivalent ELCOM or ELCOM-AS estimates. The results from this 
analysis emphasize the trends described previously; the overheating of the surface layer in the ELCOM 
simulation causes the data to diverge from the 1:1 line increasingly as the simulation progresses. A 
second statistical indicator used to assess model performance was the average RMS (Table A1.2), 
obtained by averaging the RMS error for each point plotted on the above regression diagrams: 
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1
N

Tsimulated − Tobserved( )2

N
∑  (A1.16) 

 
where N is the number of points used in the comparison. This analysis yielded an error of less than 
0.15ºC for ELCOM-AS and greater than 0.3ºC for ELCOM. The poorer performance of ELCOM in these 
statistics is not surprising on comparison of the net effect of the atmospheric stability correction on the 
surface fluxes over the study period (Table A1.2).  ELCOM-AS predicted a 21% increase in momentum 
input and a 31 and 26% increase in the sensible and latent heat loss respectively when compared to the 
ELCOM estimates. The significance of this on the net basin-wide surface heat budget for the study 
period is considerable. This analysis showed the atmospheric stability correction manifested in a 91% 
change of the net heat-transfer for the entire 12-day period. 
 
 
 
 
 
 

 
Figure A1.4a: Surface layer comparison of ELCOM and ELCOM-AS simulations and the thermistor chain data for 
station Met1. Shading indicates temperature (ºC). The contour interval is 0.5ºC for the solid contours and 0.25ºC for 
the broken contours. The arrows on the left of the data plots indicated the locations of the thermistors in the field. 
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Figure A1.4b: Surface layer comparison of ELCOM and ELCOM-AS simulations and the thermistor chain data for 
station Met2. Shading indicates temperature (ºC). The contour interval is 0.5ºC for the solid contours and 0.25ºC for 
the broken contours. The arrows on the left of the data plots indicated the locations of the thermistors in the field. 

 
 
 
 
 
 
 
 
 
Table A1.2: Statistical comparison of modelled and measured temperature data at thermistor chain locations Met1 
and Met2 for simulations conducted with and without atmospheric stability correction. 

Statistic: R2 RMS (ºC) 
Simulation: ELCOM ELCOM-AS ELCOM ELCOM-AS 
Met1 0.620 0.917 0.319 0.129 
Met2 0.696 0.881 0.405 0.142 
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Figure A1.5: Comparison of all simulated (ELCOM and ELCOM-AS) and observed temperatures for Met1 and Met2. 
Shading reflects time within the simulation (dark at the beginning and light at the end). Comparison points were 
taken for each thermistor every hour for the entire simulation period. 
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