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Abstract

This thesis describes the refinements, modifications and additions to a prototype Very

High Frequency (VHF) Boundary Layer (BL) Spaced Antenna (SA) radar initially

installed at the University of Adelaide’s Buckland Park field site in 1997.

Previous radar observations of the lowest few kilometres of the atmosphere, in

particular the Atmospheric Boundary Layer, have used Ultra-High Frequency (UHF)

radars. Unlike VHF radars, UHF radars are extremely sensitive to hydro-meteors

and have difficulty in distinguishing clear-air echoes from precipitation returns. The

advantages and requirements of using a VHF radar to observe the lowest heights is

discussed in conjunction with some of the limitations.

The successful operation of the system over long periods has enabled in-depth

investigation of the performance of the system in a variety of conditions and locations.

Observations were made from as low as 300m and as high as 8 km, dependent upon

conditions. Comparisons between the radar and alternative wind measuring devices

were carried out and examined.

The antenna system of the radar is a critical component which was analysed in

depth and subsequently re-designed. Through the use of numerical models and mea-

surements, evaluation of different designs was accomplished. Further calibration of

the remaining components of the full system has enabled estimations of the absolute

received power. Additional parameters which can be derived with a calibrated radar

were compared with values obtained by other authors, giving favourable results.

Full Correlation Analysis (FCA) is the predominant technique used in this work.

A brief discussion of the background theory and parameters which can be measured
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is described. A simple one-dimensional model was developed and combined with a

“radar backscatter model” to investigate potential sources of errors in the parameters

determined using FCA with the VHF Boundary Layer Radar. In particular, underes-

timations in the wind velocity were examined.

The integration of a Radio Acoustic Sounding System (RASS) to obtain tempera-

ture profiles is discussed. The theory of RASS measurements including the limitations

and considerations which are required for the VHF BL radar are given. The difficulties

encountered trying to implement such a system and the subsequent success using a

Stratospheric Tropospheric (ST) Profiler in place of the BL radar is presented.

Taken as a whole this thesis shows the success of the VHF BL to obtain mea-

surements from as low as 300m. The validation of this prototype radar provides an

alternative and, in certain situations, a superior device with which to study the lower

troposphere.
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Chapter 1

Introduction

The need to obtain profiles of atmospheric parameters in the lower troposphere, espe-

cially the boundary layer, has increased in the last decade. This has been driven by

the need to better understand local meteorology (i.e. sea breezes, nocturnal inversions

and jets, lee waves, etc.), for improved forecasting. The significant operational cost of

radiosondes, plus their inability to obtain more than a “snapshot” of the atmosphere,

has encouraged the development and acceptance of ground-based radars1 as an alter-

native measuring device. The detection of wind shears at airports and the tracking of

pollution plumes are two applications that take advantage of the abilities offered by

radars. The increasing complexity of atmospheric models has spawned the need for

high-temporal resolution information that radars can provide.

Very-High Frequency (VHF) radars (f ∼ 50 MHz) have been used in the past

to observe the atmosphere above 1.5 - 2.0 km altitude, while below these heights

Ultra-High Frequency (UHF) (f ∼ 1 GHz) radars have provided observations. UHF

radars are however, extremely sensitive to Rayleigh scattering from birds, insects and

precipitation, while VHF radars are not. This has led to the interest in using VHF

radars to probe the lowest heights in the atmosphere, including the planetary boundary

layer.

This thesis describes the development and refinement of a VHF Boundary Layer

1Radar: Radio detecting and ranging of objects

1
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Radar (BLR).

In this first chapter, the motivation and associated considerations are introduced

to provide a perspective. The structure of the atmosphere is discussed with emphasis

on the lowest heights. Different measurements and methods used in observations of

atmospheric parameters are summarised. Various classifications of scattering which

may be observed are mentioned. Observations of the atmosphere via radar and the

different analysis techniques used are discussed. The chapter is concluded with a brief

description of the field sites and types of equipment used, which are discussed further

within the thesis.

1.1 Structure of the atmosphere

The vertical structure of the atmosphere can be classified in a variety of ways depending

on which physical property is used.

The ratios of atmospheric constituents in the absence of sources or sinks is deter-

mined by either molecular diffusion or mixing due to fluid motions. Molecular diffusion

will attempt to order the atmosphere in such a way the lightest gases are present at the

top of the atmosphere while the heaviest molecules occupy the bottom. Mixing due

to motion of the molecules is independent of molecular mass. If this is the dominant

process, the atmosphere’s composition will be independent of height. At lower heights

the mean free path between molecular collision is so small that the time necessary for

molecular diffusion is many orders of magnitude greater than that required for tur-

bulent motions to homogenise them. However, at higher heights the mean free path

increases to such an extent that molecular diffusion is the dominant mechanism. At

an altitude near 100 km the two processes are approximately comparable. The region

below this height is known as the homosphere while the region above is called the

heterosphere. The level of transfer of dominance from turbulent mixing to molecular

diffusion is called the turbopause. The increase in mean free path of particles with
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height, combined with the transition to more stable species of ions, results in an in-

crease in the number of free electrons. These electrons and positive ions are produced

by the ionization of molecular oxygen, nitrogen and nitrogen monoxide by the sun’s

radiation and have longer lifetimes than electrons produced at lower levels. This region

where the number of free electrons is significant begins around 60 km and is known as

the ionosphere. This thesis does not consider the ionosphere. For further information

on the behaviour and structure of the ionosphere, refer to Rishbeth & Garriot [1969].

The most common classification of the Earth’s atmosphere is based upon the tem-

perature profile. As indicated in Figure 1.1 the vertical profiles can be divided into

Figure 1.1: Classification of regions and local extrema for the Mean Temperature
profile for 40◦S. Summer (solid) and Winter (dotted) values from the COSPAR Inter-
national Reference Atmosphere 1986 (CIRA).

four regions, the troposphere, stratosphere, mesosphere and thermosphere. The tran-

sition areas between these layers contain local extrema and are labelled tropopause,

stratopause and mesopause, respectively. The behaviour of the temperature profile

shown in in Figure 1.1 can be understood by considering the dominant processes oc-

curring at specific heights.
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The Earth’s surface is heated by incoming solar radiation, and re-radiates the

absorbed energy as a black-body spectrum. The heating of the atmosphere by the

ground causes active convection and a decrease in temperature due to volume expan-

sion. Molecules and gases, like water vapour, absorb some of the re-radiated energy,

thus heating the atmosphere.

In the stratosphere the temperature gradient is reversed due to the absorption of

ultraviolet solar radiation by ozone. The local temperature minimum between the

troposphere and stratosphere is labelled the tropopause. The dissociation of ozone

molecules heats the atmosphere creating an increase in temperature. The local re-

gion where the temperature is a maximum is labelled the stratopause. Above the

stratopause, the ozone concentration decreases, along with a subsequent decrease in

temperature. This decrease continues up to the mesopause at ∼100 km, where a rever-

sal in the temperature gradient is observed due to the absorption of solar ultra-violet

radiation by atomic and molecular oxygen. The region above the mesopause is known

as the thermosphere.

1.1.1 Equations for atmospheric stability

Thermodynamics play an important role in the stability of the local atmosphere. The

atmosphere can be considered to be vertically stable with small vertical motion. The

hydrostatic equation, which defines the balance between gravity and vertical pressure

gradient force, is given by,

dp = −gρdz, (1.1)

where p, ρ, g and z are the pressure, density, acceleration of gravity and altitude,

respectively. The ideal gas equation is given by,

p = ρRT, (1.2)

where R is the gas constant which depends upon the composition of the mixed gas,

for dry air Rd = 287.04 J kg−1 K−1.
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The first law of thermodynamics can be written as [Houze, 1993],

Q = Cp
dT

dt
− 1

ρ

dp

dt
, (1.3)

where Q is the heat input, T is the temperature and Cp is the specific heat at a

constant pressure, for dry air Cpd = 1005.7 ± 2.5 J kg−1 K−1. By inserting Equation

1.2 into Equation 1.3 and assuming Q is zero, (i.e. adiabatic processes), then Equation

1.3 can be written,

cpd(lnT ) = Rdd(ln p). (1.4)

Integrating Equation 1.4 from a state at pressure p and temperature T , to a state

at pressure po and temperature θ,

∫ T

θ
cp
d(lnT )

dt
=
∫ p

po
R
d(ln p)

dt
, (1.5)

derives the potential temperature θ,

θ = T
(

po
p

)R/cp

. (1.6)

Up to this point it has been assumed that the atmosphere is dry. However, in the

troposphere R depends upon water vapour content. Rm is therefore given as the gas

constant for moist air where [Gill , 1982],

Rm = Rd(1 + 0.608q), (1.7)

where q is the specific humidity or mixing ratio of water vapour in air (mass of water

vapour per unit mass of air). From the ideal gas law for moist air,

p = ρRdTv, (1.8)

the definition for virtual temperature Tv is obtained and is simply given by,

Tv = T (1 + 0.608q). (1.9)

Inserting Tv into Equation 1.6 gives θv, the virtual potential temperature

θv = Tv

(

po
p

)Rd/cpd

. (1.10)
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Both θ and θv are constant for an air parcel in an adiabatic process. θv has greater

flexibility, as it can be used for both dry and unsaturated moist air. Differentiating

1.10 with respect to z, gives

dθv
dz

=
dTv
dz
− Tv

Rd

cpd

1

p

dp

dz
. (1.11)

Combining the hydrostatic equation (1.1) with Equation 1.11 and assuming adiabatic

expansion, gives the dry adiabatic lapse rate Γd,

Γd = −
dTv
dz

=
g

cpd
, (1.12)

(Γd = 9.76 K km−1).

The environmental lapse rate is defined as,

Γ = −dT
dz

. (1.13)

If Γ < Γd, then a parcel of air that is adiabatically displaced upwards will be

negatively buoyant and positively buoyant if displaced downwards. In this situation

the atmosphere is statically stable as the parcel will return to its equilibrium position.

Under stable conditions a parcel of air given a small displacement will oscillate at

the Brunt-Väisälä frequency due to buoyancy. The Brunt-Väisälä is defined [Holton,

1992],

N2 = g
∂(ln θ)

∂z
(1.14)

or

N2 =
g

T

(

dT

dz
+ Γd

)

(1.15)

If Γ > Γd then the atmosphere is unstable. Observations of instability are of-

ten precursors to the development of precipitation. If a moderately saturated region

of air undergoes instability and subsequent convection, cloud formation followed by

precipitation may occur.

1.1.2 Boundary layer

The atmospheric boundary layer (ABL) is the layer of the atmosphere in which the

air motion is strongly influenced by effect of the surface of the earth, primarily via



1.1. STRUCTURE OF THE ATMOSPHERE 7

turbulence. The two major source of turbulence in the ABL are surface friction and

convection. In the ABL the turbulent forces are comparable in magnitude to pressure-

gradient and Coriolis forces2 [Houze, 1993].

Under neutrally-stratified conditions (Γ = Γd) the ABL is characterized predomi-

nantly by frictional interaction with the earth’s surface. Under these conditions, the

turbulent mixing is generated by dynamical instability due to the strong vertical shear

of the wind near the ground. The structure is characterized by the surface layer, which

is closest to the surface, and the Ekman layer (Figure 1.2).

Inertial
sublayer

Ekman (outer)
layer

Surface (inner)
layer

Interfacial
(roughness sublayer)

~~
h

z0z

z

h

0.1 )hz(

Figure 1.2: Schematic atmospheric boundary layer structure for aerodynamically rough
flow in neutrally-stratified conditions, h is the boundary layer depth, z is height and
z0 is the aerodynamic roughness length. Adapted from Garratt [1994]

The surface layer thickness is typically 0.1 of the thickness of the Ekman layer.

Inside the surface layer the horizontal friction stress is independent of height, and the

wind u, has a logarithmic profile given by [Holton, 1992],

u =
u∗
k

ln

(

z

zo

)

, (1.16)

where u∗ = τo/ρ is the frictional velocity, τo is the surface stress, k ≈ 0.4 is von

Karman’s constant and zo is the aerodynamic roughness length, which is representative

of the surface geometry.
2The Coriolis force is a pseudo-force due to the rotation of a reference frame at a constant angular

velocity, relative to an inertial system
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The Ekman layer is the region above the surface layer where the Coriolis force,

pressure gradient force and viscous stress are balanced. The wind profile is given by

the solutions to [Holton, 1992],

−fv = −1

ρ

∂p

∂x
+

∂

∂z

(

τx
ρ

)

+fu = −1

ρ

∂p

∂y
+

∂

∂z

(

τy
ρ

)

, (1.17)

where f = 2Ω sin(φ) is the Coriolis parameter, φ is the latitude, ρ is the density, p is

the pressure and τx = −ρ < u′w′ > and τy = −ρ < v′w′ > are the vertical stresses

due to motion in the x and y direction, respectively. The solution to (1.17) is only

applicable above the surface layer, therefore, it must be matched to (1.16) at the top

of the surface layer. In the southern hemisphere, the horizontal wind components for

the modified Ekman solution are [Holton, 1992],

u = ug[1 −
√
2 sin(α) exp(−γz) cos(γz − α + π/4)]

v = −ug
√
2 sin(α) exp(−γz) sin(γz − α + π/4), (1.18)

where ug is the geostropic wind component in the x direction (the coordinate axes are

oriented such that vg = 0), α is the surface wind angle, γ =
√

fρ/2Az and Az is the

eddy exchange coefficient.

Ideal Ekman layers are not usually observed in the ABL. However, they do provide

a qualitative description of the dynamical properties of boundary layer flow under

steady state and horizontally homogeneous conditions. In the derivations above, the

influence of heating and cooling of the earth’s surface was neglected. This effect can

be included by considering the influence buoyancy can have on the turbulent kinetic

energy.

Three diverse conditions can be considered; neutral, stable and unstable limits.

The neutral limit occurs when the buoyancy contribution is very small and the Ekman

layer as previously described can be used to approximate the conditions. In the stable

case, the turbulence produced by the velocity shear, as described for the Ekman layer,

is suppressed by buoyancy forces. This may occur in situations of strong radiative



1.1. STRUCTURE OF THE ATMOSPHERE 9

cooling of the ground, with the top of the ABL possibly falling to as low as 10 m.

The unstable limit often occurs when the winds are light and a state of local free

convection, due to surface heating, is approached. In this situation the buoyancy

reinforces or completely dominates over the shear production, with the turbulent layer

becoming very deep, (2-3 km).

The actual behaviour of the ABL is a combination of the three conditions described

above. Over land, the diurnal cycle of heating and cooling of the earth’s surface

strongly affects the structure of the ABL. The convective boundary layer (CBL) is

an example of the unstable limit. The development of the CBL is shown in Figure

1.3, and can be summarized by the following characteristics. Following sunrise, the

nocturnal boundary layer (NBL) breaks down through heating and the development

of a shallow, well-mixed layer. The development of a deep, well-mixed boundary layer

which comprises most of the CBL follows (0.1 < z/h < 1.0, where h is the CBL depth).

An inversion layer at the top of the CBL often develops. This region is known as the

entrainment zone or the interfacial layer. The entrainment zone is where the free

atmosphere is entrained and mixed into the aerosol-laden, moister boundary layer and

may be as thick as 0.5h. During the late afternoon, before the sunset, the turbulence

aloft can not be maintained against viscous dissipation, hence the CBL starts to decay.

After sunset, while the day-time boundary layer continues to decay, a surface inversion

(often called the nocturnal inversion) and a shallow, nocturnal boundary layer develop.

The remnants of the daytime CBL form a residual layer above the NBL.

The nocturnal boundary layer is an example of a stable limit case. The cooling

of the surface acts to suppress the turbulence, so that the turbulence levels are lower

and the boundary layer is shallower (i.e. 30-100 m). The nocturnal inversion deepens

through the night and can become several hundred metres deep, with the temperature

increase being as large as 10-15 K under the right conditions (i.e. clear skies, 12 hour

night), [Garratt , 1994]. It should be noted that the height of the inversion, which is

marked by the temperature change, is often much greater than the top of the NBL

which is determined by the turbulence.
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Free Troposphere

Convective Mixed Layer

Residual Layer

Nocturnal BL

Surface Layer
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Residual Layer

Nocturnal BL

Entrainment Zone

Figure 1.3: Sketch of idealized boundary layer evolution (after Cohn et al. [2000])

A low-level super-geostrophic wind maximum called the nocturnal jet sometimes

forms above the NBL. The nocturnal jet occurs when the frictional effects are confined

to the NBL, therefore the region above which was previously in the day-time ABL is

effectively released from frictional influence. In response, the wind begins an inertial

oscillation that continues till mixing resumes at sunrise. The development and lifetime

of the nocturnal jet is dependent upon: the inertial period and hence the latitude; the

length of night relative to the inertial period and the roughness of the surface (the

greater zo, the greater the velocity of the jet).

The marine atmospheric boundary layer (MABL) can be approximated by the

neutral case. The main difference between the MABL and the continental BL is

related to the water surface in the MABL. Buoyancy influences are much weaker, due

to the large heat capacity of water, so, diurnal influences are small. The sea surface is

relatively uniform, resulting in small values for zo.
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Cloud topped boundary layers (CTBL) describes the situation where clouds are

present under the capping inversion of the boundary layer. Very often MABL’s fall

into this category. There are three main cloud types associated with the CTBL:

shallow cumulus, stratocumulus and stratus. The CTBL can be greatly influenced

by sources of heating and cooling within its interior, created by radiative fluxes. The

presence of clouds reduces the amount of radiation reaching the ground, which reduces

the surface fluxes, hence weakening the buoyancy component. As the amount of cloud

cover increases, the CTBL becomes more like the neutral case. The incidence of CTBL

is greater over the sea because of the increased moisture due to evaporation.

The continuous profiles of atmospheric parameters obtained with radiosondes, are

used to determine the height of the ABL. However, the variation in height of the top

of the BL can mean such “snapshots” of the atmosphere are only accurate for a very

short time and in a very localized region, with altitude changes of over 1 km within

an hour commonly observed [White et al., 1999]. A schematic representation of the

potential temperature vertical structure of the CBL is shown in Figure 1.4.

A mixed layer maintains constant mean equivalent potential temperature within

its entire depth, as shown in Figure 1.4, [Cohn & Angevine, 2000]. Therefore when

using radiosonde measurements the height of the mixed layer can be determined by

where θv is no longer constant.

1.2 Measurements of the atmosphere

A wide variety of apparatus are used to observe and measure the atmosphere. Measure-

ments can either be obtained in-situ or by remote sensing. In-situ techniques involve

the apparatus and region of interest being co-located. Remote sensing is the conveying

of information about an object by observing the interaction between radiation and the

object of interest.

In-situ measuring devices are the most common method for observing the atmo-

sphere. Automatic and manned weather stations, which obtain surface measurements
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Figure 1.4: Schematic representation of the temperature profile of the CBL. The top
of the CBL is defined as zi, the inversion height. The height of the surface layer is at
0.1 zi, a mixed layer can be seen between 0.1 zi and 0.8 zi and the entrainment zone
is from 0.8 to 1.2 zi. The height measurements are typical values observed in the CBL
(adapted from [Angevine et al., 1994])

of the atmosphere, are situated throughout the world. The first radiosonde, (commonly

referred to as weather balloons), was flown in 1927. At the present, they are the most

commonly used method for obtaining profiles of atmospheric parameters. Radioson-

des can provide information on temperature, humidity and pressure as they ascend

through the atmosphere, with the information transmitted back to a ground station

via a telemetry system. Wind profiles can be measured by utilizing a secondary sys-

tem for tracking the motion of the balloon. Initial tracking methods involved manual

theodolites, while more modern tracking systems utilize ground based Doppler radars

or navigation systems such as GPS3. An alternative to the ascending radiosonde is the

3Global Positioning System (GPS) is a space-based three dimensional positioning velocity and
time system which is operated by the United States Air Force
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drop-sonde, which is usually released from an aircraft and descends slowly through

the atmosphere on a parachute. Both the radiosonde and drop-sonde provide accu-

rate, high vertical resolution data, however, they only provide a “snapshot” of the

atmosphere.

The need for in-situ data to corroborate measurements obtained by remote sensing

methods has driven a resurgence in the use of tethered balloons and kites. The first

temperature soundings of the atmosphere were accomplished in 1748, by taking a

thermometer on a kite. With the advent of radiosondes, aeroplanes and telemetry

systems, the use of such tethered devices was reduced. However, recent campaigns

involving tethered kites and balloons have highlighted the excellent vertical resolution

that can be obtained with such systems [Balsley et al., 1998; Muschinski et al., 2000].

By the end of World War I, planes were being used to obtain measurements of

the lowest 4 km in the atmosphere. Aeroplanes and helicopters provide an obser-

vation platform which has controllable altitude, unlike radiosondes. Planes have the

advantage of being able to carry considerable payloads and a multitude of experiments

simultaneously [Hacker , 1997]. However, complications are created by the flow of air

past the platform, which must be taken into account when attempting to measure the

background winds or turbulence. The substantial cost involved in operating planes

and helicopters mean they are usually used for short-duration campaigns only. The

issue of cost has been addressed with the development of robotic aircraft [Holland

et al., 2000]. These unmanned aircraft have the advantage of cheaper running costs,

automation once in the air, long range and high endurance abilities. However, the size

of the payload is restricted compared with conventional aircraft.

All of the techniques discussed so far are in-situ, which have high accuracy in

individual measurements but are restricted to being able to measure parameters at

only one position at any given moment. Remote sensing systems have the advantage

of being able to make multiple measurements from a range of heights simultaneously.

However, the vertical resolution of the measurements is usually quite coarse when

compared with in-situ techniques.
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The number and type of systems used for remote sensing of the atmosphere are

large and varied, therefore only a brief overview will be given. The method of remote

sensing can be broken into two categories passive and active.

Passive sensing involves the observation and measuring of the interaction of the

atmosphere with natural radiation, (i.e. sun, the Earth’s surface, radio-waves from

space). Examples of passive experiments include interferometers, radiometers, spec-

trometers and photometers. Interferometers can be used to measure the vertical struc-

ture of the temperature and water vapour [Feltz et al., 1998]. Radiometers provide

profiles of temperature, water vapour and cloud liquid water, by measuring the bright-

ness temperatures [Solheim et al., 1998]. Spectrometers have been used to derive tem-

peratures at the top of the mesosphere [Hobbs et al., 1996]. Photometers measure the

ionospheric optical emission to obtain temperature estimations [Woithe, 2000].

Active sensing techniques involve transmitting energy and observing the subse-

quent interaction with the atmosphere. Active experiments can be located at a fixed

location or upon vehicles, depending upon the size and weight of the specific equip-

ment. Examples of active experiments include optical lidars, acoustic radars or sodars,

radars and RASS.

There are three basic types of lidar in operation at the moment. Doppler lidars

measure the vertical (w) wind profile, obtaining a profile [Grund et al., 2000], and

have been installed on ships [Wulfmeyer et al., 2000]. Raman lidars obtain tempera-

ture profiles [Arshinov et al., 1983], while Differential Absorption Lidars (DIAL) can

obtain profiles of water vapour, temperature and gaseous atmospheric constituents.

DIAL systems have been successfully operated as both ground-based [Wulfmeyer &

Bösenberg , 1998] and airborne [Ehret et al., 1999] experiments.

Acoustic radars, or sodars, use sound to “probe” the atmosphere and can be

used to observe the boundary layer structure, including wind and inversion track-

ing. They achieve good height resolution, but with limited height coverage, which is

often strongly restricted in adverse weather conditions.

Radars are the most common form of active remote sensing systems. Radars range
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from large Medium Frequency (MF) systems observing the ionosphere [Vincent &

Lesicar , 1991], through to small Ultra High Frequency (UHF) cloud radars operating

between ∼ 30 GHz and ∼ 100 GHz [Peters , 2000]. UHF wind profiling radars are used

throughout the world for meteorological observations, typically operating as Doppler

radars [Ecklund et al., 1990]. UHF radars have been successfully installed on ships

[Carter et al., 1992] and buoys [Jordan et al., 2000]. Fully transportable UHF systems

have been developed [Hashiguchi et al., 1995], enabling observations to be carried out

in a wide range of situations and conditions. UHF and VHF radars are able to obtain

rainfall distributions, as they are both sensitive to precipitation [Rajopadhyaya et al.,

1999].

VHF radars have been used to observe the troposphere for two to three decades.

Initially, VHF radars used for wind profiling, measured the winds using Doppler tech-

niques [Gage & Balsley , 1980]. Application of spaced antenna methods provided an

alternative method of operation [Röttger & Vincent , 1978]. Until recent develop-

ments, observations using VHF radars were restricted to altitudes above ∼1.5 - 2 km.

Through advances in technology and the use of smaller antenna arrays, observations

as low as 300 m have been obtained at VHF [Vincent et al., 1998; Fillol et al., 1997].

Radio Acoustic Sounding Systems (RASS) use a sound source to create fluctuations

in the index of refraction, from which radars obtain backscatter. The Doppler shift

of the reflected signal is dependent upon the background virtual temperature. Hence,

given the Doppler shift at each height a temperature profile can be obtained. RASS

has been integrated into UHF systems [May et al., 1988] and VHF systems, with the

latter being able to obtain measurements of temperature as high as 20 km [Matuura

et al., 1986a].

Spaced-based platforms are becoming increasingly important for obtaining mea-

surement on a synoptic or even global scale. A variety of instruments are employed, us-

ing both active and passive sensing, and cover a wide range of wavelengths. The range

of instruments used includes atmospheric sounders (Infra-red (IR) and microwave),
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cloud profile and rain radars, earth radiation budget radiometers, high resolution im-

agers, imaging multi-spectral radiometers (visual and IR), imaging multi-spectral ra-

diometers (microwave), imaging radars, lidars, multi-directional radiometers, ocean

colour radiometers and polarimeter radiometers [CEOS , 2000].

1.3 Scattering mechanisms

In order to understand the source of reflections and scatter measured by the radar,

background knowledge about the refractive index and its variations are required. The

type of echoes received by the radar can be divided into several groups, depending on

the source of the variations in refractive index.

All atmospheric radar echoes are caused by reflections or scattering from inhomo-

geneities in the refractive dielectric constant ε or the refractive index of air n, given

approximately by

n− 1 =
0.373e

T 2
+

77.6× 10−6p

T
− Ne

2Nc

, (1.19)

where p (hPa) is the atmospheric pressure, e (hPa) is the partial pressure of water

vapour, T (K) is the absolute temperature, Ne is the number density of electrons, and

Nc is the critical plasma density. The first term in Equation 1.19 is known as the wet

term. It is more important in the lower troposphere because of the high humidity. The

second term, known as the dry term, is dominant in the mid-troposphere up to the

stratosphere. The third term is the major contributing factor due to free electrons and

can be considered negligible below 50 km. As all measurements and theory discussed in

this thesis are associated with the troposphere, and in particular the lower troposphere,

hence the effect of the third term will not be considered.

The variations in the radio refractive index are defined by the vertical gradient of

the potential refractive index [VanZandt et al., 1978],

M = −77.6× 10−6
P

T

(

∂ ln θ

∂z

)

[

1 +
15, 500q

T

(

1− 1

2

∂ ln q/∂z

∂ ln θ/∂z

)

]

, (1.20)

M = −77.6× 10−6
P

N

(

N

g
+ 15, 500

Nq

gT
− 7800

T

dq

dz

)

, (1.21)



1.3. SCATTERING MECHANISMS 17

In (1.21) the second and third terms within the brackets are the wet term contributions.

The strength of the scattered signal is proportional to M 2. In the lower troposphere,

M is often dominated by the wet term [Tsuda et al., 1988].

Radio waves are scattered in clear air by refractive index fluctuations having dimen-

sions comparable to one-half the radar wavelength (Bragg Scale). In the troposphere

three main groups of scattering mechanisms are present, turbulent scatter, Fresnel or

partial reflections and Fresnel scatter.

Turbulent scatter [Gossard et al., 1982] can be further divided into two groups,

isotropic and anisotropic. Isotropic scatter occurs when the turbulent irregularities of

the refractive index are homogeneously random and statistically similar in all direc-

tions. Anisotropic scatter occurs when the statistical properties of the irregularities

are dependent on direction (i.e. aspect sensitivity4) [Gage & Balsley , 1980]. Due

to the similar randomly fluctuating irregularities present in isotropic and anisotropic

turbulent scatter, the temporal variations of the radar echoes should be similar.

Fresnel or partial reflections occur from thin stable laminae of radio index of refrac-

tion [Gage & Green, 1978], which show strong aspect sensitivity [Röttger & Vincent ,

1978]. These horizontally coherent layers occur in horizontally stable regions, with

horizontal correlation distances being of the order of a Fresnel zone, (rλ)1/2. In-situ

observations of these thin-stable layers have shown regions commonly made up of re-

gions with very high gradients in wind, humidity and temperature [Gossard et al.,

1985; Dalaudier et al., 1994; Muschinsk & Wode, 1998]

Fresnel scatter occurs if the radar observing volume is filled by a collection of

transversely coherent, horizontally stratified, stable laminae of radio refractive index

[Gage et al., 1981; Gage et al., 1985]. The radar echoes will show aspect sensitivity

similar to Fresnel reflection, but exhibit temporal characteristics similar to Bragg

scatter due to the statistically independent nature of the discontinuities.

4The returned power is dependent upon zenith (and azimuth) angle
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1.4 Observations of the atmosphere using radars

The radar equation gives the relationship between the power received at the antennas

in terms of the radar parameters and the scattering/reflecting mechanism. The radar

equation can take many forms depending upon which type of mechanism is being

observed, [Tatarskii , 1961; Gage & Balsley , 1980; Doviak & Zrnić, 1993]. Three main

cases of interest will be outlined here.

Firstly consider a single isolated hard target at range r with scattering cross section

area σ. The returned power is given by

Pr =
PtA

2
eα

4πλ2r4
σ, (1.22)

where Ae is the effective antenna area for both the transmitting and receiving anten-

nas, α is the efficiency (loss) factor of the system as a whole and λ is the operating

wavelength of the radar.

Secondly, consider isotropic volume scatter. The returned power is given by,

Pr =
π

64

PtAeα∆R

r2
η, (1.23)

∆R is the radar pulse length and η is the volume reflectivity; note the r−2 dependence

compared with r−4 for a hard target.

The final equation is for partial (Fresnel) reflections from a single discontinuity,

given by

Pr =
PtA

2
eα

2

4λ2r2
| ρ |2 (1.24)

where, ρ is the amplitude reflection coefficient of the discontinuity.

If the power of the radar echoes can be measured and the appropriate radar pa-

rameters are known, then calculation of η and ρ is possible.

Equations 1.22, 1.23 and 1.24 all assume the target is situated in the far field of

the radar. The far field is where the transmitted wave can be regarded as planar.

thus implying the radar can be effectively considered as a point source. The near field

is the region where the transmitted wave from the radar is spherical. The boundary
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between the two regions ro is given by the Rayleigh criterion,

ro =
D2

λ
, (1.25)

where D is the diameter of the antenna and λ is the radar wavelength. The values of ro

can vary dramatically from one system to another. For the 54.1 MHz VHF Boundary

Layer Radar as discussed here, D ' 15 m and ro ' 40 m, for the 54.1 MHz Buckland

Park VHF Stratosphere-Troposphere radar D ' 100 m and ro ' 1.8 km, while for the

Arecibo UHF radar operating at 430 MHz, D ' 300 m and ro ' 129 km. Atmospheric

measurements are still possible provided suitable modifications with regard to antenna

polar diagrams and radar equations are included into any calculations. To avoid the

inherent complications that near field measurements would introduce, only operations

of a radar within the far field are considered in this thesis.

Observations suggest that in the lower troposphere a mixture of both isotropic and

anisotropic scatter is present.

1.4.1 Atmospheric radars: Analysis techniques

Numerous techniques have been devised for measuring various atmospheric param-

eters with UHF/VHF/MF atmospheric radars. Outlined below are some examples

of techniques which are used. For further information the reader is directed to the

appropriate references.

The main technique used at VHF is Doppler beam swinging (DBS). DBS involves

measuring the mean Doppler shift of the returned signal using a narrow beam pointed

in different directions. Typically, three to five different directions are used, one verti-

cally pointing, and the remaining ones in orthogonal directions at a given zenith angle.

Steering of the radar beam is accomplished by either inserting different phase-delay

cables between antennas, electronically inserting a phase delay or by physically point-

ing the antenna array in the appropriate direction. While the last technique is valid

at UHF, it is not feasible at VHF, due to the large antennas used.

Scanning in the azimuth and zenith directions can be considered as an advanced
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variation of DBS. However, it does increase the sampling time. Doppler weather radars

use this technique to measure wind divergence and can obtain a three-dimensional

image of the reflectivity of the surrounding atmosphere.

Spaced antenna techniques were initially applied to MF radars [Mitra, 1949; Vin-

cent , 1984], later they were utilized at VHF [Vincent & Röttger , 1980; Röttger , 1981]

and more recently at UHF [Cohn et al., 1997]. The number of variations of spaced

antenna analysis techniques is extensive, therefore only a rudimentary description of

several of the major techniques will be given.

Basically, the SA technique uses a minimum of three non-collinear antennas to

measure the background wind, via sampling of the diffraction pattern on the ground,

produced by scatterers moving with the background wind [Briggs , 1984]. Several

variations have been developed, using both the time and frequency domain [Briggs &

Vincent , 1992; Doviak et al., 1996; Holloway et al., 1997].

Post-set beam steering (PBS) and post-statistics beam steering (PSS), effectively

steer the direction of the radar beam in software. PBS involves multiplying the time-

series at each antenna by an appropriate phase such that the combination of all time-

series effectively steers the effective beam in a specific direction [Röttger & Ierkic,

1985]. PBS is equivalent to the hardware steering employed by DBS. PSS involves

multiplying the auto- and cross-correlation functions, (or auto- and cross-spectra func-

tions), by an appropriate phase [Kudeki & Woodman, 1990; Palmer et al., 1990].

Radar interferometry involves the analysis of several correlated radar signals ob-

tained from the same scattering medium. In the spatial domain this involves signals

obtained from two spatially separated antennas, while in the frequency domain the

signals correspond to the use of slightly different operating frequencies. The simplest

interferometric technique is angle of arrival (A0A) estimations, which are obtained by

using phase path differences between signal returns at three or more spatially separated

antennas [Chau & Balsley , 1998a]. Full spectral analysis (FSA) is the spectral equiv-

alent of FCA, therefore it has the same underlying principles with similar restrictions

and limitations [Briggs , 1968]. Spatial interferometric techniques can be divided into
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“imaging” and “non-imaging” techniques. Imaging techniques can be further divided

into “Doppler sorted” and “non-Doppler sorted”. Frequency domain interferometry

(FDI), uses multiple frequencies to improve the range resolution, by using the cross

frequency coherence and phase [Stitt & Bowhill , 1986; Kudeki & Stitt , 1987; Franke,

1990]. For a detailed overview of radar interferometry, the reader is directed to Kudeki

[1993].

The radar system developed and described in this thesis used spaced antenna tech-

niques. Observations were carried out at a number of locations in Australia.

1.5 Observation sites

Observations and campaigns were conducted at a number of field sites and with a

variety of equipment to obtain measurements and comparisons. Sites used include

Buckland Park, Alice Springs, Sydney Airport and Mt. Gambier, see Figure 1.5.

Figure 1.5: Field Sites
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1.5.1 Buckland Park field site

The Buckland Park Field Site (BP) is located approximately 35 km north of Adelaide

(34◦ 37’ S, 138◦ 29’ E). A number of instruments for observation of atmosphere param-

eters are housed there. These include a Medium/High Frequency (MF/HF) Doppler

and Spaced Antenna Radar, three-field photometer, automatic weather station, Very

High Frequency Stratospheric Tropospheric Radar (VHF ST) and for most of the time,

a Boundary Layer Radar (BL or BLR). The evolution and present configuration of the

BL antenna array is described in detail in Chapter 3.

The VHF ST radar [Vincent et al., 1987], was recently upgraded in 1998. For a

full description see Hobbs [1998], Hobbs et al. [2000].

The facilities for attempting radio acoustic sounding system (RASS) measurements

were established using a single Electro Voice MH4020 acoustic source. Additional

speakers constructed by VAF Research Pty Ltd were added later in May 1998. The

acoustic sources are controlled by a separate computer independent of the radar. Fur-

ther information regarding the implementation of RASS is given in Chapter 7.

A Davis Instruments (Weather Monitor II) automatic weather station was installed

at BP on 1st April 1999. Measurements which are obtained every minute are archived

and displayed on the Atmospheric Physics Group’s Web Page 5.

Radiosondes launched from Buckland Park plus radiosondes launched from Ade-

laide Airport6 provide additional information about the structure of the atmosphere at

specific times. Vaisala RS80 radiosonde is the base package used in all launches to ob-

tain pressure, temperature and humidity measurements. Radiosondes launched from

Adelaide Airport are tracked via a wind-finding radar to obtain horizontal wind mea-

surements. Wind measurements were obtained for some of the launches from Buckland

Park when the radiosondes were equipped with either Omega7 or GPS receivers. Dates

and times of soundings are in Appendix H.

5www.physics.adelaide.edu.au/atmospheric/
6Adelaide Airport (AAP) is situated approximately 36 km south of Buckland Park
7A very low frequency (VLF) hyperbolic radio-navigation system based on phase comparison

techniques, which ceased operation in September 1997
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Airborne Research Australia’s (ARA) [Hacker , 1997] Grob G109B single engine

two-seater motorised glider, flying near the radar site, was used for in-situ comparison

with radar observations during 2000, with interest in the vertical structure of hori-

zontal layers of strong reflectivity being one of the major sources of motivation for

this campaign. The aircraft is equipped with a set of standard instrumentation for

atmospheric measurements. Included are fast sensors for air temperature and humid-

ity, pressures, wind, turbulence and some trace gases. Multiple GPS sensors combined

with Laser gyro based Inertial Navigation systems enable accurate measurement of

aircraft parameters. Dates and times of flights are in Appendix H.

1.5.2 Alice Springs (CAFE)

The boundary layer radar was relocated to the Australian Bureau of Meteorology’s

observation station near Alice Springs Airport (23◦ 42’ S, 133◦ 53’E) for CAFE 98

(Central Australian Fronts Experiment). The campaign was run in collaboration with

Monash University for approximately one month, from 15th September 1998 to 12th

October 1998. In conjunction with daily radiosonde launches from the nearby obser-

vation station, pi-ball observations of frontal passages were attempted. Two RASS

speakers were transported to Alice Springs along with the radar to attempt to gain

concurrent temperature profiles.

1.5.3 Sydney airport

Following the CAFE campaign, the BLR was moved to Sydney’s Mascot Airport (33◦

58’ S, 151◦ 11’E) as part of a trial for a permanent installation of a Boundary Layer

Radar. The radar was assembled at the beginning of December 1998 and dismantled

at the beginning of January 1999. However, an oversight by a third party resulted in

a lack of constant power being supplied to the field site for all but the last three days

of observation.
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1.5.4 Mt. Gambier

At the Bureau of Meteorology’s (BoM) Mt. Gambier observation station (37◦ 45’ S,

140◦ 47’E) a 44.75 MHz tropospheric profiler is situated. This profiler is a collaboration

between BoM, the University of Adelaide and Atmospheric Radar Systems Pty Ltd

(ATRAD) [Reid et al., 1998]. A single acoustic source was temporarily relocated to this

field site for two RASS campaigns, the first during August 1998 and the second during

December 1999. The co-location of the weather observation station enabled accurate

comparison of RASS derived temperatures with radiosonde measured temperatures.

1.6 Scope of thesis

During the course of the research described in this thesis, a VHF Boundary Layer

radar was developed and operated for over three years. Over this period, the system

has been steadily modified and has achieved nearly all the initial design goals.

Chapter 2 describes the reason behind the selection of the configuration and type of

radar used. In particular, advantages and disadvantages of UHF vs VHF and spaced

antenna vs DBS are discussed. Chapter 3 focuses on the antenna arrays used and

examines the parameters which need to be optimized in order to obtain the desired

height coverage. The motivation behind the improvement of the array is discussed,

along with the actual changes applied.

Chapter 4 details the calibration of the entire system. This entails noise calibration

of the receivers, measuring the gain or loss in various components of the system and

numerical modelling of the antenna array to obtain beam-pattern and gain information.

Calculation of coupling within the array, using the numerical models and subsequent

actual measurements, is presented and compared.

In Chapter 5 the performance of the system is discussed. The coverage obtained

at different sites and with different modes of operation is examined. Comparisons

of the winds obtained by the BLR with radiosonde and aerosonde measurements is
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presented. The behaviour of the receivers, in particular at the lowest heights, is exam-

ined. Using the calibration values obtained in Chapter 4, measurements of received

power and turbulence are obtained, with the validity of such measurements discussed.

Observations of precipitation and rainfall rates are briefly presented.

Chapter 6 deals with the application of spaced antenna analysis techniques upon

the BLR. Potential sources of error and underestimation in wind velocity measure-

ments are investigated using simulated data from two different computer models. The

integration of a Radio Acoustic Sounding System (RASS) to the BLR and two larger

ST VHF radars is presented in Chapter 7. The inherent problems and considerations

of applying RASS to the BLR are discussed. A thesis summary with suggestions for

future research is provided in Chapter 8.
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Chapter 2

VHF BLR

This chapter describes the motivation and reasons why a VHF spaced antenna radar

was selected to probe the lower troposphere. The background fundamentals of a profil-

ing radar system are discussed and an overview of the application of signal processing

in the frequency and time domains is presented.

A brief history of boundary layer radars is provided together with a discussion of

the limitations encountered with such systems. This leads to a comparison of UHF

and VHF radars operating in the lower troposphere. Spaced antenna and Doppler

techniques applied to VHF studies in the lower troposphere are presented, with the

advantages and disadvantages of each technique discussed. In closing, the VHF BLR

as used in this thesis is introduced.

2.1 Radar fundamentals

For simplicity, only the theory for a fixed-frequency radar will be discussed. For

discussions and examples regarding frequency-agile radars the reader is directed to

Kudeki & Stitt [1987], Franke [1990] and Palmer et al. [1999].

The operation of a radar is illustrated in Figure 2.1, which schematically shows the

transmission and reception of a purely rectangular pulse, width τtx. The distance, or

27
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range R to the scatterer from the radar is given by,

R =
cTR
2
, (2.1)

where c is the speed of light 3.00 × 108ms−1), TR is the time between transmission

and reception of the pulse. The period between the successive pulses is called the

inter-pulse-period (IPP); the pulse repetition frequency (PRF) is the inverse of the

IPP.
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Figure 2.1: Time-height chart for a single-frequency radar. Solid lines correspond to
transmitted or scattered radio-waves. Dashed lines mark maximum height coverage
before range aliasing, Rmax. Dotted lines show a range-aliased signal from a range
greater than Rmax. Sampling weight when a rectangular pulse is transmitted is shown
on the right.

As can be seen from Figure 2.1, echoes from earlier pulses can be observed simul-

taneously with echoes from later pulses. This effect is known as range aliasing. If

the PRF is too high, range aliasing can cause an ambiguity in the determination of
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the range of the scatterer. For normal operation, the PRF is set low enough that

the signal strength of returns from greater than Rmax is negligible when compared

with returns from lower heights. The sampling volume extends from R − cτtx/2 to

R + cτtx/2, with a triangular weighting function overlapping previous and successive

sampling volumes. The range resolution ∆R, corresponds to the half-power width

of the weighting function, expressed as cτtx/2. The weighting function illustrated in

Figure 2.1 is for an ideal situation, where the bandwidth (or filter) of the receiver is

matched to the transmitted pulse. If the bandwidth of the receiver is too narrow, the

signal energy is not effectively detected. If the bandwidth of the receiver is too large

unnecessary extra noise is added to the signal, reducing the signal to noise (SNR)

ratio. The optimal filter bandwidth is ∼ 1/τtx, depending on the type of filter and

transmitted pulse. If a rectangular transmitted pulse is used, the optimum bandwidth

for a rectangular filter is 1.4/τtx [Tsuda, 1989].

The effective power of the transmitted pulse is customarily given in terms of duty

cycle d and peak pulse power Pp. The duty cycle is the ratio of the transmitted pulse

length τtx to the IPP. The average transmitted power Pa is the product of the duty

cycle and the transmitter pulse peak power.

The basic configuration of a mono-static mesospheric stratospheric tropospheric

(MST) radar system is illustrated in Figure 2.2. A local oscillator generates a sinusoidal

signal at angular frequency ω = 2πfo, where fo is the operating frequency of the radar.

The radar controller modulates this signal to produce a pulse of finite duration τtx.

The modulation involves shaping the pulse or as in the case of the prototype BLR,

simply creating a rectangular pulse. The transmitter amplifies the pulse, which is then

passed through the transmit/receiver (T/R) switch and radiated via the antennas.

The radar signal is scattered/reflected by refractive index variations, with a small

fraction of the incident power being received by the antennas. The received radio

frequency (RF) signal, which is a combination of the backscattered signal and noise

(sky noise and interference), is fed to a receiving system through the T/R switch.

The T/R switch protects the sensitive receivers from damage during transmission. In
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Figure 2.2: Block diagram of a typical MST radar system, together with signal wave-
forms (after Tsuda [1989])
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the BLR a passive T/R switch is used, while in other systems the switches may be

externally controlled (i.e. via the radar controller [Vincent et al., 1987]). Passive T/R

switches are discussed in detail in Appendix B.

The received signal is pre-amplified before being demodulated by mixing with a

coherent local signal. A filter is applied to the demodulated signal to reduce addi-

tional noise, followed by linear amplification to maximise the peak-signal-to-noise. A

quadrature detector separates the in-phase (IP) and quadrature (QP) components of

the demodulated signal by mixing with a reference frequency generated by the local

oscillator. Using the IP and QP components of the signal it is possible to measure

the amplitude, which is a measure of the reflectivity of the scattering process and the

phase, caused by fluctuations of the scatterers in the radar volume.

The individual components of the demodulated signal are digitized via analogue-to-

digital converters, then transferred to signal averagers. To increase the SNR the digital

signals are usually integrated over many pulses. This requires that the signals are phase

locked to the local oscillator so that consecutive signals have phase coherence. The

SNR of the signal is improved by a factor of Nc, the number of coherent integrations.

Coherent integration does not increase the signal-to-noise ratio per unit bandwidth

in the signal band as it simply filters out much of the wideband noise, which would

otherwise be aliased into the signal band [Farley , 1983]. The number of coherent

integrations is limited by the atmospheric processes being observed. In order to gain

successful measurements, the sampling time T , must be less than the characteristic

time of the atmospheric processes [Rüster , 1994]. For the BLR system, the sampling

time is ∼ 0.05s, compared with the observed echo fading times which are usually

> 0.2s. Finally, the coherently-averaged signals are combined into a time-series for

analysis.
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2.2 Signal processing

Analysis of the raw time-series is carried out in either the frequency or the time

domain. Each domain has advantages over the other, with the choice often being a

consideration of which atmospheric parameters are being observed.

2.2.1 Frequency domain

A typical power spectrum P (f) of a radar time series is shown in Figure 2.3a. The

noise can be described by the noise level N and its standard deviation σN , or by the

noise power < N >. The noise power is given by the total area beneath N . The

Doppler shifted scattered signal can be characterized by its position fD, width Wf

and height PS. Alternatively the signal power < S > can be used, defined as the total

area under the signal peak and above the noise level. The signal to noise ratio (SNR)

can thus be given by,

SNR =
< S >

< N >
. (2.2)

The Doppler shift of the returned signal is proportional to the component of the

scatterer’s velocity V along the line-of-sight,

V =
λ

2
fD. (2.3)

The width of the signal is a measure of the effect of the turbulence, finite beam-width

and vertical shears in the horizontal velocity within the radar volume [Hocking , 1983].

A limit is placed upon the maximum measurable Doppler shift by the data sampling

rate. The maximum frequency which can be observed is named the Nyquist frequency

Nf , where Nf = 1/2T and T is the sampling interval. Frequencies greater than Nf

are folded into the opposite side of the spectrum. This can become an appreciable

concern if the background winds are large. If relatively strong signals or interference

lie outside the Nyquist frequencies, they will be folded in and may coincide with the

actual signal of interest, resulting in an inability to distinguish the signal from the

interference.
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Figure 2.3: Illustrations of typical (a) power spectrum and (b) auto-correlation func-
tion, showing measurement parameters, see text for further description.
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The frequency resolution is,

∆f =
1

MT
, (2.4)

where M is the number of points (or samples) in the time-series. Increasing the length

of the time-series will improve the frequency resolution, but will increase the total

acquisition time of each time-series, hence decreasing the time resolution of wind

measurements.

The frequency domain allows the determination of echoes originating from differ-

ent types of scatterers, providing the frequencies involved are sufficiently separated.

For example, clear-air and precipitation echoes, which are sufficiently separated in

the spectra at VHF, or the frequency domain can be used to identify and remove

undesirable signals.

The detectability of a Doppler spectrum can be defined as,

D =
PS
σN

. (2.5)

If Ni Doppler spectra are incoherently integrated then D will increase by
√
Ni [Tsuda,

1989]. However, the SNR remains constant, as < S > and < N > are unaffected by

incoherent integration, only σN is modified. Incoherent averaging can be used to help

discriminate signals with low signal strength from background noise which has large

deviations in the noise.

The majority of the analysis for the BLR is done in the time domain, however,

the frequency domain is used for at least two alternative analyses performed with the

BLR. RASS, (discussed in Chapter 7) and rain detection, (discussed in Section 5.4)

require the separation of clear air echo returns and scatter from acoustic wavefronts and

precipitation, respectively. Both of these measurements often require the application

of incoherent averaging due to low detectability.

2.2.2 Time domain

A typical auto-correlation function is illustrated in Figure 2.3b, with the magnitude

of the correlation ρ and phase φ shown as a function of the lag, τ . The random
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background noise decorrelates rapidly, producing a spike at zero-lag, with amplitude

N . The noise spike can be removed by interpolating over the zero-lag, giving a (pseudo)

Gaussian peak. The amplitude of the Gaussian is a measure of the echo strength and

the width Wτ is a measure of the lifetime of the echo.

The auto-correlation function is simply the Fourier transform of the normalized

power spectrum [Bracewell , 1978]. Hence the n-th classical spectral moment Mn and

the n-th derivative of the auto-correlation function R[n] at zero lag are related by,

Mn =
R[n](0)

(2πi)n
(2.6)

where Mn is given as,

Mn =
∫ Nf

−Nf

fnP (f)df (2.7)

and the auto-covariance function of a M -point complex time series zi is defined as:

R(m) =
1

M −m

M−m−1
∑

k=0

z∗kzk+m

= ρ(τ) exp(−iφ(τ)). (2.8)

As the power spectrum and auto-correlation function form a discrete Fourier transform

pair, they contain identical information about lower spectral moments [Woodman &

Guillén, 1974]. Using Equation 2.6, and if τ is sufficiently small, we obtain,

< S > = S (2.9)

< N > = N (2.10)

fD ≈ φ(τ)

2πτ
(2.11)

(Wf )
2 ≈ 2

1− ρ(τ)

Sτ 2
, (2.12)

Equation 2.11 is only true if the power spectrum is symmetric about its peak and

no extra spikes are present in the spectrum, as this implies the phase of the auto-

correlation may be oscillatory [May , 1986].

From Equation 2.11 it can be seen that the radial velocity of the scatterers can be

obtained from the slope of the auto-correlation phase, provided that only the linear

phase slope region is considered.
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The majority of analyses performed on BLR data uses the Full Correlation Anal-

ysis (FCA). FCA uses the correlation functions of the time-series, computed for each

individual receiver and between pairs of receivers, to obtain an estimate of the horizon-

tal and vertical winds and the spatial and temporal characteristics of the scatterers.

Chapter 6 discusses the theory and application of FCA in greater detail.

2.3 UHF boundary layer radars

The growth in the use of profilers to observe the boundary layer and lower tropo-

sphere has accelerated in the past decade. The earliest profilers typically operated at

frequencies around 915 MHz [Strauch et al., 1984] with height coverage from 350 m

up to 10 km, albeit only under certain situations and using a very long transmit pulse

(> 1 km). Concurrent development of a 405 MHz profiler for use in a demonstration

network occurred during the same period. The coverage of the 405 MHz profiler was

from 500 m up to 16.2 km [Frisch et al., 1986].

In the late 1980’s and early 1990’s a smaller, portable 915 MHz wind-profiling

Doppler radar was developed, to operate in a hybrid mode with 50 MHz wind profilers

[Ecklund et al., 1988]. The initial aim for the 915 MHz system was to fill in the lower

heights below the coverage of the 50 MHz profiler. However, the smaller UHF system

proved to be a versatile system in its own right, with coverage from around 100 m

to 5.5 km [Ecklund et al., 1990]. By 1994, there were over fifty 915 MHz profilers in

the use of research and commercial groups [Carter et al., 1995]. In the second half of

the 1990’s successful trials of a 915 MHz spaced antenna wind profiler began [Cohn

et al., 1997]. Previous 915 MHz profilers had used Doppler techniques, with either

mechanical or electronic steering to measure the wind velocity, but by using spaced

antenna techniques, improved time resolution could be obtained.

Profilers operating at UHF are very sensitive to small cloud droplets. This led to

the development of cloud radars which are used to observe clouds and precipitation,

they operate in the range of frequencies 30-100 GHz [Lhermitte, 1987; Peters , 2000].
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More recently a 3-GHz profiler, which exploits the sensitivity of UHF, has been devel-

oped with a substantial improvement in the ability to observe deep cloud systems in

comparison with the 915 MHz profiler [Ecklund et al., 1999].

The sensitivity of UHF to precipitation means echoes from hydro-meteors over-

whelm clear air returns such that determination of the vertical velocity of the air is

not possible. This has lead to the development of VHF boundary layer radars [Crochet

et al., 1994; Fillol et al., 1997; Vincent et al., 1998], which are able to determine the

vertical motion of the air in the presence of precipitation.

2.4 VHF BLR: Design criteria and considerations

A VHF boundary layer radar not only provides an alternative to a UHF profiler, but in

conjunction with a UHF BL radar offers the ability to make measurements at different

frequencies. There is much that is still not understood in regard to scattering processes

from the atmosphere. Increased understanding will come from observations at a range

of frequencies, using a variety of measuring techniques.

Operation at either UHF or VHF has advantages and disadvantages relative to

each other. Similarly the techniques used by the radars to probe the atmosphere have

relative advantage and disadvantages. The two predominant techniques which could

be used for a boundary layer profile are spaced antenna (SA) or Doppler beam steering

(DBS). A brief comparison of UHF and VHF followed by a comparison between SA

and DBS will be presented. The comparisons will focus on the characteristics which

are important for use in a boundary layer radar.

2.4.1 UHF vs VHF

Historically speaking, VHF radars were typically associated with height coverage, with

the main focus being upon attaining measurements from as high as possible. Such

systems are generally unsuitable for probing the lowest 1-2 km of the atmosphere for

a variety of reasons. The size of the arrays often means the lowest kilometre is not
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in the far field of the antenna. The large lengths of cable and antenna connections

required, increase reflections and ringing within the antenna system. This necessitates

long delays before reception can commence. The transmit-receiver (TR) switches of

these systems, have recovery times which are appreciable if attempting to measure

returns from low heights. Measurments have been obtained using a large VHF radar

from heights as low as 600 m, however, this required a decrease in transmitted power,

carefully tuned antennas and modifications to TR switches [Crochet & Bourdier , 1989].

Alternatively, UHF radars were specifically developed in the late 1980’s for profiling

the lowest few kilometres [Ecklund et al., 1988]. The shorter wavelength at UHF

resulted in physically smaller antennas, although they were still large compared with

the wavelength. Therefore UHF systems are able to have narrow beam-widths, while

still maintaining a degree of portability. The wide bandwidths available in the UHF

spectrum means good height resolution is possible. Additionally, the external noise is

lower compared with VHF.

However, VHF systems have several advantages over UHF systems. In the presence

of precipitation, the clear air echo and the precipitation echo are separately distinguish-

able. Therefore simultaneous measurements of rainfall distributions and the vertical

velocity of the air can be made. This is of particular aid when attempting to mea-

sure the vertical gradient of the vertical velocity which gives the divergence of the

wind field in storm conditions. Bragg scatter causes enhanced returns from objects

whose dimensions are comparable with the operating wavelength of the radar. This

has the unfortunate effect of making UHF radars extremely sensitive to birds, insects,

bats, etc., while VHF radars are sensitive to airplanes. However, airplane echoes are

normally singular localized events, relatively easy to distinguish and can be either re-

moved or the time-series rejected. Birds, insects and bats on the other hand can be

a concern when in large numbers, especially during migration seasons [Wilczak et al.,

1995]. Scatter from birds can result in large sequences of measurements being useless,

(unless the radar operator is interested in radar ornithology).

VHF radars have additional advantages over UHF if radio acoustic sounding system
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(RASS) techniques are being applied. At UHF, acoustic attenuation is significant,

resulting in a severe restriction on the range of heights over which temperature profiles

can be obtained. In periods of precipitation, UHF RASS observations are unable to

account for the vertical wind due to precipitation echoes dominating the clear air

echoes.

An additional advantage of VHF, which is relevant to the Atmospheric Physics

Group at the University of Adelaide, is the use of the same frequency which is being

used on a large VHF stratosphere-troposphere ST radar at the same field site. This

has advantages in frequency allocation, technical realization and costs.

2.4.2 DBS vs SA

Many comparisons between spaced antenna and Doppler beam steering techniques

have been conducted over the years, both theoretical/modelled and experimental

[Briggs , 1980; Röttger , 1981; Reid , 1988; Larsen & Röttger , 1989; May , 1990; Van

Baelen et al., 1990; Chau & Balsley , 1998b]. Therefore only a brief overview will be

presented here.

Both SA and DBS techniques use the same information although in slightly differ-

ent ways [Briggs , 1980]. In both cases, scattering is produced by irregularities in the

index of refraction.

For accurate measurements, DBS radars require narrow beam-widths, as wide

beam-widths cause height-smearing when using obliquely-pointed beams. Narrow

beam-widths imply large array sizes (relative to wavelength), which are easier to con-

struct at higher radio frequencies (i.e. ≥50 MHz). However, the large array size will

increase the range of the far field for the array, see Equation (1.25). This increases

the minimum height from which measurements can be obtained, and is not desirable

for boundary layer measurements. SA radar arrays need not have such narrow beam-

widths, in fact the receiving array beam-width should not be too narrow (≥ 5◦) [Larsen

& Röttger , 1989].

A DBS array needs to be steerable (either mechanically or electronically) in order to
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point the radar beam off zenith. SA arrays do not need to be steerable thus removing

one source of complication. Additionally SA systems can be bi-static thus removing

the need for T/R switches, that are required for DBS systems. However, in SA systems

the need for three separate receiving arrays will effectively split the maximum possible

gain of the system by at least three.

At VHF, echoes from the vertical are usually greater than echoes from oblique

directions, an effect known as aspect sensitivity. UHF are not aspect sensitive. Aspect

sensitivity results in an increase in the received power of the vertical beam used in SA,

which helps counter-act the reduction in gain, due to having three separate smaller

receiving arrays compared with the single large array used in DBS. Side-lobes are

slightly suppressed when using a vertical beam, due to the relative enhancement of

the zenith echoes. However, aspect sensitivity can bias radial measurements made close

to zenith using DBS techniques at VHF. The enhancement of returns from the zenith

results in the effective beam direction being closer to the zenith. In order to avoid the

effects of aspect sensitivity on oblique beams, the zenith angle must be greater than

∼ 10◦ [Tsuda et al., 1986]. Aspect sensitivity can also contaminate measurements

using large oblique angles if the side-lobes are pointed towards the zenith, therefore, it

is usually desirable for the first minimum in the antenna beam pattern to be pointing

at the zenith when the array is pointed obliquely.

The DBS signal processing is able to obtain measurements with a SNR of -13

dB while SA requires 3 dB [May , 1990]. However, the apparent large difference in

performance of the two techniques is greatly reduced due to a number of reasons. The

dwell time1 for DBS measurements is at least three times that for SA measurements

due to the necessity to measure the radial velocity in three directions, thus decreasing

the detectability of DBS with respect to SA. The good frequency resolution required

for DBS is not as important for SA systems, hence the number of coherent integrations

for SA can be increased, and hence improving the detectability for SA. The decrease

in sensitivity for SA due to the smaller antenna area is more than compensated for

1Time between each measurements
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in the gain due to aspect sensitivity when using VHF. Differences between DBS and

SA obtained for larger ST radars operating at VHF are of the order of less than 3 dB

[May , 1990]. Using similar values given by May [1990], UHF DBS radars would have

a total system sensitivity ∼13 dB greater than UHF SA radars.

The analysis technique of DBS involves determination of only three parameters

compared with six parameters for FCA, suggesting sources of error would be greater

with FCA. However, DBS analysis is susceptible to spatial variations in the wind field,

due to the oblique orthogonal measurements being of different areas at different times.

In contrast, SA radars observe a single region. Measurements of vertical velocity using

a DBS radar at VHF will be sensitive to tilting of aspect sensitive layers of scatterers.

Spaced antenna measurements can account for discrepancies in the angle-of-arrival

(AoA) by measuring the phase differences between receivers. DBS measurements can

measure the AoA, but they require variation of the zenith angle, by small increments,

to determine the direction of maximum received power, which increases the dwell time.

Spaced antenna measurements of wind velocity may be underestimated if the antenna

spacing is too small. This is known as the triangle size effect and is discussed further

in Section 6.5.

RASS measurements can be obtained with either radar, however, the beam steering

capabilities of the DBS system means measurements can be obtained to greater heights

by tracking the acoustic wavefront [Matuura et al., 1986a].

The French group in Toulon, has developed a DBS VHF boundary layer radar,

operating at 45 MHz. A four by four array of dipoles was used for the antenna array,

giving an antenna beam-width of 30◦, with an oblique angle of 38◦ being used [Can-

dusso et al., 1998]. The larger than typical oblique angle was used to decrease the

lowest observable altitude for a given range. However, the broad bandwidth and large

oblique angle lead to low directivity of the antenna beam pattern and a mixing of

contributions of different altitude at a given range [Crochet et al., 1994]. A number of

retrieval techniques were developed to attempt to obtain the reflectivity and wind ve-

locity profiles, namely a least-squares-method and a maximum-entropy-method [Fillol
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et al., 1997]. Results from a campaign in Antarctica show good agreement between

radar and co-located radiosonde wind measurements [Candusso et al., 1998]. Excel-

lent agreement between the location of the tropopause height was obtained using the

radiosonde measurements and the radar’s vertical echo power. The minimum alti-

tude obtained by the radar was 600 m, due to ground clutter. However, previous

experiments involving the radar showed the capability of the system to obtain wind

measurements from as low as 300 m [Crochet et al., 1994].

The problems using DBS for boundary layer work at VHF led us to develop a SA

radar, as outlined in the next section.

2.4.3 Preliminary design

The Buckland Park (BP) Boundary Layer Radar (BLR)2 was chosen to use a spaced

antenna system, which involves only vertically pointing beams. This eliminates the

height-smearing problem introduced by large beam-width obliquely pointing beams,

that are necessary for Doppler operation. The spaced-antenna layout also enables

interferometric techniques to be applied, which can in principle correct for contami-

nation of vertical velocity measurements caused by tilted layers [Vincent & Röttger ,

1980].

The principle design goals for the BLR were that (1) the system was flexible in

operation, (2) easily transportable and (3) power efficient, such that it could be used

at remote locations. The desired height coverage was from 300 m up to 2-3 km.

Modular solid-state transmitters capable of providing high mean power with duty

cycles being 10% are used. These modules are compact, power efficient and reliable.

The modular nature of the transmitter means reconfiguration of the system to allow

different wind measuring techniques to be applied, can be done with relative ease.

The antenna array’s lower height performance is crucial for successful lower height

coverage. The design criteria for the antenna array is discussed in detail in Chapter 3

2From this point, references to a ‘Boundary Layer Radar’ or BLR, specify the system initially
installed at Buckland Park, unless otherwise stated.
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and fast passive T/R switches are used, (see Appendix B for further details).

COMPUTER
SYSTEM CONTROL

ANALYSIS
COMPUTER

TRANSMITTER

RDAS

Figure 2.4: Components from the BLR (from the left), transmitter, RDAS, system
control computer and analysis computer.

The receiver and data acquisition system (RDAS) used has a wide dynamic range

and large amount of memory (RAM) for temporary storage of raw data. Three individ-

ual receivers corresponding to the three receiving arrays are used, thus removing any

requirement for a multiplexer. The raw data is downloaded to a computer for online

analysis or storage. As soon as the data is downloaded, the next acquisition begins,

which is crucial for analysis techniques where the analysis time can be appreciable.

Initially, the same computer was used for analysis and system control. However, anal-

ysis was later moved to a faster computer to enable more complicated and lengthy

analysis to be performed on the data. Although the original computer was used for

system control, once an experiment or campaign was initiated, the system would run

with no further control necessary.

For operational flexibility, as many operating parameters as possible can be changed
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via the system control computer. These parameters included: transmitted pulse

length, receiver bandwidth and gain, PRF, sampling range and resolution, number

of coherent integrations and duration of time-series. It is possible to schedule multiple

experiments, which is necessary when alternating different modes of operation.

A picture of the transmitter, RDAS, system control computer and analysis com-

puter is given in Figure 2.4.

2.5 Summary

In this chapter an overview of the fundamentals of a profiling radar system was given.

The choice of analysis in frequency or time domain depends on what measurements

are being attempted, with advantages being offered by each domain. The majority

of analysis in this thesis uses the time-domain for analysis of winds via correlation

analysis, although the frequency domain is used for spectral analysis of rain echoes

and RASS echoes.

The growth of UHF boundary layer profiling radars has increased over the past

decade. Initially, these radar were designed to complement large VHF profilers, which

were unable to obtain measurements in the lowest 1-2 km of the atmosphere. However,

UHF profilers have proven to be a versatile ‘stand-alone’ system.

The additional knowledge obtained by using different frequencies to probe the at-

mosphere and the advantages of VHF over UHF motivated the design and construction

of a VHF boundary layer profiler. At UHF, echoes from precipitation dominate over

clear air echoes, hence measurements of vertical wind velocities at UHF are not pos-

sible in the presence of precipitation. UHF profilers are extremely sensitive to echoes

from birds, insects and bats which interfere with atmospheric echoes, which can have

serious consequences to the validity of data obtained during migration seasons. In the

application of a RASS system to the two radars, the required acoustic frequencies for

UHF radars are significantly attenuated compared with the acoustic frequencies for

VHF systems, therefore restricting maximum coverage possible with a UHF RASS.
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A spaced antenna radar was chosen over a doppler beam steering radar for the

configuration of the VHF BLR. In order for the lowest heights to be in the far-field of

the radar, small array sizes were necessary. Because of the small array size, the beam-

width would be wide and the effect of side-lobes could be appreciable. To operate a

wide beam-width array as a DBS system would require large oblique angles, to avoid

aspect sensitivity biasing echoes. However, large oblique angles increase ground clutter

echoes. A spaced antenna system avoids this complication. Aspect sensitivity helps to

minimize the effects of the side-lobes, for a spaced antenna radar, as the echoes received

from vertical are enhanced with respect to echoes received through the side-lobes.

The initial design of the VHF BLR spaced antenna array consisted of three groups

of four Yagis. A substantial proportion of the development of the VHF BLR centred

around the antenna array, which is discussed in the next chapter.
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Chapter 3

Antennas

A major part of the development of the VHF Boundary Layer Radar (BLR) involved

the antenna arrays. As the antennas are the final section of the system to be used

upon transmission and the first section upon reception, it is important to optimize

them. Ideally, the effect of the transition between transmit and receive states should be

negligible. The antennas should be maintenance-free, easily tunable, low cost and quick

to construct. However, this is not an ideal world so compromise is required. In this

chapter, the design considerations for an effective antenna system are stated and the

subsequent evolution of the antenna array is discussed. Three stages of development

are considered, with the respective antenna arrays labelled first generation, second

generation and third generation.

3.1 Design considerations

The primary goals of the VHF BLR imposed several design criteria on the antenna

system that would be used [Vincent et al., 1998].

• The arrays used for transmitting and receiving should be small enough that sam-

pling of the diffraction pattern is in the far field and hence Fraunhofer diffraction

applies.

• To achieve a physically small array size, a minimal number of antennas must be

47
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used. For adequate received signal strength these antennas must have high gain

and directivity.

• Contamination of data due to transmission and reception via antenna side-lobes

should be minimal.

• The beam-widths should be as narrow as possible, which will reduce the size

of the scattering volume and the subsequent spread in the spectrum. However,

decreasing the size of the array has the effect of increasing the beam-width,

therefore a compromise between the two must be obtained.

• To obtain successful measurements from the lower heights, ringing in the sys-

tem due to mismatching should be minimized. Hence good matching is required

across a wide bandwidth. The short duration transmit pulses, necessary for ac-

ceptable height resolution, require a wide bandwidth on all parts of the receiving

system.

• The array should require the minimal amount of maintenance. Hence the anten-

nas need to be robust, both physically and electrically. Once tuned the antennas

should not deviate too far from the ideal impedances both on a daily and a

long-term basis.

• For maximum efficiency the system needs to have minimal losses.

3.1.1 Antenna fundamentals

The bandwidth of an antenna can be expressed in terms of impedance of the Voltage

Standing Wave Ratio (VSWR or SWR). SWR is a measure of the ratio of the maximum

voltage to the minimum voltage, resulting from the interaction of the incident and

reflected voltages along the line. It is defined as

SWR =
1+ | ρ |
1− | ρ | , (3.1)
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where ρ is the voltage reflection coefficient, which is the ratio of the reflected to the

incident voltage. Therefore

Pr
Pt

= ρ2 (3.2)

where Pr is the reflected power and Pt is the transmitted power. The magnitude of ρ

is given by

| ρ |=
√

√

√

√

(Ra −Ro)2 +X2
a

(Ra +Ro)2 +X2
a

(3.3)

where Ra is the impedance of load, Xa is the reactance of load and Ro is the charac-

teristic impedance of the line used to feed the antenna. The bandwidth is therefore

given in terms of the frequency range over which the SWR is less than a certain level.

A SWR of 1:1 implies all power is transmitted and none is reflected. For amateur

work, a SWR of 2:1 is used for antenna bandwidth comparisons, [ARRL, 1994]. For

the Boundary Layer Radar system developed here, a smaller value of 1.5:1 was used to

define the effective bandwidth of the system. Equation 3.3 can be generalized and used

to calculate the bandwidth at a given point, if the impedance frequency response is

known over a given frequency range. By setting Ro to be equal to the ideal impedance

value, such that no reflection would occur at the operating frequency, values of |ρ| over

the frequency range were obtained.

To measure the impedance, a Vector Impedance Meter was used, with a program

written in Pascal to automate the procedure (Appendix C).

The power pattern of an antenna helps characterize its behaviour. The gain is a

measure of the response of the antenna as a function of direction, defined as [Kraus ,

1988],

G(dBi) =
Um
Ui

, (3.4)

where Um is the maximum radiation intensity and Ui is the radiation intensity from

a (lossless) isotropic source with the same power input. The half-power beam-width

describes the spread or concentration of the beam, where the power has fallen to half

of the maximum power (3 dB below maximum), sometimes given as the 3-dB points.

Given the power pattern of an antenna, we can determine its effective aperture or
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effective area Ae, defined as,

Ae =
Gλ2

4π
=

λ2

θHPφHP

, (3.5)

where θHP and φHP are the half-power beam-widths in the θ and φ planes, respectively

(radians).

3.2 First generation array

The first generation boundary layer radar array [Vincent et al., 1998], consisted of

twelve antennas, which were divided into three groups, each comprising of four an-

tennas, as shown in Figure 3.2. In reception, each group was connected to a separate

receiver, while in transmission, all three groups were used simultaneously.

Figure 3.1: First generation array during sunset at Alice Springs, 1998.

3.2.1 Three element folded Yagis

The antennas chosen to be used for the initial system were three-element Yagis with

a folded dipole driven element, see Figure 3.3.
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Figure 3.2: First Generation array setup - Plan arrangement.
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Figure 3.3: Three element folded Yagi - Elevation, (measurements in mm.)
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These Yagis managed to fulfill many of the requirements mentioned above. They

are identical to antennas used on the larger BP VHF ST radar for spaced antenna

measurements, therefore spare parts were readily available. They are easy to construct

and install and have a gain of greater than 6 dBi with a beam-width of 72◦ in the E-

Plane and 146◦ in the H-Plane, with an efficiency of greater than 95%. Yagis were

chosen over dipoles, despite dipoles being cheaper and simpler to construct, for a

variety of reasons. Yagis have superior gain (or directivity) due to the reflector and

director making the beam-width narrower. Superior portability is attained by the

Yagis, due to the absence of a ground plane, which is required when using dipoles.

3.2.2 Baluns

In order to efficiently transmit and receive power, the antenna must be balanced and

well matched to the output/input impedance of the transmitter/receiver, respectively.

Several methods of transforming the feed impedance of the Yagis were investigated, in-

cluding coaxial-cable tuning circuits and inductor-capacitor (LC) tuning circuits using

coiled wire inductors, [Dullaway , 1999]. A 4:1 wound toroid Balanced to Unbalanced

(balun) device was selected (see Figure 3.4) as the most appropriate due to its intrin-

sically wide bandwidth. By altering the spacing between the coils around the toroid

and adjusting the tunable capacitor, it was possible to tune the antenna impedance to

50.0 + j0.0Ω with an accuracy of ±0.1± 0.1jΩ. This arrangement, although sensitive

in the initial tuning stage, was found to be quite robust. During trials in Alice Springs

and Sydney the entire antenna was dismantled with the balun remaining undisturbed

in its container. Upon reassembly, the impedance of each antenna was found in the

majority of cases to still be within the range 48− 52Ω, which allowed immediate use,

although not at full efficiency. The bandwidth of a single Yagi fed via the balun is

greater than 4 MHz as shown in Figure 3.5. The balun was placed inside a weather-

proof, UV-resistant box with a BNC external input.
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Balanced
Antenna

200Ω

Unbalanced
50Ω

A

Figure 3.4: Simplified circuit diagram for a 4:1 Ferrite core balun used for matching
the antenna to the transmission line. Point A in theory is effectively at ground, in
practice it was electrically grounded to improve the balancing. This type of balun was
used in the first generation array.

Figure 3.5: SWR vs frequency, three-element folded Yagi with toroid balun, measure-
ments taken 9th September 1996.
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3.2.3 Receiving array

It was decided that each receiving array would consist of four Yagis arranged in a

square, with sides 0.7λ long. This arrangement gave the receiving array sufficient gain

while maintaining a relatively small aperture. The Yagis were held in place by tubes

running along the ground on the sides of the square and attached to the bottom of the

Yagi’s boom via knuckle joints. To provide extra stability, the antennas were fastened

to pegs in the ground via guy ropes. Having the entire antenna system situated on

top of the ground made installation simple, as no digging was required. With hard or

rocky ground the guy ropes were attached to rocks or bricks, used in place of the pegs.

A means of combining the received signal and splitting the transmit signal was

required. To maintain the wide bandwidth achieved with the individual Yagis a tunable

wide-bandwidth splitter was built, (see Figure 3.6). The T-Section in the splitter box,

50Ω

50Ω

50Ω

50Ω

B C D E FA

50Ω
1:1

1:1 4:1

4:1

Figure 3.6: Splitter box circuit. Section A is the antenna input/output. The resistors
shown at this stage helped isolate the antennas, especially when one of the antennas
is no longer optimally tuned. B consists of a ferrite core inductor which helps isolate
the antennas. C is a capacitor which removes any stray inductance at this point. D
is a 4:1 toroid wound transformer, E consists of a T-Section which gives the ability to
optimize the splitter box in-situ.

was added to bring the output of the box, when loaded with the final antennas, closer

to the optimal impedance of 50 + j0Ω. The design of the T-Section uses two L-

Networks [Bowick , 1982] designed to match 50Ω to 200Ω, with the second L-Network

reversed and attached to the first, giving an effective transformation of 50Ω : 200Ω :
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200Ω : 50Ω or 50Ω : 50Ω (see Appendix D). By using the tunable capacitor and

varying the inductor’s value via manipulation of the distance between the coils, the T-

Section’s impedance transformation can be changed slightly. The resulting bandwidth,

as measured at the output of the splitter when attached to the tuned antennas, can be

seen for all three receiving arrays in Figure 3.7. The wider bandwidth of group C, is

due to the die-cast box which contained the splitter circuitry being substantially larger

than those used for group A and B. It was found that the actual die-cast container

can have a substantial affect on the tuning due to its interaction with the components.

Placing the lids on the smaller boxes caused the magnitude of the output impedance

to drop by up to 5Ω and the phase to change by several degrees.

The bandwidth of the receiving array when measured directly at the output of the

combiner box was greater than 2 MHz, (Figure 3.7). Although this is much narrower

than the bandwidth for a single Yagi, see Figure 3.5, it is considered wide enough for

the desired purpose.

Figure 3.7: SWR vs Frequency, First Generation Receiving array, measurements taken
9/10/1996.
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The Yagi antennas in the receiving array were connected to the tuning boxes by

feeder cables made of RG213-MIL. This cable has an impedance of 50Ω, which is

identical to the antennas impedance and the output of the splitter box, and minimizes

any mismatching in the antenna system. Military Spec RG213 was chosen because of

the lower loss characteristics of the cable over normal RG213. By placing the splitter

box in the middle of the receiving array, the length of the feeders from the antennas

to the splitter box was 1.5λ.

3.2.4 Transmitting array

During transmission all three receiving arrays were used simultaneously. For symmetry,

the position of the centres of each receiving array would be at the vertices off an

equilateral triangle. To achieve optimal wind measurements, with spaced antenna

techniques, the average spatial cross correlation between pairs of receivers should be

∼0.5, [Briggs , 1984]. Previous experiments to determine the optimal spacing used

three similar receiving arrays placed in a line at 3λ and 1.5λ spacing [Dullaway , 1999].

By transmitting on just the centre array and receiving on all three, it was possible to

obtain correlation functions at 1.5λ, 3.0λ and 4.5λ spacings simultaneously, see Figure

3.8. Trials conducted with the above setup and using the results obtained from an

altitude of 600 m to 1000 m showed that a spacing of 1.5λ was optimal [Dullaway ,

1999].

Ideally the radar site should be localised and flat. To minimize any losses, the

cables from the transmitter/receiver to the array need to be as short as possible.

Some concessions were made due to the constraint of needing a reliable power source

and weatherproof enclosure. The final position of the system at Buckland Park was in

close proximity to a building which was previously used to house the transmitter of a

MF radar and still had the transmitting dipoles situated around it. It was hoped the

influence of these lower frequency dipoles and their supporting towers was minimal.

However, lower height coverage at the Alice Springs and Sydney sites using the same

system, was superior, suggesting that background influences were limiting the system
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Figure 3.8: Configuration of antenna modules for determining pattern scales in the
lower atmosphere (From Dullaway [1999])

at Buckland Park and the surrounding MF system was likely to be the source of this.

The feed cable length used was 31.4 m or 8.5λ for RG213-MIL which has a velocity

factor of 66%. The array was orientated so that it had an East-West baseline. As

illustrated in Figure 3.2, the Yagis were all orientated such that the elements were

aligned with the baseline.

3.3 Second generation array

The first generation array proved to be very reliable and robust. However, there were

areas that could be improved, leading to the development and construction of the

second generation array. These included increasing the gain, reducing the effect of

side-lobes in the radiation pattern, increasing the power handling capability of the

antenna array and simplifying the total design of the array.

Increasing the number of antennas in the array should increase the gain and hence

increase the coverage of the radar, especially in conditions where the signal strength
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had previously been too low. A reduction in the spacing between antennas should

decrease the side-lobes. Increasing the amount of transmitted power with the first

generation array would have resulted in exceeding the maximum voltage rating on

many of the components, especially the tuning capacitors. The spacing between the

centres of the receiving array, however, should not greatly exceed 1.5λ. As the relative

complexity of the original baluns and splitter boxes resulted in significant construction

time and cost, a simpler method was desired. However, any changes to this section of

the antenna array would need to replicate the wide bandwidth characteristics obtained

with the first generation array to be a viable alternative.

3.3.1 Gamma-matched Yagis

The antennas chosen were three element Yagis (see Figure 3.9), which were slotted

inside Oz-Post supports embedded in the ground in the desired position. This base

provided enough stability and rigidity that additional guy wires were not necessary.

A gamma-match system was chosen to tune the antennas to the desired input

impedance. The principle of the gamma-match can be understood via Figure 3.10.

The outside of the coaxial cable is attached to the centre of the driven elements as the

RF voltage at the centre of a 1
2
λ dipole is zero. The centre conductor of the coaxial

cable taps into one side of the driven element. The input impedance increases as the

tap moves away from the centre of the element. Any inductive reactance is tuned

out via a series capacitor. The capacitor and tap were combined together into one

assembly to simplify the design as well as provide a higher input power rating. The

position of the tap was varied via a sliding clamp arrangement, joining the driven

element and a smaller aluminium tube positioned parallel to the element. A smaller

diameter rod attached to the centre conductor of the coaxial cable was inserted in the

aluminium tube, while remaining insulated from it, therefore forming a capacitor. By

varying the amount the rod was inserted, the capacitor’s value could be altered. To

waterproof the gamma-match, heat-shrink tubing was placed around the junction of

the rod and the arm.
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3.3.2 Layout and final tuning

The number of antennas in each receiving array was increased from four to nine. To

limit the increase in physical size this would create and to reduce the effect of side-lobes,

the distance between antennas was reduced to 0.5λ, thus giving a geometric area size

of 1λ×1λ compared with 0.7λ×0.7λ for the older array. Due to the reflector elements

being slightly longer than 0.5λ the antennas were rotated 45◦. This arrangement also

helped to decrease coupling between the antennas. The final layout of the array is

shown in Figure 3.11 with the baseline chosen to be east-west.
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Spacing 0.5 λ

Frequency 54.1 MHz

Spacing 2.77m
Reflector length 2.814m
Driven element length 2.607m
Director length 2.298 m

Wavelength 5.54m

Figure 3.11: Second/Third Generation Boundary Layer Radar Antenna Setup - Plan
arrangement, (measurements m)

The impedance of each receiving array needed to be 50Ω, so a method of combining

the nine antennas in each group was developed using quarter-wavelength transformers.
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The feed to the antennas was split into nine parallel sections, which required the input

impedance of each of these sections to be 50Ω × 9 = 450Ω. Each of these sections

consisted of a 5
4
λ long 75Ω coaxial cable connected to an antenna. To maintain a

matched system, the input impedance ZL of the antenna is given by the quarter-wave

transformer equation, [ARRL, 1994]

ZL =
Z2
O

Zi
(3.6)

where ZO is the characteristic impedance of the line (50Ω) and Zi is the impedance at

the input end of the line (450Ω), so that the antennas had to be tuned to 12.5Ω. Close

proximity of objects, even a human body, can affect the measured impedance of the

antennas, therefore a 5
4
λ long 75Ω cable was constructed to assist in the tuning of the

antennas. This length would duplicate that used in the combiner harness described

above. The harness was constructed by an external company1 and provided as a sealed

unit.

It was found that the sliding capacitor arrangement on the gamma-match was

extremely sensitive to very minor adjustment. The allowed deviation in the impedance

after tuning was ±0.1Ω for the magnitude and ±1.0◦ for the phase. As the combining

harness was a sealed unit, tuning of the antennas was performed without the harness

attached. Initial attempts at tuning the array were unsuccessful, with the combined

impedance of a receiving group being ∼ 84Ω and 10◦. This error was found to be due

to a manufacturing fault, which was rectified. A T-section, similar to that used in the

first generation array (“section E” in Figure 3.6), was attached to the output of the

harness to aid in tuning. However, this reduced the power rating of the antenna array,

effectively making it the same as the original array.

The first generation Yagi’s balun boxes had proven to be robust and any tuning

remained relatively stable for long durations. The gamma-match, due to its exposure,

had a greater chance of being affected by environmental changes. The sensitivity of

the capacitor, observed during tuning, implied any slight changes could drastically

1Broadband Propagation
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affect the impedance. A summary of the results of a crude trial conducted over several

hours and including the effects of moisture on the gamma-match are summarized in

Tables 3.1 and 3.2. The variation in impedance observed when surface water was

Date Impedance
26.6.1999 12.14Ω,−2.0◦
6.7.1999 12.49Ω,+6.1◦

(re-tuned) 12.61Ω,−0.6◦
(two hours later) 12.78Ω,−3.3◦

Table 3.1: Temporal Variation of Impedance

added was negligible compared with the variation noticed when no water was added

but observations were taken several hours apart. The effects of adding water are given

in Table 3.2.

Action Impedance
Dry. 12.78Ω,−3.3◦
Water on connections between gamma-
match and driven element.

12.80Ω,−3.7◦

Water on Gamma-match capacitor. 12.87Ω,−2.9◦
Water on all components. 12.93Ω,−1.3◦

Table 3.2: Effect of Water on Impedance

The bandwidth of the second generation receiving array was found to be relatively

narrow (∼ 1MHz) when compared with the first generation receiving array (> 2MHz,

see Figure 3.12), requiring a careful analysis of the individual sections which made up

the array: the gamma-match; 5
4
λ section; and final combining section with attached T-

section. As shown in Figure 3.12, the T-Section in this case only shifted the position of

the bandwidth relative to frequency. It has negligible effect on the actual bandwidth’s

broadness. The bandwidth of a single 2nd generation Yagi antenna is greater than 2

MHz, which indicates how the 5
4
λ section restricts the bandwidth.

The input impedance along a transmission line is given by [ARRL, 1994],

Zin = Zo
ZLcosh(nl) + ZOsinh(nl)

ZLsinh(nl) + ZOcosh(nl)
, (3.7)

where Zin is the complex impedance at the input of the line, ZL is the complex load

impedance, Zo is the characteristic impedance of the line, l is the electrical length of
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Figure 3.12: SWR vs frequency

the line, n is the complex loss coefficient (α+jβ), α is the matched line loss attenuation

in nepers/unit length 2 and β is the phase constant of the line in radians/unit length.

Using Equation 3.7 the bandwidth of a 1
4
λ, 3

4
λ and 5

4
λ long transmission line with a

load impedance of 12.5Ω can be calculated, see Figure 3.13. The coaxial cable used

for the transmission line is Belden 1617a.

Two things to be noted in Figure 3.13 are the reduction in the bandwidth and

the increase in SWR at 54.1 MHz, as the cable length increases, both of which are

due to cable attenuation. Comparisons of Figures 3.12 and 3.13, show that the major

contributing factor to the narrow bandwidth of the second generation receiving array

are the 5
4
λ sections.

21 neper = 8.688dB
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Figure 3.13: Quarter wavelength sections using 75Ω coaxial cable (Belden 1617a) and
a 12.5Ω load. Cable lengths 1

4
λ (solid), 3

4
λ (dotted), 5

4
λ (dashed). Ideal impedance is

450Ω.

3.4 Third generation array

The combiner harness of the antenna array was redesigned in order to increase the

bandwidth and give a value comparable with that obtained with the first generation

array. The final design chosen consisted of each Yagi being tuned to be 50Ω. Three

such Yagis were then combined in parallel to give an input impedance of 50
3
Ω, which

was then fed via a 1
4
λ, 50Ω transmission line, to give an input impedance of 150Ω.

Combining three of these arrangements in parallel gives an input resistance of 50Ω

(Figure 3.14). The change in input impedance required a modification to the dimen-

sions of the gamma-match. A single such gamma match was initially constructed and

attached to a Yagi. The frequency response of this modified Yagi was measured, thus

giving it’s bandwidth. By modelling the effect of the proposed combining section, a

theoretical response could be obtained. This is shown in Figure 3.15.

The bandwidth of the modelled array is comparable with that of the first generation
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Figure 3.14: Schematic of the third generation array combination.

Figure 3.15: Third generation array, bandwidth modelling results are shown along
with actual measurement from 1st and 2nd generation arrays as well as measurements
obtained from the Sydney Airport Installation (9/99) using a third generation array.
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array. Actual measurements obtained from the Sydney Airport installation are shown

for comparison. A T-Section was not included in the design of the array as it had

negligible effect on the actual bandwidth and would only reduce the maximum possible

power that could be driven through the arrays without damaging its components.

The third generation array is equivalent or superior in most aspects to the first

and second generation array. It has the wide bandwidth of the first generation array

and the relative simplicity of construction of the second generation array, along with

a higher input power limit than either of the previous two designs. However, the

tuning of a gamma-match is a sensitive process and due to exposure to the weather

it has greater potential for deterioration than the first generation baluns. Regular

maintenance of the array was found to be necessary, with the time between tunings

being as short as two months (depending on the care taken with the previous tuning).

The deviation in the impedance away from optimal 50Ω, before re-tuning, has been

observed to be much greater with the third generation array than it was with the first

generation array. The amount of adjustment required with both antenna designs is

dependent upon the care taken during the previous tuning, thus implying tuning is

susceptible to the abilities (and patience) of those doing the maintaining.

3.5 Summary

The evolution of the VHF Boundary Layer Radar antenna array has been discussed.

The performance of each stage of development and individual section was examined.

The focus of the evaluation of the arrays centred around the bandwidth and minimizing

any mismatch between components.

The first generation array was found to be robust and tunable with a wide band-

width. To improve the performance of the system and obtain measurements from

greater ranges, the number of antennas and hence, the gain, was increased. To simplify

the array and reduce the construction costs a simpler antenna design was implemented

concurrently. The relative complexity of the toroid-wound baluns with three-element
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Yagis and folded driven element was replaced by simpler (and less expensive) gamma

matched three-element Yagis. The combining harness was similarly modified to be

simpler and cheaper to construct. However, this second generation design was found

to have an extremely narrow bandwidth and needed to be redesigned, hence the third

generation array was conceived and constructed. The use of a T-section in the final

tuning stage was excluded as it was found the bandwidth of the array was the cru-

cial factor and not the minimization of mismatching. In addition the T-section would

reduce the power handling capabilities of the array.

The third generation array has comparable bandwidth to the first generation and

hence a similar level of ringing would be expected with both systems. However the

susceptibility of the third generation array to de-tuning, due to the sensitivity and

exposure of the gamma match, may result in the requirement of an increase in the

frequency of maintenance.

Most of the design criteria have been met. The array sizes for all three arrays

given were small enough to ensure that the diffraction pattern was in the far field.

The point where the near field and far field meet was calculated to be as low as

∼ 40 m. A limited number of antennas has been used in the array, to limit the size

of the array. An increase in the number of antennas was accomplished with very

minor increase in total antenna size, with the implementation of the second and third

generation arrays. By reducing the spacing between antennas the effect of ground

clutter entering through side-lobes was reduced.

The following chapter deals with the calibration of the radar, which requires knowl-

edge of the antenna beam pattern. Using numerical models the beam-width and gain

of the arrays presented in this chapter are calculated, thus enabling comparisons of

the different generation’s beam patterns to be performed. The numerical modelling is

then extended to calculate the theoretical coupling within the arrays.



Chapter 4

Radar Calibration

Preliminary discussion on the characteristics of the antenna systems used was given

in Chapter 3. However, to be able to accurately describe the entire system, further

analysis is required. Some of the atmospheric parameters, (i.e. reflection coefficients,

rain rates), that can be measured with the radar, require the absolute received signal

power to be measured. Thus a number of the radar characteristics and properties

need to be determined, including the gain of the array (transmitting and receiving),

losses in the feeder cables and combining harnesses, effective noise of the receivers,

and coupling between antennas.

The work presented in the following chapter highlights the motivation behind ob-

taining the above estimates of the relevant parameters as well as the methods used to

obtain them. Through the use of electromagnetic modelling programs, such as Numer-

ical Electromagnetic Code (NEC), part of the information about the actual antenna

array can be obtained without the need to perform time consuming, difficult and in

some cases impossible, measurements with the available equipment. Where possible,

measurements were attempted for comparison.

69
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4.1 Modified Radar Equations

A fully calibrated radar system makes it possible to determine the absolute power re-

ceived by the system. If the transmitted power is accurately known then the backscat-

tering cross section σ can be determined. A value more commonly used is the reflec-

tivity η(r) or the expected backscattering cross section per unit volume. The weather

radar equation which relates the signal at the receiver’s output P (r0) to radar param-

eters and η(r) can be written as [Doviak & Zrnić, 1993],

P (r0) =
Ptg

2gsλ
2ηcτπθ21

(4π)3r20l
2lr16ln(2)

, (4.1)

where ro is the range to the center of the scattering volume (metres), Pt is the trans-

mitted peak power, g is the axis antenna power gain with no feed-line loss, gs is the

system gain, λ is the radar wavelength (m), τ is the transmitted pulse length (s), θ1 is

the one way half-power antenna beam-width (radians), l is the one-way atmospheric

attenuation and lr is the receiver loss factor.

Equation 4.1 is for a mono-static radar system1 , as the BLR is effectively bi-static,

modifications to the equation are required. Instead of g2 we will use (gt × gr), where

gt and gr are the axis antenna power gains for the transmitting and receiving arrays,

respectively. Similarly for θ21 we will use (θt × θr) where θt and θr are the respective

one-way half-power antenna beam-widths for the transmitting and receiving arrays.

Instead of Pt we will use εtxPt, where εtx is the transmission line loss, Pt will be

measured at the output of the transmitter. The loss due to atmospheric attenuation

can be considerable when using higher frequency radars, but at VHF this can be

considered negligible (i.e. l = 1).

The reflectivity can be expressed as,

η(r) =
1024π2r20lrln(2)P (r0)

εtxPtgtgrλ2cτθtθrgs
. (4.2)

The majority of the rest of this chapter will be devoted to the determination of the

variables given in the above equation.

1Same antennas are used for transmitting and receiving
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4.2 Calibration parameters

The receiver calibration is discussed first, with the receivers total gain being calcu-

lated by comparisons with a noise source substituted in place of the antenna inputs.

The transmitter efficiency is then determined by measuring the losses in the feeder

cables. The following section deals with obtaining the antenna gain and beam-width

values, which will be the final values required in order to use Equation 4.2 to measure

reflectivity.

4.2.1 Receiver calibration

In order to measure the absolute received power, we first need to establish the relation-

ship between the signal at the antenna’s output and the record signal at the output of

the receivers, whose amplitude is given by At. This relationship will include the effects

of amplification of the signal before and after demodulation, (see Figure 2.2), and any

losses in the receiving path, excluding antennas. In order to do this the antenna is

substituted with a known power source.

The output of the antennas was replaced by a noise generator which created an

accurately known level of power, given by,

Png = kBTng, (4.3)

where k is Boltzman’s constant, 1.3805×1023 JK−1, B is the bandwidth of the receiver

and Tng is the noise temperature of the generator. The recorded signal at the output

of the receivers due to the noise generator is given by

A2
noise = NcVf

2Png + A2
extra, (4.4)

where Nc is the number of coherent integrations, Vf is the voltage conversion factor

of the system and A2
extra is the additional noise of the system often given in terms of

the effective noise temperature of the receiver, Trx. From Equation 4.4 , Trx is given

by

Trx = − A2
0

kBNVf
2 , (4.5)
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where A2
0 is the recorded noise level when no power is present at the antenna outputs,

(i.e. noise generator is switched off, Tng is zero). Equations 4.4 and 4.5 were solved

by varying Tng followed by the application of a linear fit to the results, as shown in

Figure 4.1. The noise levels were calculated using the Hildebrand-Sekhon algorithm

[Hildebrand & Sekhon, 1974].

Figure 4.1: Noise generator calibration from 5th June 2000. The calculated linear
fit for each receiver is shown. The offset in noise at 0K is due to the receiver noise
contribution. The noise recorded digital level is in units of A2

t .

The values obtained for TRX , Vf and Noffset are given in Table 4.1.

The software selectable receiver gain was fixed at 83 dB during the calibration

process, which is the same level as used during normal spaced antenna operations.

Any modification in this level will result in a subsequent change in Vf that will need

to be taken into account when determining received power.
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Receiver Rx. Temperatures, Noise offset, Voltage amplification factor,
TRX Noffset Vf

1 1400 K 8.00 2.09×10−16
2 1450 K 9.24 2.13×10−16
3 1470 K 7.59 1.91×10−16

Table 4.1: Receiver temperatures, noise offset due to receivers and voltage amplifica-
tion factor for the BLR system. Bandwidth and gain of the receivers were fixed at 1
MHz and 83 dB, respectively, 5th June 2000.

For a coherent signal the power at the output of the antennas is given by

Psignal =
A2

signal

lrN2
c Vf

2 (4.6)

where lr is the finite bandwidth loss of the receiver. This loss factor is a function of

both the shape of the transmitted pulse and the frequency response of the receiver

and is given by,

lr =
cτ/2

∫∞
0 | W (r) |2 dr (4.7)

where c is the speed of light, τ is the transmitted pulse width and W (r) is the

range-weighting function of the receiver. For an ideal receiver whose filter is perfectly

matched to a rectangular pulse, the loss of signal power is 1.8 dB, while for a receiver

with a Gaussian frequency response, the loss is approximately 2.3 dB [Nathanson &

Smith, 1972]. Butterworth filters are used in the present system and can be approxi-

mated by Gaussian filters, hence a value of 2.3 dB is used.

The power at the receiver’s output can hence be given by,

P (r0) = gslrPsignal = gs
A2

signal

N2
c Vf

2 (4.8)

For validation of the measurements in Table 4.1 the sky noise was measured by

running the radar in a purely receptive mode (i.e. transmitter switched off). Using the

calibration relationship derived previously, the sky noise temperatures wer measured.

The results are compared with radio astronomy observations, conducted at 45 MHz

from 1982 till 1984, shown in Figure 4.2 [Alvarez et al., 1997]; the expected transit of

the BLR’s antenna beam along with its effective beam-width is illustrated.
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Figure 4.2: Maps of a 45 MHz continuum survey of the southern hemisphere in equa-
torial coordinates (Epoch 1950) obtained using the Maipu Radio Astronomy Obser-
vatory. Each map covers declination range −75◦ ≤ δ ≤ +19◦ and 4 hours in right
ascension. Galactic coordinates are superposed to each map. The transit of the centre
of the BLR beam pattern is shown (solid line) along with the beam-width marked
by the position of the 3 dB points. Potentially discernible radio sources are labelled.
(Adapted from Alvarez et al. [1997]).
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Observations given in Figure 4.2, were made with the 45-MHz array of the Univer-

sity of Chile at the Maipu Radio Astronomy Observatory (33◦30′05′′S, 70◦51′28′′W).

The Maipu array has a beam-width of 4.6◦ × 2.4◦, full width half maximum. The sky

noise temperature values, obtained from the transit of the centre of the antenna beam

in Figure 4.2, are shown in Figure 4.3, along with the sky noise temperature values

measured by the BLR, over a 24 hour period centred on 0600 UTC 19th July 2000,

(Note: the results from Maipu were scaled in order to fit on the same plot as the BLR

results).

Figure 4.3: Sky noise temperatures obtained by the BLR from 1800 UTC 18th July
2000 to 1800 UTC 19th July 2000 (dots left-scale) together with values obtained by
the Maipu Radio Astronomy Observatory (solid line right-scale) [Alvarez et al., 1997].

As both the BLR and Maipu array have finite beam-widths the sky noise temper-

atures obtained are actually a convolution of the antenna pattern with the actual sky

noise. The wide bandwidth of the BLR compared with the Maipu array results in a

coarser resolution of radio sources and sky noise (Figure 4.3). The convolution effect

is apparent in the broadening and reduction of the galactic centre peak, Sagittarius A,

(Figure 4.3), transecting the beam just after 1200 UTC. The maximum value measured
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during the Maipu campaign was over 40000 K, while the maximum measured using

the BLR was ∼15000 K. The BLR observations were not able to resolve the signal

from Centaurus A, and despite Fornax A being within the beam, no discernible signal

was detected from it. A direct comparison of the two sets of measurements would

require a two-dimensional convolution of the antenna beam pattern with the Maipu

observations. This was not feasible as the initial values used to create the continuum

survey were not available.

The minimum values obtained by the Maipu system and the BLR were, ∼3500 K

and ∼3000 K, respectively. The agreement in the minimum sky noise temperature

values was expected, because the spatial extents of regions with low noise temperature

are relatively large when compared with the localized peaks of high noise temperature.

The minimum sky noise value is comparable with the value obtained using the SOUSY

53.5 MHz radar which was ∼3000 K [Hocking et al., 1983].

4.2.2 Transmission calibration

The transmission coefficient, εTX is the attenuation due to the passive network of

feeder cables and combiners. The length of the feeder cables between the transmitter

and antenna combining harness is 8.5λ, thus the attenuation can be defined as [Terman

& Pettit , 1952],

αl = 8.688

√

ZSC
ZOC

, (4.9)

where α is the attenuation constant (dB), l is the cable length (m), ZSC and ZOC are

the measured impedances with the cable short- and open-circuited respectively. The

total attenuation in the cables (one way) can be obtained by simply measuring the

open and short circuit impedances of the cable. The values obtained for the three

cables A, B and C were 1.528 dB, 1.506 dB and 1.513 dB, respectively, which agrees

with the theoretical value of attenuation of 1.53 dB for 8.5λ of RG213-MIL cable. The

symmetric and balanced nature of the combining section means that its attenuation is

equivalent to a single cable (RG213-MIL) with a length comparable with the shortest
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distance between the beginning of the combination harness and a single antenna input

(i.e. 1.25λ), giving an attenuation of 0.225 dB. Hence the transmission coefficient2 is

-1.755 dB i.e. -(1.53 + 0.225).

All the losses between the array output and receiver output have been either mea-

sured or calculated. The loss due to the actual antennas was not measured, although

attempts at calibration by comparison with a perfect dipole were carried out by past

users. However, these resulted in efficiency values of greater than 1.0, implying a less

than perfect dipole was actually being used for reference. Therefore, for simplicity, the

efficiency of the individual antennas is taken to be 1.0, (i.e. lossless).

The loss due to the cabling in the combining harness is the same for reception and

transmission, hence for the receiving arrays an additional loss of 0.225 dB must be

included. This is due to the receiver calibration not being able to take into account

the losses associated with the combining harness and the antennas.

4.3 Antenna Modelling

Numerical Electromagnetic Code (NEC-2) [Burke & Poggio, 1977] was used for mod-

elling the array. “Moment of method” procedures are used to solve numerically the

integral equations for the currents induced on a structure by sources or incident fields.

An input file contains the physical specification for the structure along with the method

of excitation. The output may include current and charge density, electric, magnetic

and radiated fields.

The original NEC-1 code was written in 1977, when computer memory and CPU

speeds were relatively small, thus limiting the maximum number of segments that

could be used to model the elements making up an antenna. The maximum number

of segments allowed under the next version of the code, NEC-2, is 600. The number of

words allowed in core storage was also restricted, forcing virtual memory to be used.

By using virtual memory, on-going calculations were constantly written to and read

2A negative sign is used as attenuation is a loss
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from the hard drive, thus increasing the run time. A copy of the sources code was

obtained and modified to allow 3000 segments, together with an increase in the amount

of RAM allowed to be used. This enabled the entire array to be completely analyzed

to a sufficient degree of accuracy, with the whole calculation having a duration of less

than 10 minutes. A brief description of the changes made can be found in Appendix

E.

The resolution that can be used in modelling the structure is limited by numerical

inaccuracies that can occur when the segment length becomes too small compared with

the wavelength. For accurate results the segment lengths should be less than 0.1λ but

greater than 0.001λ. The segment lengths used for this work were of the order of 0.05λ.

Another limitation of NEC-2 occurs when elements of dissimilar diameter are parallel

and in close proximity, (private communication, L. B. Cebrik3). Care is required in

the interpretation of results when modelling a gamma match. The driven element, the

gamma rod and the elements between them have different diameters which can yield

inaccurate results. For calculation of antenna pattern and gain, the model consisting

of Yagis without gamma matches attached was therefore used. The input code for a

third generation array can be found in Appendix F. The supporting boom is included

in the model, although it was found this had negligible effect, providing the number

of segments in the elements attached to the boom were either all even or all odd.

Examples of power patterns obtained from NEC-2 are shown in Figures 4.4 and 4.5.

The half-power beam-width describes the spread or concentration of the beam,

where the power has fallen to half of the maximum power. The maximum calculated

gain and beam-width for the array is given in Table 4.2. Most antennas are not

symmetrical about the vertical axis, so when representing the solid pattern of an

antenna, cross-section or plane diagrams are often used. The cross-section containing

the axis of the antenna is called the E-plane pattern, while the one perpendicular to

the axis of the antenna is called the H-Plane pattern, both of which are shown in

Figure 4.4(b) and Figure 4.5(b). These two diagrams are usually sufficient to fully

3L. B. Cebrik, W4RNL, w4rnl@arrl.org
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Figure 4.4: Third generation receiving array power patterns. (a) is the NEC-2 input
structure, (b) is the normalized power in the E-Plane (solid) and H-Plane (dashed),
beam-widths are shown for both planes, (c) is a contour plot of the power pattern, (d)
is a three dimensional view of the power pattern.
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Figure 4.5: Third generation transmitting array Power Patterns. (see Figure 4.4 for
full description)
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describe the power pattern of an antenna, although this is not the case for an array

with its elements orientated 45◦ with respect to the baseline. For the second and third

generation arrays, the field pattern could be approximated via pattern multiplication,

where the pattern of a single antenna is multiplied by the pattern of an array of

point sources, although this method would not include the effect of coupling between

antennas.

For a square based symmetrical array (similar to the receiving array) of point

sources, the side-lobes would be greatest along the axes, (North-South and East-West

for arrays used). Due to the orientation of the antennas, the E-Plane and H-Plane

are not along these axes but 45◦ to them. To examine the position and strength of

the side-lobes for each array the cross-section parallel and perpendicular to the array’s

axes need to be examined instead. However, the asymmetry of the transmitting array

results in a slightly more complex radiation pattern. The peaks of side-lobes occur

at places other than on the coordinate axes or the E-Plane or H-Plane axes. The

positions and relative strengths of the side-lobes are thus estimated by considering the

maximum power at each zenith angle for all azimuthal angles and then locating local

maxima. The calculated side-lobe’s strength and position angle are shown in Table

4.2 for the first and third generation transmitting and receiving arrays.

First Generation Third Generation
Measurement Receiving Transmitting Receiving Transmitting

Array Array Array Array
Max Gain 13.07 dBi 17.96 dBi 15.22 dBi 19.74 dBi
Beam-width 36 - 42◦ 20 - 22◦ 30 - 32◦ 16 - 18◦

side-lobe: Gain 5.42 dBi 6.78 dBi -0.54 dBi 0.93 dBi
side-lobe: Angle 68◦ 65◦ 60◦ 53◦

Vestigial lobe: Gain - 6.0 dBi - 7.13 dBi
Vestigial lobe: Angle - 31◦ - 26◦

Table 4.2: Gain and beam-width for first and third generation transmitting and re-
ceiving arrays.

The improvement in maximum gain, reduction of the width of the main beam and
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reduction in the gain of the side-lobes of the third generation array compared with the

first generation array can be seen from the values in Table 4.2 and Figure 4.6. The

Figure 4.6: Maximum gain vs zenith angle. First generation array (dashed), third
generation array (solid)

symmetry of the receiving arrays can be seen with the single side-lobe, compared with

the multiple lobes for the transmitting array. The vestigial lobe is the shoulder where

a side-lobe has joined to the main beam, as a result of the grating lobe effect caused by

the triangular nature of the transmission array’s layout. The effects of ground clutter

were reduced when using the third generation array as opposed to the first generation

with a relative gain reduction, at the higher zenith angles, of greater than 10 dB in

transmission and reception.

4.4 Coupling

Spaced antenna analysis, which involves three or more antennas, assumes that any

coupling between signals does not affect the measurements. Any significant signal

coupling may result in an underestimation or overestimation of the actual wind speed

[Fedor & Plywaski , 1972]. In this section, the coupling between antennas is determined.

Coupling could still occur in the transmission lines, T/R switches, pre-amplifier front
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ends and the receivers. Signal coupling can result in velocity errors of up to 50 per

cent [Fedor & Plywaski , 1972].

4.4.1 Theoretical calculation of Coupling

To calculate the expected coupling coefficients, the entire array was modelled with

NEC2. Using the computer model, two of the antennas were excited firstly in an even

mode ( +1 volt, +1 volt) and then in an odd mode ( +1 volt, -1 volt) of excitation.

By considering the two antennas which were excited, the voltage V1 measured at the

terminals of antenna 1 can be written,

V1 = Z11I1 + ZLI1 + Z12I2, (4.10)

where Z11 is the self impedance of antenna 1, ZL is the load impedance of antenna 1,

Z12 is the mutual impedance between antenna 1 and antenna 2 and I1 and I2 are the

respective currents in antennas 1 and 2.

Solving the two simultaneous equations (i.e. odd and even ) and using the values of

Z11 and ZL, the value of Z12 can be determined. The self impedance was calculated by

modelling a single antenna using NEC and assuming all antennas in the array would

behave the same. The result is Z11 = 34.3391 + j6.13452Ω, with a load impedance

of 50.0Ω being used. However, the value of ZL was found to be arbitrary as different

loads produced the same mutual impedance. The mutual impedance is determined by,

Z12 =
−(I1o − I1e)(Z11 + ZL)

(I2o − I2e)
, (4.11)

where I1o and I2o are the currents in antennas 1 and 2 for the odd mode of excitation

and I1e and I2e are the currents for the even mode of excitation. The impedance matrix

Zij can be obtained by repeating this procedure for all possible antenna pairings. The

calculations can be reduced by assuming that the relative dielectric constant and

conductivity of the ground do not vary beneath the entire array, thus Z12 = Z21.

Coupling between the three receiving arrays can now be calculated using this ma-

trix, as long as any effect of the cables, combining sections, T/R switches, receivers,
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etc. is of lower order. The effect of the impedance transformation is assumed to be

negligible, other than changing what the effective load the antenna “sees”. The load

impedance for each array was 50.0Ω.

The equivalent circuit for a receiving array is shown in Figure 4.7

v v v v v v v v v
1 2 3 4 5 6 7 8 9

i i i i i i i i i1 2 3 4 5 6 7 8 9

Z Z Z Z Z Z Z Z Z1 2 3 4 5 6 7 8 9

Z

i

VT

T

L

Figure 4.7: Equivalent circuit for a receiving array of 9 Yagis. Where Zi is the effective
impedance of antenna i taking into account self and mutual impedances, Ii is the
current flowing from antenna i, vi is the voltage induced in antenna i by the incident
EM field, IT is the total current from the combination of all the antennas in the array
and ZL is the effective load impedance of the array.

The induced voltage in an antenna i belonging to array A is hence given by

viA =
27
∑

j=1

ZijIj +
9
∑

j=1

IjZLA (4.12)

similarly for antennas in array B and C

viB =
27
∑

j=1

ZijIj +
18
∑

j=10

IjZLB (4.13)

and

viC =
27
∑

j=1

ZijIj +
27
∑

j=19

IjZLC (4.14)

respectively. ZLA, ZLB and ZLC are the effective load impedance for each array.

Equations 4.12, 4.13 and 4.14 can be reduced to the following matrix equation,

v = ZI (4.15)

where
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v =















v1
...

v27















(4.16)

I =
(

I1 . . . I27

)

(4.17)
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(4.18)

The current from each antenna given an excitation voltage can now be created by

rearranging 4.15 to give

I = Yv (4.19)

where Y = Z−1. The voltage measured for each array is just the sum of currents

coming from the antennas in that array, multiplied by the load impedance. For example

the voltage VA for array A is given by,

VA =

(

9
∑

i=1

Ii

)

ZLA, (4.20)

and similarly for B and C.

The excitation voltage at each antenna is produced by an induced EMF created

by the incident electro-magnetic wave, which takes the form of a diffraction pattern.

Each antenna’s voltage would vary depending upon its position in this pattern. To

calculate the effect on a single antenna, the diffraction pattern is required. A simpler

concept of excitation is used to approximate the degree of interaction between arrays.
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Assuming that each array is excited uniformly, an expression for the coupling between

receiving arrays can be obtained.

Using Equations 4.19 and 4.20 the voltage from array A can be written as,

VA =
9
∑

i=1

9
∑

j=1

YijvAZLA +
9
∑

i=1

18
∑

j=10

YijvBZLA +
9
∑

i=1

27
∑

j=18

YijvCZLA. (4.21)

Let

αAA =
9
∑

i=1

9
∑

j=1

YijZLA, (4.22)

αAB =
9
∑

i=1

18
∑

j=10

YijZLA, (4.23)

αAC =
9
∑

i=1

27
∑

j=19

YijZLA, (4.24)

where αxy is the coupling coefficient between array x and array y. Equations 4.21,

4.22, 4.23 and 4.24 can be similarly written for arrays B and C. Hence the measured

voltage at the output of each array in terms of the excitation voltages of all the arrays

is given by,

Vx = αxAvA + αxBvB + αxCvC , (4.25)

where vA, vB and vC are the excitation voltages for arrays A, B and C respectively.

Let V be the voltages at the output of the three arrays,

V =















VA

VB

VC















(4.26)

and v′ be the excitation voltages for the three arrays,

v′ =















vA

vB

vC















(4.27)

Equation (4.25) can therefore be reduced to the matrix equation,

V = αv′, (4.28)
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where α is the coupling coefficient,

α =















αAA αAB αAC

αBA αBB αBC

αCA αCB αCC















. (4.29)

Using NEC to model the third generation array and then applying the procedure

described above α was determined to be

α =















0.8188− 0.0465j, 0.0006− 0.0028j, −0.0005− 0.0032j

0.0006− 0.0028j, 0.8167− 0.0523j, −0.0004− 0.0018j

−0.0005− 0.0032j, −0.0004− 0.0018j, 0.8127− 0.0505j















. (4.30)

The diagonal symmetry in Equation 4.30, is representative of the assumption that

the relative dielectric constant and conductivity of the ground are constant under the

whole antenna array.

4.4.2 Experimental measurement of Coupling

The calculated values can be compared with measured values made in April 2000,

using a Network Analyzer. The measurements were made over a 10 MHz range centred

on 54.1 MHz. Figure 4.8 shows the pairings used to measure the coupling between

individual antennas. These measurements are summarized in Table 4.3.

Pair Antennas Used Measured coupling Description
a 27 24 -18dB 0.5λ echelon (edge)
b 27 23 -25dB 0.71λ collinear
c 27 21 -26dB 1.0λ echelon (edge)
d 27 20 -44dB 1.12λ -
e 16 13 -18dB 1.0λ echelon (inside)
f 14 23 -26dB 1.67λ between centre of groups

Table 4.3: Individual antenna pairs: Measured coupling

The coupling between all antennas can be understood using these measurements.

Pairs a,b,c and d show the coupling with regard to antennas on the edge of the array.
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1 2 3
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7 8 9

10 11 12

13 14 15

16 17 18

19 20 21

22 23 24

25 26 27
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Figure 4.8: Pairing used for measurement of coupling between individual antennas

As expected, the effect reduces as the antennas become more collinear and the distance

between them increases. No beam forming (enhancement) or extreme shadowing was

observed due to antenna pairs having antennas situated between them (i.e. pair c).

Coupling between antennas nearer the centre of the array was no different than between

antennas on the edge (i.e. pairs a and f) implying higher order coupling effects were

negligible. Coupling between antennas in different groups was of the order of antennas

in similar orientation within the same group. Pair d (antennas 27 and 20) had an

extremely low level of coupling (i.e. ∼ 44dB), which was probably due to movement of

the connecting cable during recording of the data; note the sharp dip in the magnitude

and jump in the phase of the coupling, as shown in Figure 4.9. The results given in

Table 4.3 imply any coupling between antennas is a function of distance and orientation

with respect to each other and not dependent upon the position of other antennas.

Coupling may occur between the cables feeding the antenna system. To take into

account any such effect, the measurements between each receiving array were carried

out at the end of the cable runs inside the radar hut. These results are shown in Figure

4.10. The variation of the coupling with frequency complicates consideration of the

effects of coupling on received signals, as discussed in Section 6.6. For short duration
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Figure 4.9: Coupling measurements for the individual antenna pairs. Solid line is the
coupling magnitude, while the dashed line is the phase. Of particular interest is the
variation of magnitude and specifically, phase with frequency.

Figure 4.10: Coupling coefficients between the three receiving arrays as a function of
frequency. Real part (solid) line, Imaginary part (dashed) line.
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transmitted pulses, receivers must use a relatively wide bandwidth (∼ 1− 2 MHz). It

can be seen from Figure 4.10 that the oscillatory nature of both real and imaginary

components of the coupling coefficient complete a cycle in less than 2 MHz. Therefore

a range of values instead of a single value must be used for the coupling coefficient.

For comparison with the modelled values, the average magnitude of the coefficients

over a 2 MHz range around the operating frequency will be used. The magnitude of

the coupling matrix Equation 4.30 will be used to represent modelled values. The

results are given in Table 4.4. The modelled and measured values agree for pairings

Yagi pairs Modelled Measured Values
values @54.1 MHz Mean∗ Max∗ Min∗

AB -44 dB -44 dB -44 dB -40 dB -46 dB
AC -49 dB -50 dB -50 dB -48 dB -50 dB
BC -51 dB -46 dB -46 dB -44 dB -46 dB

Table 4.4: Coupling magnitudes. Measured vs modelled. (∗ over 2MHz range centred
on 54.1MHz)

AB and AC, However, for BC the measured value was 5 dB higher, most likely due to

the simplification of the model. Two assumptions in particular are that the cables and

combining harness have negligible contribution to the coupling and the self impedance

of each antenna is the same. Measurements suggest that the latter assumption may

not be valid since during array tuning, the self impedance of each antenna was found

to be slightly affected by the presence of the other antennas, requiring minor re-tuning

after all antennas had been setup.

4.5 Summary

In this chapter the gain of the system was determined using a noise generator. A

comparison between the sky noise temperatures obtained with the BLR and a detailed

continuum map was attempted. The broad convolution of the antenna beam pattern

made a direct comparison problematical. However, the shape and behaviour of the
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temporal variations in the sky noise had excellent agreement between the two data

sets. Good agreement was found between the two sets of data when considering the

minimum noise temperature recorded, with 3000K for the BLR systems and 3500K

for the Maipu measurements.

The polar diagrams of the transmitting and receiving arrays were calculated using

a numerical electromagnetic code (NEC). The subsequent calculations regarding the

shape and behaviour of beam-patterns enabled a comparison between the first and

third generation arrays. The third generation array has superior gain, with an increase

of over 2 dB during reception and just under 2 dB when transmitting. The beam-width

of the third generation array was found to be ∼ 20% narrower compared with the first

generation array. The side-lobes were greatly minimized with the third generation

array, with a reduction from 5.24 dBi to -0.54 dBi on reception and from 6.78 dBi to

0.93 dBi on transmission.

The same code was used to analyze the level of coupling within the array. Compar-

isons of these simulated coupling values and measured values agreed. The measure-

ments of the coupling coefficients did reveal the variation in phase of coupling within a

relatively narrow bandwidth. This implies any consideration of coupling must include

the variation found in a bandwidth centre on the operating frequency.

With the information regarding beam-widths and the calibration of the receivers,

the BLR is now fully calibrated. Observations and results obtained from the BLR are

discussed in the next Chapter, along with measurements obtained using the calibrated

radar. Appendix G contains a summary of the calibration values obtained in this

chapter.
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Chapter 5

Results

In this chapter the selection of operating parameters and subsequent development of

differing modes of operation are presented. The coverage of the BLR is examined.

Firstly the performance of the first generation array (Chapter 3) in three different lo-

cations (Buckland Park, Alice Springs and Sydney Airport), with different background

atmospheric conditions and using a number of different operating modes is discussed.

The performance of the radar at BP while using each of the three different antenna

arrays is presented.

A study of the statistics of atmospheric parameters obtained over an eight month

period using the third generation array is given. This gives a measure of the aver-

age background conditions which are observed with the BLR. Comparisons of radar

derived winds with radiosonde and aircraft wind measurements are presented, along

with similar comparisons by other authors. A brief presentation showing the ability

of the radar to distinguish radar and precipitation echoes is given.

Using the radar calibration values from Chapter 4 measurements of reflectivity are

obtained. These radar measurements are used in conjunction with preliminary simul-

taneous aircraft measurements to briefly investigate observed scattering irregularities.

The final section in this chapter deals with measurements of the turbulent refrac-

tivity structure constant C2
N . A method for differentiating isotropic and anisotropic

93
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scatter, as the determination of C2
N requires the backscatter to be isotropic, is pre-

sented. The range of values obtained for C2
N with the BLR are compared with values

obtained by other authors.

5.1 VHF BLR Operation

In order to maximize the performance of the BLR it was necessary to optimize the

operational parameters, although at times this would involve a compromise in the

values selected. However, obtaining good coverage from the lowest levels and the

highest levels simultaneously was not possible, while only using one mode of operation.

This lead to the development of several modes of operation. The choice of how many

and which modes would be implemented was dependent upon the average background

conditions of the atmosphere that the radar would be operating in, and the level of

resolution required, both vertically and temporally. These concerns are discussed in

the following sections.

5.1.1 Operational Considerations

How the operating and acquisition parameters of the radar affected the acquired time-

series and subsequent chosen analysis technique was discussed, in Sections 2.1 and

2.2, respectively. Discussed below are the considerations and compromises required in

the selection of operating parameters in order to obtain useful measurements with the

BLR.

The PRF must be as low as possible in order to reduce the possibility of range

aliasing. However, this reduces the mean power and hence the SNR. Increasing the

number of coherent integrations increases the detectability, albeit at the cost of in-

creased sampling time. Long sampling times may result in the correlation functions

and spectra not being sufficiently resolved, resulting in errors in wind measurement,

as discussed in Section 6.2. Long sampling times also result in increased frequency
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resolution and a reduction in the Nyquist frequency, with increased frequency alias-

ing. Increasing the length of the time-series improves the frequency resolution, but

increases the sampling period of wind measurements.

The overall sensitivity of the system is improved by increasing the average trans-

mitted power Pa. Increases in Pa can be achieved either by increasing the duty cycle d

and/or transmitter peak power, Pp. In order to increase d, either τtx or the PRF must

be increased. Increasing the PRF would be counter-productive, as it would reduce

the maximum height range. The remaining two options involve either increasing the

transmitted pulse length or increasing the peak power of the transmitter. The trans-

mitter peak power is fixed with the BLR system, so the only way of increasing the

SNR without complications is to increase the transmitted pulse length. However, this

will result in an increase in the range resolution ∆R, and an increase in the minimum

height obtainable.

5.1.2 Operational Modes

The fundamental goal of the BLR was to obtain measurements for as low a height

as possible. However, to enable the BLR to be a flexible tool for observing the lower

troposphere, coverage to at least several kilometres was also desired.

The variation in conditions required consideration of the variability of the dynamic

range of the time-series that were observed both in time and height. The gain needed

to be set sufficiently low to avoid saturation of the receivers at the lowest heights.

However, this meant the signal output for echoes from the higher heights would be

very weak. The weak signals resulted in coarse digitization and poor coverage from the

upper levels. To achieve coverage over the widest possible range, different operating

modes were implemented. The three main modes were normal, high and extra-high.

During initial experiments at Buckland Park (BP), with the BLR, only the normal

mode was implemented. This mode used a 150 m transmitted pulse with the gain of

the receivers optimized, for lower height coverage while still obtaining measurements

up to 3 km. Further trials at Buckland Park focussed on trying to obtain results from
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the lowest possible heights. The use of a 100 m transmitted pulse, to minimize ringing

in the antennas, while also minimizing the receiver gain was trialed. It was found this

led to an increase in coverage at the lowest heights of only ∼ 2−3%, compared with the

normal mode, while no coverage was achieved above 700 − 800 m. This showed that

the lower height limitation was not due to operational parameters, but was dependent

upon the hardware.

While being protected during transmission by the T/R switch, the receiver is also

simultaneously “blanked”. This involves cutting off any possible input into the receiver

during, and for a short period after, transmission of the pulse. It was found that the

removal of the blanking was not instantaneous, causing an attenuation of the received

signal. The length of the blanking section, which is software selectable, was minimized

while still being sufficiently long enough to protect the receiver, however, no significant

improvement in the lower height coverage was evident.

Subsequent trials at BP, Alice Springs and Sydney airport involved attempts to

increase the maximum height coverage and to fill in gaps in the data due to low SNR

when using the normal mode. Two additional modes were developed, the high and

extra high modes (Table 5.1). Both of these modes used longer transmit pulses of 300

m and 600 m, respectively. However, as an extension of the maximum height coverage

was desired, a decrease in PRF was required, which limited the increase in average

power that would be achieved by using the high and extra high modes. The high

mode’s main function was to fill the gaps in the normal mode data, to maintain lower

height coverage, so the same receiver gain as used for the normal mode was applied.

Alternatively, the receiver gain for the extra high mode was increased by 24 dB, as this

mode’s main purpose was to increase the maximum height range, although it would

be at a cost of saturation of the receivers at the lower heights.

With the use of the high and extra-high modes, coverage was improved, as can be

seen by comparing the normal and high modes at Alice Springs (see Figure 5.1) and

Sydney (see Figure 5.2).

The temporal variation in background conditions which could be encountered when
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Figure 5.1: Hourly coverage for the Normal and High Modes from CAFE experiment
at Alice Springs. No data was taken in the high mode on 27th September 1998.

using a single mode at a single site is illustrated by the coverage achieved during

the Alice Springs campaign, see Figure 5.1. Sharp contrasts in the height coverage

achieved by the normal mode can be seen in the data acquired between 22nd and 30th

September 1998. Earlier in the period, coverage was obtained from 400 m to 3000 m,

while later on, the coverage did not exceed even 1000 m at times. The cause of this

sharp difference was due to the humidity contribution to the vertical gradient of the

potential refractive index M (Equation 1.20). The humidity observed at Alice Springs

during the campaign was at times extremely low, resulting in poor coverage. However,

during periods of increase cloud cover and humidity, coverage improved dramatically.

The increase in height coverage and subsequent reduction in range resolution ob-

served using different modes can be see in Figure 5.3. Where comparisons of wind

measurements obtained for the normal, high and extra high modes obtained during

the CAFE campaign are shown. The loss of range resolution is especially noticeable

around regions of wind shear, as can be seen at 800 m in Figure 5.3. At this range,
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Figure 5.2: Hourly coverage for normal and high modes from trials at Sydney Airport.

an underestimation in the zonal component of ∼ 20% is observed when using the ex-

tra high mode as opposed to the normal mode. However, the improvement in height

coverage can be seen by the differing acceptance rates.

Under normal situations wind profilers measure a reflectivity-weighted average of

the radar volume. However, at the lowest heights, the receiver’s blanking-delay attenu-

ates the echoes, resulting in measurements being weighted towards the top of the radar

volume. Therefore the effective sampling volume will not be a symmetrical triangle as

shown in Figure 2.1. Lower height wind measurements will be incorrect when using

the longer transmitted pulses, as they will be biased towards the velocities from the

top of the radar volume. This effect will also give the impression of increased coverage

at the lower heights when using a longer pulse, as can be seen in the high acceptance

rate ∼50 % at 300 m when using the extra-high mode (Figure 5.3). However, the

wind measurements do not agree with those obtained by the normal and high modes,

implying they are incorrect.

The loss of resolution can also be clearly seen in the power profiles shown in Figure
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Figure 5.3: Profiles of Zonal and Meridional wind components for normal (solid line),
high (dashed line) and extra high (dotted line) modes. The data represents 2 hours of
averaged winds, centred 1200 UTC 19 September 1998, (CAFE98 campaign).

5.4. The layer at 3.0 km, has a vertical extent of ∼400 m when measured using the

normal mode, while measurements using the extra-high mode give a vertical extend of

∼1000 m. The extra-high mode is unable to resolve the peaks at 1500 m, 2300 m and

3500 m. Similar losses of resolution were observed in vertical velocity, pattern scale

and fading time measurements.

While the use of the high and extra high modes enable an improvement in height

coverage at the expense of the lower heights, the normal mode, due to its superior

range resolution, is the preferred operating mode. The use of multiple modes also

reduces the time resolution of each mode. This problem is emphasized at BP, when

the BLR and VHF ST radars have to be multiplexed as they transmit on the same

frequency, hence halving the available operating time of the BLR.

Consideration of the desired performance of the system is thus required, with the

number and type of modes being used dependent upon the coverage, height and time

resolution needed. In situations where hourly averages are required and the acceptance
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Figure 5.4: Signal to noise average profiles from 1500-1600 UTC, 14 October 2000.
Normal mode (solid line) and extra high mode (dashed line).

rate > 10% over the range required, it would be sufficient to use the normal mode

only. If the acceptance rate is low or zero within the desired range then use of a longer

pulse will be required to fill the gaps. If high temporal resolution of atmospheric

parameters is required then the use of several modes will provide a compromise between

minimizing range and time resolution. The variability of conditions with time will

influence the type and number of modes. In conditions where coverage will vary

dramatically, (i.e Alice Springs) two to three modes will be required. Alternatively, in

an environment where the coverage is higher with only moderate variation, two modes

should be sufficient (i.e. Sydney and BP). A summary of the three main modes and

their corresponding parameters can be found in Table 5.1.
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Parameter Normal High Extra High
Tx. Pulse width 1 µs 2 µs 4 µs
Receiver bandwidth 1 MHz 500 kHz 250 kHz
Pulse repetition frequency 20480 Hz 15000 Hz 10000 Hz
Duty Cycle 2% 3% 4%
Average power 20 W 30 W 40 W
Number of coherent integrations 1024 1024 1024
Number of data points per sample 1024 760 512
Height Coverage: Minimum 100 m 100 m 150 m
Height Coverage: Maximum 5900 m 7500 m 13350 m
Range resolution 150 m 300 m 600 m
Sampling Height 100 m 100 m 150 m
Receiver amplification 83 dB 83 dB 107 dB
Record length 51.2 s 51.9 s 52.4 s
Nyquist frequency, Nf 10 Hz 7.3 Hz 4.8 Hz
Frequency resolution, ∆f 0.02 Hz 0.02 Hz 0.02 Hz

Table 5.1: Typical operating parameters for different modes of operation, (i.e. Normal,
High and Extra High).

5.2 Performance and Coverage

In the previous section, the requirements of differing modes and coverage obtained

under different conditions was discussed. In this section we will focus on results ob-

tained over three and a half years at the Buckland Park field site. The majority of

the discussion will use results obtained with the normal mode, the default operating

mode.

The coverage of the VHF BLR while situated at BP is shown in Figure 5.5. The

dates where the antenna array modifications took place are marked on the diagram.

The radar began running in a campaign type mode on 10th July 1997, using the first

generation array. For a full description of the different generations of array develop-

ment, see Chapter 3. The radar ran intermittently till 4th September 1998, while the

VHF ST radar would sometimes be running continuously, thus causing the gaps in the

data observed during this period. The radar was relocated to Alice Springs for the

CAFE98 campaign, where it operated continuously from 15th September 1998 to 13th

October 1998, see Figure 5.1. Following CAFE98 the radar was relocated to Sydney
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Figure 5.5: Daily Averages of the coverage at the Buckland Park Field Site. Gaps
in the data are from periods when the radar was not operating. The change over
dates when the second and third generation arrays were introduced are marked. From
4th December 2000, a commercial Boundary Layer Radar (ATRAD) was installed,
although the third generation antenna array was retained.
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airport, for a one month trial, beginning December 1998. Due to power supply prob-

lems, the radar only acquired data continuously from 5th January 1999 to 7th January

1999, see Figure 5.2. The radar was relocated back to the Buckland Park field site

where it resumed operation on 17th February 1999 until 17th August 1999.

The average coverage (or acceptance rate) obtained over this period is shown in

Figure 5.6. The lack of coverage above 3.0 km with the first generation array is an

artifact caused by maximum height range sampled during 1997-1998 being only 3.0

km. Realistically the coverage should show the same decrease with height as shown in

Figure 5.6 with the second and third generation arrays.

Figure 5.6: The average coverage of the normal mode as a function of height for
the first generation array (solid line), the second generation array (dotted line), the
third generation array (dashed line) and the ATRAD transmitter and data acquisition
system using the third generation array (dashed-dotted line). The plot on the right
shows the lower heights magnified.

On 17th August 1999, the second generation array was completed and the radar

began transmission and reception using this array. The increase in gain due to the

greater number of antennas, is apparent by the increase in acceptance rate above
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500 m. From Figure 5.6 it would appear that the lower height coverage also improved.

However, from Figure 5.5 we can see these lower points are actually erroneous sporadic

measurements. The inconsistency of these points is highlighted by the atmospheric

parameters derived from the time-series obtained at these heights, which were often

random and several orders of magnitude larger than those obtained from one to two

range gates higher. These false measurements were most likely due to interference,

which had become noticeable in time-series from the lower heights.

Noise spikes began to appear with increasing regularity in all receivers simultane-

ously, and often in several adjacent heights. During sky-noise observations, when the

transmitter was disconnected, spikes were still observed. This implied the equipment,

in particular the RDAS, was the source of the interference. A pre-FCA median filter

was incorporated to remove the spikes.

The second generation array performance was deemed to be unsatisfactory, (see

Section 3.3), as the lower height coverage was less than that achieved with the first

generation array. This was deduced to be due to the narrow bandwidth of the second

generation array.

On 3rd April 2000, the third generation array was installed. The improvement in

lower height coverage can be seen in both Figures 5.1 and 5.6. However, the deteri-

oration in the RDAS resulted in jumps appearing in the time-series, along with an

increase in the number of spikes. The median filter was no longer sufficient for the

removal of all the internal interference. The increase in the minimal obtainable height

was observed from April 2000 to December 2000, (Figure 5.6). During this period the

antennas were less well maintained, which may have added to the loss in lower heights

as ringing increased.

Examples of the typical horizontal wind measurements obtained with the third

generation array running in the normal mode, from 22nd September 2000, are shown

in Figures 5.7. Both plots in Figure 5.7 show the height-time cross-section of the wind

velocity1 from 0-2.5 km, however, the top plot shows from 0615 UTC to 2400 UTC,

1Note: Velocity vectors point in the direction that the wind is blowing to
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while the bottom plot only shows 1330 UTC to 1530 UTC.

The Mean Sea Level (MSL) pressure chart, from 1200 UTC 22nd September 2000,

Figure 5.8, shows a high pressure system near the radar site. Mesoscale features

associated with the high can be observed in the top plot of Figure 5.7, around ∼0900

UTC 22th September 2000 at 400-900 m and ∼1400 UTC at ∼1.0-1.6 km. The bottom

plot in Figure 5.7 is the magnified view of the feature observed at the latter time.

Very light winds are associated with the centre of the feature in Figure 5.7, which is

emphasized by the lack of measurements at the actual centre, as the FCA analysis will

break down for very light winds.

Of particular importance is the significant spatial and temporal variation in the

measured wind. In less than an hour, the wind direction changed by 180◦ (i.e. 1.5 km

in the bottom plot of Figure 5.7), and within 400 m a wind shear of 180◦ was observed

(i.e. ∼1430 UTC). This has particular importance when considering the effects of

temporal averaging and altitude averaging due to using multiple modes and longer

transmit pulses.

The results from Figure 5.7, show the capability of the radar to be used to probe

events from a daily, hourly and even shorter perspective. The ability to gain temporal

resolution of the order of minutes is particularly important when attempting to observe

localized events, i.e. now-casting.

On 30th November 2000, the RDAS and Transmitter were replaced with a com-

mercial system 2. Using the same antennas (i.e. third generation array), the lower

height coverage was greatly increased, with successful measurements at 400 m occur-

ring greater than 30% of the time, compared with the previous success rate of ∼ 15%.

It should be noted that the ATRAD system shaped the transmitted pulse, which

reduced the effect of ringing in the antennas, helping to improve the lower height cov-

erage. The transmitter peak power is 7.5 kW compared with 1 kW for the original

transmitter, which explains the marked increase in coverage above 1.0 km.

The improvement in coverage has been outlined and was obtained by modifications

2Atmospheric Radar Systems Pty Ltd (ATRAD), BLR3 radar
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Figure 5.7: Horizontal velocity wind-fields from 22nd September 2000, for heights from
0 km to 2.5 km. Top plot is from 0615 UTC to 2400 UTC, while the bottom plot is
from 1330 UTC to 1530 UTC
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Figure 5.8: Mean Sea Level (MSL) pressure analysis chart for 1200 UTC 22nd Septem-
ber 2000 (obtained from the Bureau of Meteorology’s web page, www.bom.gov.au)

to the antenna array. The effect of the deteriorating RDAS was observed. With a fully

dedicated and well maintained system, measurements from 300 m to greater than 5

km can be achieved. In situations of high humidity, measurements have been obtained

from greater than 8.0 km.

5.2.1 Atmospheric parameter measurements

The following discussion deals solely with measurements made using the third gener-

ation array, (i.e. 1st April 2000 to 30th November 2000). A full description of the

parameters which can be obtained from FCA is given in Chapter 6, namely: pattern

scale; random velocity; zonal velocity; meridional velocity and vertical velocity. The

time-height cross-section of daily averages and distributions of FCA derived parame-

ters are shown in Figures 5.9 and 5.10, respectively.

From Figure 5.9 we find no apparent seasonal biasing in any of the parameters

shown. The high correlation between acceptance rate and SNR is a result of the strong

dependence of FCA on the SNR. A gradual increase in the lowest height at which a
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ACCEPTANCE RATE

SIGNAL TO NOISE RATIO

PATTERN SCALE

VERTICAL VELOCITY

MERIDIONAL VELOCITY

ZONAL VELOCITY

RANDOM VELOCITY

Figure 5.9: Time height cross-section of daily averages of FCA derived parameters
from 1 April 2000 to 30 November 2000 (i.e. third generation array). The parameters
are (from the top) coverage rate , SNR , pattern scale, random velocity (vRMS), zonal
velocity (u), meridional velocity (v) and vertical velocity (w), respectively.
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Figure 5.10: Distributions for Signal to Noise Ratio (SNR); pattern scale; random
velocity and vertical velocity from 1st April 2000 to 30 November 2000. Distributions
have been normalized by the maximum at each height.
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successful measurement is made during the period, can be seen in all parameters in

Figure 5.9. As explained in Section 5.2, this is an artifact of the deterioration of the

RDAS and possible degradation of the antennas with time.

The increase in pattern scale with height implies the scatterers become more

anisotropic with height, see Section 5.5.2. The optimal spacing for the antennas,

to correctly determine the “true” velocity of the wind, is where the spatial correlation

is ∼ 0.5 [Briggs , 1984], or where the antenna spacing is equal to the pattern scale.

If the antenna’s spacing is too small, the “true” velocity may underestimate the ac-

tual wind, which is known as the Triangle size effect, and is discussed in Section 6.5.

The antenna spacing used in the third generation array is either 8.31 or 9.29 metres,

depending on which antenna pairing is being considered. From Figure 5.10 it can be

seen that the pattern scale above 1.0 km is typically larger than the antenna spacing.

This implies the present setup is susceptible to underestimations in the derived wind

velocities, due to triangle size effect, which is the case as shown in Section 5.3.

Typical values obtained for the random velocity, derived from the corrected fading

time via FCA (using Equation 6.34), are ∼1 ms−1, although values as large as 4 ms−1

were observed. From Figure 5.9, it can be seen such large values are localized in

time and correspond to periods where the horizontal velocity is relatively strong. The

distribution plot of the random velocity (Figure 5.10) shows a general decrease in the

random velocity with height, although, there are periods where the random velocity

may increase with height (Figure 5.9).

The vertical velocity distribution shown in Figure 5.10 is not symmetrical about 0

ms−1. A slight shift of ∼ 10 cm−1, independent of height, was observed.

Contamination of the vertical winds by the horizontal winds can occur if the an-

tenna beam is not directed vertically, [Low , 1996]. However, no correlation was found

between the vertical and meridional and zonal velocities, implying this was not occur-

ring. The average meridional velocity was ∼0 ms−1 for all heights, while the average

zonal velocity profile was dependent upon height, increasing in magnitude with height.

The implication is that the average vertical velocity over the eight months is actually
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slightly positive (upward), with no horizontal wind contamination.

5.3 Horizontal Velocity Comparisons

Comparisons between winds obtained from the BLR with in-situ measurements were

accomplished with a variety of differing instrumentation.

Thirty radiosondes were launched from the Buckland Park field site, between 31st

July 1997 and 26th September 1997. These included, eleven fitted with GPS receivers

and nineteen fitted with Omega VLF receivers. A scatter-plot comparison of zonal

velocity, meridional velocity and velocity magnitude, using 10 minute averaged radar

velocities centred around the launch time is shown in Figures 5.11a, 5.11b and 5.11c,

respectively.

Radiosondes are launched twice daily from Adelaide Airport (AAP), ∼ 36 km to

the south of Buckland Park, by the Bureau of Meteorology. Scatter-plot comparisons

of the wind components from 174 flights, from June 2000 to October 2000, with 20-min

averaged profiler observations, are shown in Figures 5.11d, 5.11e and 5.11f.

A Grob G109B aircraft obtained wind measurements using GPS, on 18th July, 31st

July, 12th October and 20th October 2000, between 200 m and 3000 m. Comparisons

of 10-min averaged profile measurements, centred on the aircraft flight time, are given

in Figures 5.11g, 5.11h and 5.11i. Depending on which particular atmospheric feature

was being probed, individual soundings could consist of a full sounding from ∼ 300 m

to 3000 m, a short descent or ascent over ∼ 500 m or a fixed height observation for

the duration of the sounding.

The calculated radar averaged velocity values were required to fulfill several criteria

before they were included in the comparisons. Only measurements with a SNR greater

than 5 dB were used. At least three values were necessary in order to obtain an aver-

age, with any value greater than five standard deviations away from the mean being

removed. When comparing this average value with the sonde or Grob aircraft mea-

surements further rejection criteria were applied. Comparisons which had a difference
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Figure 5.11: Scatter-plot comparison, of radar derived zonal velocity, meridional ve-
locity and velocity magnitude, with measurements from radiosondes launched from:
Buckland Park (a), (b), (c); Adelaide Airport (d), (e), (f) and measurements obtained
from the Grob G109B aircraft operating near Buckland Park (g), (h), (i). Lines of
unit slope are shown. Calculated values for the slope and intercept of a weighted least
squares fit straight line to the scatter-plot and values for the correlation between the
two sets of values are given.
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Statistic BP sondes AAP sondes Grob
Correlation 0.94 0.96 0.98
Intercept (ms−1) 0.22 -0.22 -0.28

u Slope 0.91 0.92 0.92
(Zonal) Mean Difference, ∆V ms−1 -0.12 0.76 1.09

σ∆V , ms−1 1.56 1.87 1.73
rms, ms−1 1.25 1.64 1.65
σrms, ms−1 0.94 1.19 1.20

Correlation 0.91 0.96 0.95
Intercept (ms−1) 0.36 0.36 -0.30

v Slope 0.91 0.87 0.94
(Meridional) Mean Difference, ∆V ms−1 -0.18 -0.44 -0.23

σ∆V , ms−1 2.03 1.81 1.78
rms, ms−1 1.60 1.47 1.50
σrms, ms−1 1.22 1.15 0.98

Number of profiles 29 174 68
Number of samples 131 2648 191
Radar averaging period, min.. 10 20 10

Table 5.2: Statistics of comparisons of BP sondes, AAP sondes and Grob measure-
ments with Profiler observations, for Zonal (u) and Meridional (v) wind components.
The slope is obtained via a least-squares fit to the scatter-plots shown in Figure 5.11.
The rms values indicate root-mean-square differences between sonde or Grob and radar
data, while σrms is the standard-deviation in the rms values.

of greater than 10 ms−1 were rejected as it was assumed that at least one instrument

was in error or they were measuring completely different wind environments [Weber &

Wuertz , 1990]. If either of the horizontal components of any of the wind measurements

were greater than 30 ms−1, the measurement was excluded. By applying both these

criteria, any interference from sources such as aircraft echoes was minimized.

A summary of the statistics of the comparisons of the sonde and Grob measure-

ments with the radar is given in Table 5.2.

Comparing the results in Table 5.2, with values obtained by other authors is com-

plicated by the lack of consistency in which statistical parameters are used for the

comparison. Hence, the main statistical values used are: the correlation, root-mean-

square difference, the standard deviation of the difference and the slope of a linear fit
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to a scatter-plot.

The values of correlations obtained for all the comparisons were greater than 0.9;

for the AAP sondes comparison, a value of 0.963 was obtained for both v and u. This

correlation value compares favourably with values obtained by other authors using

radiosondes and 915 MHz profilers (i.e. 0.96 to 0.97 [Weber & Wuertz , 1990]) and

0.92 to 0.93 [Martner et al., 1993]), radiosondes and ∼400 MHz profilers (i.e. 0.91 to

0.93 [Weber et al., 1990; Martner et al., 1993], radiosonde and 50 MHz ST-profilers

(i.e. 0.82 to 0.94 [Martner et al., 1993]) and 405 MHz profiler with 50 MHz profiler

(i.e. 0.94 to 0.95 [Weber et al., 1990]).

The velocity rms values obtained for u and v were 1.64 ms−1 and 1.47 ms−1,

respectively. These values also agree favourably with those obtained by other authors.

May [1993] obtained rms values of 1.5 ms−1 using radiosondes and a 50 MHz profiler,

Angevine & MacPherson [1995] obtained rms values ∼0.9 ms−1 using a 915 MHz

profiler and an aircraft, although this was for the magnitudes and not the individual

components. Significantly larger values have been obtained by Vincent et al. [1987]

(i.e. 3-4 ms−1) and Kessler et al. [1986] (i.e. 2.5-3.5 ms−1). Although, these larger

values could be due to large spatial separation between the radiosonde and the radar

[Vincent et al., 1987] or inability to correct for the influence of vertical velocity [Kessler

et al., 1986]. Values of rms of ∼1 ms−1 were obtained using different pairs of beam

directions of a 405 MHz profiler, with the results taken over 1 month, thus implying

for a wind profiling radar, rms values ∼1 ms−1 can be due to measurement error alone.

The standard deviation σ∆V , values obtained were ∼1.5-2.0 ms−1, which compares

exceptionally with other author’s values. The smallest value Martner et al. [1993]

obtained was ∼3.0 ms−1 for the comparison with a 915 MHz profiler and radiosonde,

with other values for comparisons with a 404 MHz and 50 MHz radar being 4-6 ms−1.

Although, values of σ∆V obtained in a comparison of 405 MHz and 50 MHz radars,

which were closer to values obtained with the BLR, measured ∼ 2.2ms−1 [Weber et al.,

1990]. These small values of σ∆V suggest that any effect of spatial separation between

the two set of measurements is minor. This is not surprising considering the local
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topography of the Adelaide Plains, which is flat between and surrounding AAP and

Buckland Park.

The slopes of the least-squares fit applied to the scatter-plots in Figure 5.11 are all

less than 1.0 (i.e 0.87 to 0.94), implying that the BLR measurements underestimate

the wind velocity, compared with the sonde and aircraft winds. Weber et al. [1990] ob-

served similar underestimations in a comparison of a 405 MHz Doppler beam swinging

profiler with radiosonde measurements; they obtained slopes of 0.84 - 0.86. However,

in comparisons between a 405 MHz and a 50 MHz profiler they found slopes of 0.90

and 1.03 for u and v, respectively.

The height, time and wind speed dependency of the apparent underestimation

of the BLR wind measurements compared with sonde and Grob measurement was

investigated. Figure 5.12 shows the difference between radar and sonde measured u

(top left), v (top right) and |V | (bottom left), along with the difference as a function

of wind velocity (bottom right).

It can be seen in Figure 5.12, a, b and c, that the underestimation occurred at all

heights. It should be noted that in Figure 5.12, points above 3500 m may consist of

only a few values and hence will be susceptible to large variations. Measurement from

these heights will occur during meteorologically interesting events which tend to have

predominantly strong easterly winds associated with them. This behaviour is shown

by the large variation in zonal differences above 3700 m.

The implication is that the observed differences are appreciable compared with

what would be expected. The increase of magnitude differences with height, seen in

Figure 5.12, agrees with the measurements of slope obtained from the scatter-plots

(Figure 5.11). The underestimation is dependent on the actual wind velocity and the

height of the measurement.

To determine if the underestimations had any temporal dependencies, the differ-

ences in velocities were plotted as a function of time, (Figure 5.13). Although there

is scatter amongst the values plotted, there appears to be a slight trend. The differ-

ences from days 170 to 180 appear to be smaller and more evenly distributed around
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Figure 5.12: Velocity differences between AAP sondes and BLR measured velocities
for (a) zonal component u (top left), (b) meridional component v (top right) and (c)
velocity magnitude |V | as a function of range. (d) Velocity magnitude differences as
a function of sonde measured speed are also shown (bottom right).
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Figure 5.13: Velocity differences between AAP sondes and BLR measured velocities,
given as a function of time, (i.e. Julian Day for 2000). The velocity differences are
given in terms of radar measurements - sonde measurements. Components shown are
zonal u (top), meridional velocity v and velocity magnitude |V | (bottom).



118 CHAPTER 5. RESULTS

zero difference, than values obtained from day 280 to 300. Two possible reasons for

this decreasing performance could be antenna de-tuning or some characteristic of the

receivers deteriorating with time.

In summary, comparisons of radar derived winds and alternative measuring tech-

niques implied radar winds were underestimations of the actual wind. The underesti-

mation is dependent upon background wind velocity and appears to be increasing very

slightly with time. At heights below 700 m, the underestimation is larger than ex-

pected, when considering the usual background wind and values obtained from slightly

higher altitudes. To put the underestimations into perspective, the correlation values

obtained were still very high ∼ 0.96 for the AAP sonde comparison.

5.4 Rain Detection

One of the advantages of operating at VHF as opposed to UHF is the ability to

distinguish the clear air echo (CAE) from the precipitation echo during periods of

rain.

In Figure 5.14 an example of the Doppler spectrum obtained from a 20 minute

period centred at 0830 UTC on 2nd October 1999, is shown. Eleven 52 s time-series,

with a one minute gap between each time-series, were averaged together to obtain the

spectra shown. The CAE echo, which is at ∼0 ms−1, is well defined and separated

in the spectra from the precipitation (or rain) echo, which can be seen below 1.8 km

around ∼-8 to -9 ms−1.

Profiles of temperature and dew-point obtained from a sonde flight, launched from

Adelaide Airport at 1100 UTC on the 2nd October 1999, are also shown in Figure

5.14 (on the right). From the sonde measurements the freezing layer was determined

to be at ∼2.6 km, with a highly saturated region above. A region of enhanced echoes

with increasing downward velocity was observed below the freezing layer and above

1.8 km, which was determined to be due to melting snow.

The terminal velocity w(D) (ms−1) of water droplets can be related to the drop-size
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Figure 5.14: Velocity-height cross section obtained between 0820 UTC and 0840 UTC
on 2nd October 2000. Vertical velocity is positive for upwards motion. The clear air
echoes (CAE) and rain or precipitation echoes are labelled. An axis for conversion
from the terminal velocity of water droplets to drop-size is given at the top of the
plot. Shown on the right are the temperature (solid) and dew-point (dashed) profiles
measured by a sonde launched from AAP at 1100 UTC on 2nd October 1999.

diameter D (mm) by [Foote & duToit , 1969; Atlas et al., 1973]

w(D) = 9.65 − 10.3 exp(−0.6D)

(

ρ

ρ0

)−0.4

(5.1)

where ρ is the air density and ρ0 is the air density at a pressure of 1013 hPa and a

temperature of 20◦C. The effective drop-size values, calculated as if at ground level

(i.e. 1013 hPa), are shown along the top of Figure 5.14.

If the precipitation spectra can be sufficiently isolated and the effects of spectral

broadening and the background vertical wind velocity removed, it is possible to obtain

the drop-size distribution N(D) and a measure of the rainfall rate. The precipitation

echo P (w) can be given by [Rajopadhyaya et al., 1993],

P (w) =
1

Z
N(D)D6dD

dw
, (5.2)
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where Z is the radar reflectivity due to the precipitation given by,

Z =
ηλ4

π5|Kw|2
, (5.3)

where Kw = (m2− 1)/(m2 +2), m = n− jnκ is the complex refractive index of water

and the reflectivity η is given by Equation 4.2.

With a fully calibrated radar it is possible to determine N(D) and hence the rainfall

rate R given by [Doviak & Zrnić, 1993],

R = (π/6)
∫ ∞

0
D3N(D)w(D)dD. (5.4)

Preliminary results comparing rainfall rates measured by a rain gauge located next

to the radar and radar derived rainfall rates have been promising [C. Lucas, 2000,

private communication]. However, while the rain gauge measures the rainfall rate at

the surface, the radar is only able to measure the rainfall above ∼500 m. These initial

comparisons have not included the calibration values to derive Z, instead only the

general shape of the DSD has been determined unambiguously. Rain rates between

0600 and 1200 UTC on 2nd October 1999, from the profiler and the rain gauge are

shown in Figure 5.15 [Lucas et al., 2000]. It is clear from these preliminary results

that the BLR has great potential for rain studies.

5.5 Calibrated Measurements

The calibration values obtained in Chapter 4 can be used to determine the absolute

received power. Using this information the reflectivity η, which is the backscattering

cross section per unit volume, can be determined. The reflectivity can be directly

related back to the cause of the scatter. As shown in Section 5.4, if precipitation is

present, it is possible to obtain a measure of the rainfall rates.

In the next section, reflectivity observations will be related back to the atmospheric

conditions present at the time via in-situ measurements. This will highlight the ability

of the radar to observe relatively thin layers of strong reflectivity which occur in the
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Figure 5.15: Rain rate between 0600 and 1200 UTC on 2nd October 1999. Shown
are rates from co-located gauge (dashed) and from drops > 1mm from the profiler
retrieval (from Lucas et al. [2000]).

atmosphere. Following this will be the determination of the turbulent refractive index

structure, C2
N . This can be directly related back to the η provided the scatter is

isotropic, therefore a method for determining the isotropy of the scattering mechanism

is derived first. A comparison between C2
N values obtained from BLR measurements

and C2
N values obtained by other authors is discussed.

5.5.1 Reflectivity observations

Values of reflectivity were obtained using Equation 4.2 and the calibration values

discussed in Chapter 4. Figure 5.16 shows the “reflection coefficient” or reflectivity

values from 20th October 2000 between 00 UTC and 07 UTC and 0.5 and 3.5 km

altitude. Also shown in Figure 5.16 are the temperature, dew-point temperature,

relative humidity and M 2 profiles obtained between 0352-0415 UTC from a sounding

made by a Grob G109B Aircraft, (see Section 1.5).
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Figure 5.16: Time-height cross section of reflection coefficient for 20th October 2000
between 00 UTC and 07 UTC and 0.5 and 3.5 km altitude. Also shown are temperature
(dash-3 dot), dew-point (dotted), relative humidity (solid) and M 2 (solid shaded area
on left). These measurements were obtained via a sounding by a Grob Aircraft. The
ascent of the aircraft, 0352-0415 UTC is represented by the dashed line. (see text for
further description)

The Grob G109B acquired a sounding by slowly ascending (or descending) at a

rate of ∼1 ms−1, over the range 500-3000 m. The aircraft at the time of the sounding

was located within 5-10 km of the radar site, being close enough that spatial variation

between the two sets of measurements would be minimized, but far enough away to

avoid spurious reflections from the aircraft. In order to calculate M 2, (Equation 1.20),

the temperature, dew-point temperature and pressure profiles were interpolated at

regular heights (i.e. 1.0 m), then smoothed3 over 50 m. The smoothing was applied

to remove the effects of minor fluctuations, which occur with small time or height

3Radiosonde measurements have significant smoothing applied, with typical smoothing period for
a GPS sonde is ∼60 seconds which with an ascent rate of 4 ms−1 corresponds to ∼240 m.
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increments and to smooth digitizing effects caused by the extremely high sampling

rates. Without accounting for these minor fluctuations, the height derivatives in (1.20)

became appreciable, causing large values of M 2. The effective sampling resolution of

the BLR is 150 m, resulting in a smearing within the radar volume. A smoothing value

of 50 m was chosen arbitrarily to make comparisons possible with radar reflectivities

and maintain the superior height resolution of Grob measurements.

One of the goals of the campaign involving the Grob was to gain insight into the

nature of horizontal layers observed in the reflections. The campaign was continuing

as this thesis was being completed so an in-depth discussion into various observations

is beyond the scope of this thesis. Only a brief summary of the single sounding shown

in Figure 5.16 will be given.

In order to understand Figure 5.16, all the observations shown must be referenced

back to the time of ascent of the Grob, given by the dashed line. This caution can

be understood by noting the descent, during the seven hours of observations, of the

layers initially observed at ∼3.5 km, ∼2.6 km and ∼2.0 km. The reflectivities shown

represent values obtained for every radar profile obtained during the period.

The profile of M 2 and values of reflectivity obtained during the sounding show

good agreement. The layers at ∼1.0 km and ∼3.0 km have well pronounced peaks in

the M 2 profiles. The smaller peaks between 1.5 km and 2.7 km, in M 2, are indicative

of the broad poorly defined layers in the reflectivity within this region. From the ther-

modynamic traces, further understanding of the characteristics of the layers observed

can be obtained. The layer at 1.0 km is associated with a temperature inversion at

the top of the boundary layer, with moist well mixed air trapped below. Above this

inversion, the air is relatively warm and dry up to ∼1.5 km, where another inversion

was observed. This inversion is accompanied by a further decrease in humidity. The

poorly defined layers in M 2 in the region from 2.0 to 2.5 km are associated with subtle

increases in moisture. The final layer at ∼3.0 km, is associated with a sharp reduction

in humidity.

It should be noted that the 50 m smoothing filter applied to the Grob measurements
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was to enable relatively simple comparisons with the reflectivities obtained by the

radar. One of the goals of the Grob campaign is to observe the finer scale structure of

the layers, thus such smoothing may be deemed inappropriate for such observations.

Further discussion of observations of layers is presented in Section 5.5.3.

5.5.2 Isotropic scatter discrimination

The turbulent refractivity structure parameter can be calculated if the back-scatter is

due to isotropic turbulence by [Kropfli et al., 1968],

C2
n(r) =

0.38η(r)

λ1/3
, (5.5)

where η(r) is given by Equation 4.2

Measurements of C2
n in homogeneous, isotropic turbulence are related to the tem-

perature and humidity fluctuations as given by [Tatarskii , 1971],

C2
n = a2α′M2L

4

3
o , (5.6)

where a2 is a universal constant taken to be 2.8 [Ottersten, 1969], α′ is a ratio of

eddy diffusitivities which is often taken to be unity [VanZandt et al., 1978], Lo is the

outer scale length of the turbulence spectrum and M is the gradient of the generalized

potential index of refraction given by Equation 1.20.

In order to use (5.5) a method is needed to determine if the backscatter is from

isotropic turbulence. The following discussion on isotropic scatter determination is

based upon the theory given in Briggs [1992]. For simplification, assume that the

aspect sensitivity (or angular dependence of the scatterer) σ(s), is only dependent

upon the zenith angle θ, where s = sin(θ), therefore restricting the discussion to

vertically pointing radars.

The angular power spectrum W (s), is determined by a combination of the an-

tenna polar diagrams and the aspect sensitivity of the scattering cross-section. If the

transmitting and receiving antenna polar diagrams and angular dependence (or aspect
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sensitivity) of the scatterer are of Gaussian form, they can be written as,

σ(sT ) ∝ exp(− s
2

s2T
)

σ(sR) ∝ exp(− s
2

s2R
) (5.7)

σ(sa) ∝ exp(−s
2

s2a
)

where

sT = sin(θT ),

sR = sin(θR), (5.8)

sa = sin(θa).

θT , θR are the e−1 half-widths for the polar diagrams of the transmitting and receiving

arrays and θa is the e−1 half-width for the polar diagram of the scatterer. Hence the

angular power spectrum is,

W (s) ∝ exp(−s
2

s20
), (5.9)

where

1

s20
=

1

s2a
+

1

s2T
+

1

s2R
. (5.10)

The spatial correlation function ρ(r) is given by,

ρ(r) = exp(−π2s20r2), (5.11)

where r is in wavelengths. The pattern scale r0.5 is a measure of the average radius

of the spatial correlation characteristic ellipse (i.e. where ρ(r0.5) = 0.5), see section

6.2 for more detail. Substituting r0.5 in Equation 5.11 enables a relationship between

the pattern scale ro calculated via FCA and the angular dependence of the scattering

cross-section to be obtained, providing values for sT and sR are known (Figure 5.17).

For the BLR third-generation array θT = 10.2 and θR = 18.6, hence r0.5 = 9.57 m

is the predicted value of the pattern scale for isotropic scatter, i.e. θa = 90◦. Hence,

providing the pattern scale can be measured, the level of isotropy of the scatter can

be determined. If the scatter is isotropic, values for C2
N can be calculated.



126 CHAPTER 5. RESULTS

Figure 5.17: Relationship between pattern scale of the diffraction pattern for the BLR
and angular dependence of the scattering cross-section. The pattern scale of isotropic
scatter (i.e. 90o) is shown by the dotted line.

5.5.3 Refractive Index Structure Parameter

The radio refractive index structure parameter C2
N , depends on the level of turbulence

and the gradient in the temperature and humidity. Detailed presentation of the char-

acteristics of scatterers at VHF is outside the scope of this thesis, but measurements

from 1800 UTC 4th September 2000 to 0900 UTC 5th September 2000, are shown in

Figure 5.18 as examples.

A layer of enhanced reflectivity at ∼ 2 km was present during the whole period of

observation, (Figure 5.18). The random velocity VRMS increased with height within

the layer, with the layer having a thickness of three range gates (∼ 300 m). The

pattern scale of scatterers within the layer decreased with height, implying an increase

in isotropy. Similar relationships between increasing turbulence and smaller horizontal

correlation lengths have been reported by other authors [Chau et al., 2000].

By limiting measurements to regions where the pattern scale was of the order of
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Reflectivity

Random Velocity

Pattern scale

Turbulent refractivity structure constant

Figure 5.18: Time-height cross-sections of (from the top) reflectivity, random velocity,
pattern scale and turbulent refractivity structure constant. Taken from 1800 UTC 4th
September to 0900 UTC 5th September 2000. Contours of reflectivity are overlayed
on the bottom three plots to show regions of enhancement.
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10 m, (i.e. isotropic turbulence), estimations of C2
N were obtained using Equation 5.5.

An enhancement of C2
N at the top of the layer can be seen, when compared with values

obtained from the region below the layer. In the region below the layer, values of C2
N

and VRMS obtained were, ∼ 10−16 to 10−15 m−2/3 and 1 to 2 ms−1, respectively. At

the top of the layer, similar values of VRMS were associated with values of C2
N in the

range ∼ 10−15 to 10−14 m−2/3.

Measurements of temperature, dew-point temperature and potential temperature

from radiosondes launched from Adelaide Airport, at 1115 UTC and 2315 UTC on

4th of September 2000, are shown in Figure 5.19.

Figure 5.19: Temperature, dew-point temperature and humidity profiles from Adelaide
Airport radiosondes launched 4th September 2000 at 1115 UTC (left) and 2315 UTC
(right)

The top of the Cloud Topped Boundary Layer (CTBL) is marked by a temperature

inversion, which strengthened, deepened and descended during the 12 hours between

sonde launches. The height of the inversion coincides with the layer observed with the

radar at 2 km, with a similar thickness of ∼ 300 m as determined from the second

sounding. This highlights the ability of the VHF radar to give a good measure of the
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height of the top of the boundary layer.

The influence of q (behaviour of q can be characterized by the dew-point tem-

perature) and its derivative on M 2 (1.20) can be seen by the enhanced regions of

reflectivity in Figure 5.18. The inversion layer at 2 km is characterized by a strong

gradient in q from its bottom. The CTBL is moderately well mixed, as θ is relatively

constant within it. In Figure 5.19 a saturated region4 is observed to exist, below the

inversion, between ∼1 km and 2.2 km However by 2300 UTC the vertical extent of

this saturated region had decreased considerably. Observations of cloud cover over

this period ranged from mostly cloudy with scattered showers during 4th September

2000, to partly cloudy on the 5th September 2000, which agrees with the radiosonde

measurements. The effect of the higher values of q below the inversion, compared

with above the inversion, results in greater values of M 2, and hence greater coverage

below the inversion. The coverage of the radar can be quantified by considering where

measurements of pattern scale were obtained.

In Figure 5.18, layers corresponding to regions of weakly turbulent velocity and

highly anisotropic scatter were noted at ∼3 km, and descending from around 4.0 km

to 3.5 km. These layers are associated with variations in the dew-point or q and hence

increased values of M 2.

Values of C2
N calculated over fourteen consecutive days, commencing on 14th Octo-

ber 2000, are shown in Figure 5.20. The top plot in Figure 5.20 includes the isotropic

scatter determination (ISD) procedure described in Section 5.5.2. The bottom plot

retains all values, including the contribution of anisotropic scatter. Anisotropic scatter

will produce an increase in reflectivity [Hocking et al., 1986], resulting in an overesti-

mation of C2
N values. This overestimation can be seen between 1 km and 2.5 km, in

the bottom plot of Figure 5.20. This region corresponds with the height range over

which specular reflections from layers were observed, see Figure 5.18. The decrease in

C2
N up to 3 km is behaviour common to profiles of C2

N [VanZandt et al., 1978], [Doviak

& Zrnić, 1993] and [Hocking & Mu, 1997]. The increase above 3 km is a result of the

4In a fully saturated region the temperature and dew-point temperature are equal.
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Figure 5.20: Vertical profiles of C2
N from 1st October 2000 to 14th October 2000.

Mean values (solid line) along with the standard deviation (shaded area) for each
height are shown. The top plot contains values where the pattern scale was less than
10m (i.e. isotropic), while the bottom plot has no restrictions showing all values. For
comparison the mean values from isotropic measurements are also shown in the bottom
plot (dotted line)
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limit of detectability of the signal at those heights (see fig.3 in Hocking et al. [1986]).

In order to obtain the top profile in Figure 5.20, the following assumptions were

made. Small values of SNR, which cause a failure in FCA, often correspond to regions

of low reflected power. As anisotropic scatter causes an increase in power [Tsuda et al.,

1988], the regions of low SNR were assumed to be due to isotropic scatter. However,

measurements of pattern scale show an increase in pattern scale and hence anisotropy

with height, with very few measurements being of isotropic scatter (Figure 5.10). This

implies that measurements of C2
N obtained from above 3 km will be contaminated with

anisotropic influences and will be overestimations.

Many estimates of the refractive index structure have been made by numerous

authors. Care must be made in interpretation and comparison of measurements made

by differing systems, especially in the lower troposphere.

In the lower troposphere the humidity term q dominates. Many observations of C2
n

measured the optical refractivity structure constant, which is independent of q. To

distinguish between radar and optical refractive index structure, the radar refractive

index structure is labeled C2
N [Gossard , 1977]. In the middle to upper troposphere

and stratosphere the humidity term is often assumed to be negligible and it is possible

to directly compare the radar and optical refractive index structures [Hocking et al.,

1986].

The values and variations obtained here for C2
N compare favourably with those of

other authors, although there is some suggestion of possible underestimation. Mea-

surements of C2
N were observed to alter by an order of magnitude within an hour.

Similar fluctuations have been observed by other authors [VanZandt et al., 1978; Luce

et al., 1996].

An extensive study by Gossard [1977] determined the distribution of optical and

radio refractive index structure constants for a variety of air masses. Observations

of the same mass of air in different conditions gave a range of values for C2
N in the

lowest 3 km ranging from less than 10−16 m−2/3 to ∼ 10−14 m−2/3. This range of values

is represented in the height distribution of C2
N given in Figure 5.20. The variability
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shown in the profiles in Gossard [1977] (Figure 5.21) where the magnitude of C2
N varies

by several orders of magnitude over several hundred metres, highlights the validity of

the width of the calculated distribution.

Measurements at a height of 805 m from a year-long C2
N measurement program

using a Frequency Modulated Continuous Wave (FM-CW) Doppler radar in several

locations in Colorado gave values ranging between 10−17 and 10−15 m−2/3 [Chadwick &

Moran, 1980]. Values of C2
N greater than 10−15 m−2/3 were measured, but these values

were questioned due to suspected contamination by aircraft, rain, snow, birds and

insects. Comparisons between the Millstone Hill 440-MHz turbulence scatter radar

and a stellar scintillometer found values of C2
n in the lowest five kilometres ranging

from 10−15 to 10−17 m−2/3 [Good et al., 1982], However these values were for the

optical refractive index structure. The differences between C2
n and C2

N can be up

to a few orders of magnitudes. C2
N is predominately greater than C2

n, but at times

the opposite condition occurs [Gossard , 1977; Good et al., 1982]. Any comparisons

with previous optical refractive index structure measurements and C2
N will only be

approximations, dealing with orders of magnitude only. Measurements of the optical

refractive index structure range from (10−15−10−16m−2/3) at the ground to (10−16− ∼

10−18m−2/3) at around 5 km, [Brown & Good , 1984a; Brown & Good , 1984b; Bufton

et al., 1972; Barletti et al., 1976; Ochs & Lawrence, 1972; Vernin et al., 1979].

Distributions of C2
N taken with 50 MHz radars at Poker Flat and Platteville over

a period of approximately 11 months at a height of 3.8 km [Nastrom et al., 1986],

show excellent agreement with the distribution shown in Figure 5.20. However, other

authors have reported C2
N values significantly larger than those shown in Figure 5.20.

Hocking & Mu [1997] using the Buckland Park VHF ST radar in May 1991 recorded

measurements between 2 km and 5 km being greater than 10−14m−2/3, these values

were several orders of magnitude greater than the typical range measured by the BLR

during the October 2000 campaign.

Using a vertical beam to estimate C2
N depends upon the nature of the scatterers.
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Figure 5.21: The height distribution of radio refractive index structure constant in
some continental c (top) and maritime m (bottom) air masses at the locations in-
dicated. Winter and summer seasons indicated by w and s. Continental, polar and
tropical air masses are designated c, p and t. (From Gossard [1977] Figures 15 and
16)
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Restricting our measurements to only isotropic measurements results in a large pro-

portion of the data being unusable. To avoid anisotropy, normal VHF measurements

of C2
N involve the use of oblique beams pointing to zenith angles greater than 10◦ [Luce

et al., 1996]. The BL radar in its present configuration is unable to do this.

It is hoped that the Grob campaign, which was continuing while this thesis was

being written, will provide in-situ measurements of C2
N for comparison with the radar

derived values. Such comparisons will enable the validity of the assumptions with

regard to the isotropic scatter determination method to be tested. The comparisons

could also be used to check the accuracy of the calibration values obtained in Chapter

4, as some of the assumptions made in determining the calibration terms may be

inaccurate. The assumption made in Section 4.2, that the antenna was lossless will

not be true, resulting in an underestimation of the received power and hence C2
N .

5.6 Summary

In this chapter the considerations for selection of the radar operating parameters were

presented. The three main operating modes normal, high and extra high were detailed.

The latter two modes were developed to increase coverage of the radar, along with

filling “gaps” in the normal mode data. Comparisons between different modes showed

the superior coverage of the longer transmitted pulse modes, although at a cost of a

loss of range resolution.

The difference in coverage achieved when using the different generations of an-

tenna array was presented. The lower height coverage of the second generation array

was worse than the coverage of the first generation array. However, an increase in

lower-level coverage was observed when the third generation array was installed. Un-

fortunately deterioration in the RDAS began to affect the quality of measurements at

the lowest height, with a reduction in the lower-level coverage, which increased with

time. The minimum height from which the BLR obtained measurements was 300 m,

while at times measurements from up to 8 km were obtained while using the extra
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high mode.

A statistical evaluation of the atmospheric parameters measured with the radar,

using the third generation array, over the range 500 m to 5900 m, was presented.

From these measurements we can determine the average characteristics we should

expect from observations made with the BLR. The average profile of the pattern

scale increased with height, implying increasing anisotropy, while the random velocity

was predominantly less than 1 ms−1 and decreased slightly with height. The vertical

velocity showed a slight bias of ∼10 cms−1, which showed no correlation with the

horizontal velocities, thus implying it was real and not due to leakage of the horizontal

velocity in the vertical values.

The radar derived wind values were compared with in-situ wind measurements

obtained from radiosondes launched from Buckland Park, radiosondes launched from

Adelaide airport and wind measurements obtained by aircraft (Grob) flying near Buck-

land Park. All three different comparisons had correlation values between 0.91 and

0.98 and RMS values between 1.25 ms−1 and 1.65 ms−1 for the zonal and meridional

components. The values for the slopes of least-squares fits to the data were between

0.87 and 0.94, implying that the radar wind observations are underestimations com-

pared with measurements from the radiosondes and Grob. Further analysis showed

this underestimation was independent of range, but was dependent upon the back-

ground wind velocity and appeared to increase over the five months of observations.

The distinguishability of rain echoes and clear air echoes observed with the BLR

was shown. The calibration values obtained in Chapter 4 were used to calculate values

for reflectivity. Simultaneous aircraft measurements of atmospheric parameters showed

excellent correlation between M 2 values derived from the aircraft measurements and

the reflectivity vertical structure observed with the radar. Using the calibrated radar,

values of the turbulent refractivity structure parameter were also obtained. However,

this required the filtering out of anisotropic data, leaving a relatively small amount of

data. Comparisons of the range of values obtained with values obtained by different

authors were favourable, although there was a hint of underestimation. To be able to
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verify the values of C2
N , a comparison with a co-located apparatus will be required.

The effect of the underestimation in the radar derived wind measurements is in-

vestigated in the next chapter. Potential sources of error in the wind measurements

derived by using FCA are replicated using simulated data.



Chapter 6

Spaced Antenna Winds Analysis

Full Correlation Analysis (FCA) [Briggs et al., 1950] is a method of analyzing the

diffraction pattern produced by scatter from moving irregularities in the atmosphere

and sampled at a number of spaced receivers. The underlying assumption of FCA

is the concentric ellipsoid form of the spatial-temporal correlation functions of the

diffraction pattern. By sampling the diffraction pattern at different locations the

ellipsoid’s parameters may be estimated by calculating the auto- and cross-correlation

functions of the received signals. The apparent velocity va can be determined via the

time-displacements of the cross-correlation functions. The true velocity vt takes into

account any effects of anisometry or change in the diffraction pattern and requires

additional calculation of the auto-correlation functions.

FCA is the standard method adopted in this thesis for extracting winds with

the VHF BL radar. In this chapter the background theory of FCA and parameters

which can be obtained are discussed. In Section 5.3 comparisons between radiosonde-

measured winds and the VHF BL radar derived FCA winds have shown an underes-

timation in the FCA true velocity. A simplified one-dimensional model and a more

complex radar backscatter model, which gives time-series depending on the input pa-

rameters, are discussed. These models are used to explore the possible sources of error

in FCA, in particular wind velocity underestimation. Application of the two models,

using parameters and conditions which represent those used and observed by the VHF

137
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Boundary Layer radar and the subsequent analysis is presented. The output from the

models is used to determine possible causes for the observed wind underestimation by

the VHF BL radar, shown in Section 5.3.

6.1 FCA Theory

In this section and the following section, the discussion of FCA is based on the the-

oretical details presented in Briggs [1984]. Let f(x, y, t) be the complex voltage of

the diffraction pattern measured by an antenna at time t and position (x, y). For

simplicity the following discussion will deal with a fixed height, hence the absence of

z. The spatial-temporal correlation function as a function of x-direction separation ξ,

y-direction separation η and lag τ is given by,

ρ(ξ, η, τ) =
〈f ∗(x, y, t)f(x+ ξ, y + η, t+ τ〉

〈| f(x, y, t) |2〉 . (6.1)

To begin with, we will assume the diffraction pattern is stationary, non-changing and

isotropic, therefore the correlation function would depend only on the magnitude of

spatial displacement and not the orientation and would be given by,

ρ(ξ, η, τ) = ρ(ξ2 + η2), (6.2)

thus consisting of concentric circles centred around (0, 0, τ), see Figure 6.1a.

To include the effect of anisotropy, we simply stretch the correlation function in a

particular direction, therefore giving concentric ellipses in the (ξ, η) plane, given by

ρ(ξ, η, τ) = ρ(Aξ2 +Bη2 + 2Hξη), (6.3)

see Figure 6.1b. The ellipse given by ρ(ξ, η) = 0.5, is referred to as the “characteristic

ellipse”, which is a measure of the scale of the pattern.

To include the effect of random motion of the irregularities, we extend the above

principles to include the time axis. The temporal correlation function, for a fixed but

randomly changing pattern, would de-correlate with increasing time lag, similar to the
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Figure 6.1: Contour plot of correlation functions for various diffraction patterns. a)
stationary, non-changing, isotropic pattern, b) stationary, non-changing, anisotropic
pattern, c) stationary, randomly changing, anisotropic pattern, d) moving, randomly
changing, anisotropic pattern

decrease in spatial correlation function with increasing separation. Hence Equation

6.3 can be extended to give,

ρ(ξ, η, τ) = ρ(Aξ2 +Bη2 +Kτ 2 + 2Hξη). (6.4)

The correlation function is now a family of ellipsoids in (ξ, η, τ) space, (see Figure

6.1c). There is no tilt with respect to the τ axis as this would imply the pattern

was non-stationary. By using Equation 6.4, we assume that the temporal and spatial

correlation have the same functional form, although we do not assume what the actual
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form is. This assumption regarding the temporal and spatial correlation is considered

the weak point of FCA. Baker [1980] found solutions using spaced sensor measurements

that gave non-ellipsoidal results for the spatial-temporal correlation function, implying

that the temporal and spatial correlation functions were not always the same.

For a moving and randomly changing pattern we will consider the frame of reference

moving with the pattern, with coordinate system given by (ξ ′, η′, τ ′). The correlation

function of the pattern f(ξ ′, η′, τ ′), is thus

ρ(ξ′, η′, τ ′) = ρ(Aξ′2 +Bη′2 +Kτ ′2 + 2Hξ′η′), (6.5)

If the pattern is moving with a velocity ~V = (Vx, Vy) with respect to the coordinate

system (ξ, η, τ), then the two coordinate systems are related by the transformation

ξ = ξ′ + Vxt (6.6)

η = η′ + Vyt (6.7)

τ = τ ′ (6.8)

The spatial-temporal correlation function in the stationary frame of reference (i.e

(ξ, η, τ)) can be written as

ρ(ξ, η, τ) = ρ(A(ξ − Vxt)
2 +B(η − Vyt)

2 +Kτ 2 + 2H(ξ − Vxt)(η − Vyt)) (6.9)

This is of the form

ρ(ξ, η, τ) = ρ(Aξ2 +Bη2 + Cτ 2 + 2Fξτ + 2Gητ + 2Hξη). (6.10)

The inclusion of factors involving ξτ and ητ , results in the ellipsoids being tilted with

respect to the τ -axis, (see Figure 6.1d). The coefficients A, B, C, F , G, H fully

describe the situation, along with the form of ρ.

To determine the two-dimensional horizontal wind we require a minimum of three

antennas. The use of additional antennas would give over-determination of the pa-

rameters, which may improve overall accuracy and minimize errors. By calculation of

the auto- and cross-correlation functions of the time-series, we are able to determine
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τ

0.5

1.0

ρ (τ)
ij

ρ(τ)

ττ τij0.5ij

Figure 6.2: Representation of the auto- and cross-correlation functions, ρ(τ) and ρij(τ),
used for determination of the FCA ellipsoid parameters. τ0.5 is the fading time, τ ′ij is
the lag where the cross-correlation function is a maximum and τij is the lag where the
auto-correlation function is equal to the zero-lag cross-correlation function.

the ellipsoid parameters using Equation 6.10. See Figure 6.2 for a representation of

the correlation functions.

The auto-correlation function for the time-series obtained from antenna i is given

by,

ρi(τ) = ρ(0, 0, τ) = ρ(cτ 2), (6.11)

while the cross-correlation function for the time-series obtained from antennas i and

j with spatial separation (ξij, ηij) is given by,

ρij(ξij, ηij, τ) = ρ(Aξ2ij +Bη2ij + Cτ 2 + 2Fξijτ + 2Gηijτ + 2Hξijηij). (6.12)

The auto-correlation function for each antenna is theoretically identical, although there

are some statistical differences, hence the mean of the auto-correlation functions are

used, denoted by ρ(τ). For ease in calculating the ellipsoid parameters, we define the

following,

a =
A

C
, b =

B

C
, f =

F

C
, g =

G

C
, h =

H

C
and k =

K

C
. (6.13)

The parameter τ ′ij defines where the cross-correlation function is a maximum,

∂ρij(τ
′
ij)

∂τ
= 0. (6.14)
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From (6.12) this can be written,

τ ′ij = −fξij − gηij, (6.15)

thus giving one solution for each antenna pairing. Due to the over-determination of

f and g, a least-squares formulation is applied to obtain optimum values as well as

estimates of errors. τij defines the temporal lag where the auto-correlation function

equals the cross-correlation function at zero lag,

ρ(τij) = ρij(ξij, ηij, 0) (6.16)

ρ(Cτ 2ij) = ρ(Aξ2ij +Bη2ij + 2Hξijηij) (6.17)

Thus τij is given by,

τ 2ij = aξ2ij + bη2ij + 2hξijηij. (6.18)

The three cross-correlation functions each give a solution to (6.18), enabling determi-

nation of a, b and h. In practice, τij is not calculated directly, instead τ ′′ij, the lag

where the auto-correlation function is equal to the maximum of the cross-correlation

function, is calculated and τij is given by [Briggs et al., 1950],

τ 2ij = τ ′2ij + τ ′′2ij . (6.19)

From (6.13) all that is required to determine the ellipsoid parameters is the scale of

the parameters (i.e. C), although this is somewhat arbitrary. The fading time, τ0.5, is

defined to be where the mean auto-correlation function equals 0.5,

ρ(0, 0, τ0.5) = ρ(Cτ0.5) = 0.5 (6.20)

6.2 Physical parameters obtained from FCA

We now have a way, via the auto- and cross-correlation functions, to parameterize

the spatial-temporal correlation function. The ellipsoid parameters can be used to

determine several physical parameters including true and apparent velocities, a spatial

description of the pattern (i.e. axial-ratio, axial-rotation and pattern scale) and mean
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lifetime of the pattern due to turbulence. These physical parameters can then be

used to gain further knowledge about the form and type of scatter that produces the

diffraction pattern.

The apparent velocity ~Va, which does not take into account any change or anisom-

etry in the diffraction pattern, is calculated via the cross-correlation maximum time

lags, τ ′ij, where the magnitude Va and direction θa are given by

Va =
√

f 2 + g2 (6.21)

θa = arctan(
g

f
). (6.22)

The true velocity of the pattern includes the effect of random changes and anisometry

in the diffraction pattern. BY equating coefficients of ξτ and ητ in Equations 6.9 and

6.10

aVx + hVy = −f (6.23)

bVy + hVx = −g, (6.24)

the zonal and meridional pattern velocity Vx and Vy are obtained:

Vx =
hg − bf

ab− h2
(6.25)

Vy =
hf − ag

ab− h2
. (6.26)

The true velocity of the scatterers, and hence background wind, is given by

~Vt =
1

2
(Vx, Vy). (6.27)

The factor of 1
2
is due to the point source effect [Briggs , 1980].

6.2.1 Properties of the diffraction pattern

The spatial properties of the pattern can be described using the characteristic ellipse

of the spatial correlation function, (i.e. where the correlation function equals 0.5). By

using (6.20) the characteristic ellipse can be written as,

Aξ2 +Bη2 + 2Hξη = Cτ 20.5. (6.28)
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The minor axis rminor of the characteristic ellipse, the axial ratio Rax and the axial-

orientation θax of the major axis are given by (e.g. [Holdsworth, 1995]),

rminor =

√

2τ 20.5
a+ b− r

, (6.29)

Rax =
a+ b+ r

a+ b− r
(6.30)

and

θax = 0.5 arctan

(

2h

b− a

)

, (6.31)

where

r =
√

(a− b)2 + 4h2. (6.32)

The pattern scale r0.5 is a measure of the average “radius” of the characteristic ellipse

r0.5 =
rmax√
Rax

. (6.33)

Since the diffraction pattern and the angular power spectrum form a Fourier transfor-

mation pair, the spatial properties of the diffraction pattern can be directly related to

the angular spectrum of the returned energy (e.g. [Briggs , 1992]). Taking into con-

sideration the beam patterns of the transmitting and receiving array, it is possible to

extract the aspect-sensitivity function of the scatterers and hence deduce the degree of

anisotropy of the scatter. A brief description of the theory and application of isotropic

scatter determination is given in Section 5.5.2.

If there is no mean wind, or we are in the frame of reference moving with the

background wind, then the width of the auto-correlation function τ0.5 is related to the

turbulent motion by [Briggs , 1980],

vo =
λ
√
2ln2

4πτ0.5
, (6.34)

where vo is the root mean square (RMS) velocity or random velocity of the scatterers.

If there is a mean wind present, then the ’width’ of the auto-correlation function is

reduced, or the spectral width is larger (beam broadening). To account for the effect

of the background wind we use the corrected fading time T0.5, which is calculated from



6.2. PHYSICAL PARAMETERS OBTAINED FROM FCA 145

the auto-correlation function in the frame of reference moving with the background

wind, i.e from Equation 6.4,

ρ(0, 0, T0.5) = ρ(KT 2
0.5) = 0.5. (6.35)

Comparing (6.20) and (6.35), gives

τ0.5 = T0.5
√
k, (6.36)

where

k = 1− aV 2
x − bV 2

y − 2hVxVy. (6.37)

Inserting T0.5 in place of τ0.5 in (6.34) gives an estimate of the isotropic RMS velocity

of turbulent motions.

In summary, the FCA uses the auto- and cross-correlation functions obtained from

a minimum of three non-collinear antennas, which sample the diffraction pattern pro-

duced by scatterers in the atmosphere, to obtain a variety of measurements regarding

the scatterers. A list of rejection criteria for applying FCA experimentally is given in

Briggs [1984], with further refinements presented in Holdsworth [1995].

The selection of experimental parameters must be chosen such that a realistic range

of measurements is achievable. Incorrect choice of parameters can result in biased

results. The sampling time of the data set is particularly crucial when attempting to

measure high-velocity winds. If the sampling time is too long, then the correlation

functions will not be sufficiently resolved to allow precise measurements, resulting in

an underestimation of the velocities when large velocities are present [Holdsworth &

Reid , 1995a]. This underestimation of the velocities is in the form of a cut-off velocity.

If no turbulence is present, this is given by [Holdsworth & Reid , 1995a],

Vmax =
4.8λ

δt

(

arcsin
(

1

sin2θs
+

1

sin2θb

)−1/2
)−1

, (6.38)

where δt is the sampling time, θs is the aspect sensitivity in degrees and θb is the

beam-width in degrees. The inclusion of turbulence results in a decrease in Vmax. This

velocity cut-off behaviour was observed by other authors when the sampling time was
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too long, creating an artificial limit to the velocities that could be measured [Low ,

1996].

FCA theory assumes that the signals and hence correlation functions are noiseless.

In most operational situations this will not be the case, hence a method for removing

the effect of the noise is required. The effect on the auto-correlation function will

be to create a spike at zero-lag which must be removed by interpolation. The cross-

correlation function will also have a spike at zero-lag if noise is present simultaneously

in all receivers, (i.e. this would occur if lightning discharges are detected by the

receivers). This spike will similarly need to be removed. After removal of the spikes,

both the auto- and cross-correlation function will need to be re-normalized by the

same factor. The factor used for normalization is chosen such that the auto-correlation

function will be unity at zero-lag. The effect of noise is examined further in Section

6.5.

The method of zero-lag interpolation and the number of lags over which it is per-

formed must be considered carefully. A four-lag sixth-order polynomial is considered

optimal [Holdsworth & Reid , 1995a]. The use of greater than four lags provides no

significant improvement, while the sixth-order polynomial fit minimizes any poten-

tial underestimation in the value of the correlation maxima. To derive the cross-

correlation maxima ρ0ij and corresponding lag times τ ′ij, a Gaussian is fitted to the

cross-correlation function. The Gaussian fit should be limited to lags within the main

lobe of the cross-correlation function, thus restricting the effect of the tails of the

correlation function.

6.3 One Dimensional Model

Computer modelling can provide insight into the limitations of analysis techniques and

associated assumptions within a controlled environment. Through systematic evalua-

tion, differences in analysis techniques can be obtained under a variety of conditions.
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The model described below simulates the one-dimensional random pattern of com-

plex amplitude E(x, t) produced by radar returns from atmospheric scatterers moving

along the x-axis, with a systematic velocity v together with random motions. Follow-

ing the assumptions of Briggs [1984], we assume that the conditions required for full

correlation analysis (FCA) hold. Thus given the velocity of diffraction pattern V , the

antenna spacing ξo, the pattern scale ξ1 and turbulence (RMS velocity) vo within the

scatterers, the pattern at the antennas can be modelled. The technique used follows

the one-dimensional model described in Briggs & Vincent [1992] for spaced antenna

analysis in the frequency domain.

Since this method used a Gaussian correlation function the pattern lifetime is

defined as where the auto-correlation function falls to a value of e−1 when V = 0, is

given by

τ1 =
λ

2
1

22πvo
(6.39)

where λ is the radar wavelength. The observed fading period, defined as the lag where

the auto-correlation function falls to e−1, is given by

τo =

[

V 2

ξ2i
+

1

τ 21

]− 1

2

(6.40)

The power spectrum, which is the Fourier transform of the auto-correlation function,

is

W11(f) =
1√
πfo

exp

[

−f 2
f 2o

]

(6.41)

where

fo =
1

π

[

V 2

ξ21
+

1

τ 21

]
1

2

(6.42)

The cross spectrum can be calculated by considering that the cross-correlation is a

real symmetrical function centred on a time shift τ ′ and is given by

W12(f) = W12exp

[

−f 2
f 2o

]

exp [iφ12(f)] (6.43)

where

W12 =
1√
πfo

exp

[

− ξ2o
π2ξ21τ

2
1 f

2
o

]

(6.44)
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and φ12(f) is the phase factor given by

φ12(f) = −
2πξofV

(V 2 +
ξ2
1

τ2

1

)
(6.45)

The initial time-series is given by

x1(t) =
∫ ∞

−∞
A1(f)exp(−i2πtf)df (6.46)

where A1(f) is the amplitude spectrum given by

A1(f) =
√

W11(f)e
iφ1(f) (6.47)

and φ1(f) is random phase, φ ∈ [0, 2π], included because the power spectrum only

contains information about the magnitude of the amplitude spectrum.

The second time-series is given by

x2(t) =
∫ ∞

−∞
F2(f)exp(iφ12(f))exp(−i2πtf)df (6.48)

where A2(f) the amplitude spectrum for the second time-series is given by [May , 1988],

A2(f) = ρmA1(f) +
√

1− ρ2m

√

W11(f)e
iφ2(f), (6.49)

where φ2(f) is random phase and ρm is the maximum value of the cross-correlation,

ρm = exp

(

−τoξ2
ξ21τ

2
1

)

. (6.50)

This gives a method to generate two time-series which represent sampling of a 1-

dimensional diffraction pattern at two points, separated by distance ξo, which would be

observed from specified parameters. The addition of random phase enables generation

of a large number of time-series with the same parameters for the statistical evaluation

of the retrieved parameters.

τ ′ can be calculated by fitting a Gaussian to the cross-correlation, giving the ap-

parent velocity

Va =
ξo
τ ′
. (6.51)
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A Gaussian fit to the mean of the auto-correlation functions is then used to calculate

the time-lag τx where the auto-correlation function is equal to the zero-lag cross-

correlation function. The true velocity of the diffraction pattern is thus given by

V =
ξoτ

′

τ 2x
. (6.52)

6.4 Radar Backscatter Model

The “radar backscatter model” of Holdsworth & Reid [1995a] was used for generating

model data where more than two receivers were desired. Only a rudimentary descrip-

tion of the model is provided. For a more in-depth discussion, the reader is directed

to Holdsworth [1995], Holdsworth & Reid [1995a] and Holdsworth [1999b]. The actual

modelling program which has undergone significant upgrades in the period from 1995

to 2000, was supplied by D. A. Holdsworth 1. The only modifications made here were

to the code for the initialization menus.

The model is based upon a volume scatter situation, where the volume containing

atmospheric scatterers is illuminated by a transmitted radar pulse and the subsequent

backscatter is sampled. The scatterers represent an aspect-sensitive region of refractive

index and are advected by the background wind with contributions from turbulence

and gravity wave motions. The model allows the inclusion of the effects of anisometric

scatterers, velocity shear and variable lifetimes.

The geometry of the model is shown in Figure 6.3. The complex signal from all

the scatterers are combined at each sampling point di. The signals at the ground

incorporate the effect of transmitter and receiver polar diagrams, aspect-sensitivity

of the scatterer and shape of the transmitted radar pulse. The “radar volume” is

defined according to the “effective beam-width” θmax, the width of the range gate

δRmax and the range of the volume with respect to the antennas, R. The scatterers

are situated in an “enclosing volume” with their positions initially random. With each

iteration of the model, a sample of the resultant diffraction pattern occurs and the

1dholdswo@atrad.com.au
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Figure 6.3: Illustration of the principles used in the Radar Backscatter Model, see text
for description of parameters.

position of each scatterer is updated according to the effect of the background wind,

turbulent motions and gravity wave perturbations. As individual scatterers exit the

enclosing volume they are allowed to reappear on the opposite side in order to maintain

a constant number of scatterers.

This model has been shown to simulate the characteristics of radar backscatter

extremely well at a range of frequencies from MF to VHF [Holdsworth & Reid , 1995a].

Application of FCA to model data gives results in excellent agreement with the input

parameters. The radar backscatter model has been used to investigate a number

of practical aspects of FCA including the sampling time interval; interpolation and

fits used in the analysis; noise [Holdsworth & Reid , 1995a]; and coarsely digitized

data and receiver characteristic differences [Holdsworth, 1999a]. Application of other

analysis techniques to the model data has been accomplished, enabling the ability to
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investigate and compare various spaced antenna (SA) techniques, a number of imaging

interferometry techniques [Holdsworth & Reid , 1995b] and spatial correlation analysis

(SCA) [Holdsworth, 1999b].

6.5 Sources of errors in Full Correlation Analysis

In Section 6.2 the effects of incorrect sampling parameters and fitting procedures on

FCA were briefly discussed. In addition to these factors a number of other influences

need to be considered.

Comparisons between the FCA derived “true” velocity magnitudes and those ob-

tained via alternative techniques or alternative measuring devices have at times shown

an underestimation in the FCA true velocity over a range of radar frequencies. At

MF/HF Golley & Rossiter [1970] observed a decrease in FCA true velocity with de-

creasing antenna separation. Similar behaviour was observed earlier by Kelleher [1966]

and became known as the “triangle size effect”. Underestimations in the wind derived

by the spaced antenna technique have been found in comparisons between VHF ST

spaced antenna (SA) radars with radiosonde velocities [Vincent et al., 1987; Sharp &

Reid , 2000]; VHF Doppler beam swinging technique with spaced antenna observations

[Van Baelen et al., 1990]; a VHF meteor radar with nearby MF SA radar [Cervera &

Reid , 1995]; VHF SA Boundary Layer Radar with radiosonde [Vincent et al., 1998] and

VHF SA Boundary Layer Radar with UHF wind profiling radar [Baltink & Reid , 2000].

Recent comparisons from an anemometer, measured winds with velocities from a UHF

Spaced-Antenna array at 300 m showing an underestimation in the zonal-component

[Cohn et al., 2000]. It should be noted that comparisons of alternative techniques and

apparatus with FCA have shown no apparent underestimations in wind measurements,

demonstrating the validity of FCA and suggesting experimental equipment or other

external causes for previous underestimations [May , 1993; Sheppard et al., 1993].

The triangle size effect (TSE) previously mentioned, describes the decrease in FCA

true velocity with a decrease in spacing between antennas, together with a decrease in
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corrected fading time T0.5, pattern scale r0.5 and a possible elongation in the charac-

teristic ellipse along the long side if a non-equilateral triangle antenna arrangement is

used. FCA attributes any decrease in correlation to time delay or spatial separation

between measurements. Therefore, any additional attenuation of the calculated cor-

relation functions may be incorrectly interpreted, causing an underestimation in the

true velocity.

There are a number of suggested causes of TSE. Digitization noise and differing

receiving channel characteristics were found to cause spatial correlation function to

be extrapolated below unity at zero lag, thus causing TSE [Golley & Rossiter , 1970;

Brown & Chapman, 1972]. Antenna coupling was also proposed as a cause of TSE.

However, care should be taken as the sense of the bias is dependent upon the real

component of coupling between the antennas. A positive real component will reduce

the velocity while a negative component will result in an increase [Fedor & Plywaski ,

1972].

The effect on the true velocity measurement if noise is not accounted for, is given

by [Meek , 1990],

V ′
t

Vt
= 1 +

2r′0.5ln(N)

d2ln(2)
, (6.53)

where Vt is the underestimated measured true velocity, V ′
t and r′0.5 are the correct true

velocity and pattern scale respectively, d is the antenna spacing and N is the noise

factor.

Equation 6.53 can be extended to any situation where the cross-correlation func-

tions are attenuated by a factor ρ0, where N is now given by [Holdsworth, 1999a],

N =
−ρ0
1− ρ0

. (6.54)

Previous investigations using the “radar backscatter model” have confirmed or

introduced the following sources of TSE: receiver characteristic differences; antenna

coupling; non-application of noise correction to correlation functions; coarse digitiza-

tion; receiver saturation and antenna characteristic differences [Holdsworth, 1999a]. In

many situations it may not be possible to isolate individual causes.
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Coarse digitization and receiver saturation can be detected and, by modifying

the operating parameters, they can in principle be eliminated. However, the large

variability in echo dynamic range, which can be observed with changes in altitude,

usually mean that a compromise is required (see Figure 6.4).

SATURATION
LEVEL

LOW GAIN

HIGH

(i.e. 4000m)

LOW
HEIGHT

(i.e. 400m)

HEIGHT

HIGH GAIN

DC OFFSET

Figure 6.4: Gain effect on time-series with low dynamic range (high height) and large
dynamic range with a DC offset (low height). Saturation level is the receiver’s dynamic
range limit. For simplicity only the real part (in-phase) of the time-series is shown

In order to obtain successful measurements from higher heights, the gain of the

receivers must be set sufficiently high. However, this may cause the receiver to be

saturated at the lower heights. Alternatively, a background DC-offset in the receivers,

due to slow fading ground clutter, can be present at the lower heights. Therefore

any increase in gain will increase the level of offset and decrease the dynamic range

available before saturation occurs.

Correct application of the noise correction to the correlation functions will remove

noise as a source for TSE, except in cases of small SNR, where an overestimation can

occur [Holdsworth, 1995]. The remaining sources of TSE are related to differences
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between receiving paths (i.e. antennas, receivers, cable lengths, etc.). While consid-

eration in planning, construction and tuning of components can initially reduce or

eliminate the source, long term variability can become a concern as individual compo-

nents age and deteriorate. One obvious example is the tuning of the antennas of the

arrays, which are not only dependent to conditions at the time of tuning (i.e. moisture,

temperature, etc.), but may deteriorate over time due to exposure to the elements.

Receiver-characteristic differences can be estimated by calculating the mean time-

series at a specific height over a large period of time (see Section 6.6.2), however this

is susceptible to any temporal variations in receiver characteristics.

Coupling between the receiver paths can be measured (see section 4.4.2) or mod-

elled (see section 4.4.1). However, the complexity of coupling within an antenna array

means that, even with this information, it would not be possible to counteract the

coupling. By careful minimization of coupling between antennas during design and

construction, the removal of coupling as a source of TSE should be possible.

Underestimation of the velocity by FCA can be due to processes other than the

causes of TSE. Instrumental low-pass filters can cause an underestimation due to the

loss of high-frequency information. A low-pass filter function can be written,

|Y (f)|2 = exp

(

−f 2
f 2o

)

, (6.55)

where fo is the cut-off frequency. The true velocity after filtering is given by [Chandra

& Briggs , 1978],

Vt(filtered) = Vt

(

1 +
1

π2f 2oT
2
0.5

)−1

. (6.56)

The effect of the low-pass filter can be considered negligible if

fo À
1

πT0.5
, (6.57)

(i.e. it is only significant if filtering removes the fading component with periods of the

order of the corrected fading lifetime). Typical values for the corrected fading time

obtained with the VHF BLR are ∼ 1s, therefore for low-pass filtering to be negligible

it is required that,

fo À 0.3Hz. (6.58)
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For the BLR, the Nyquist frequency used is typically 10 Hz, although values as low as

4.8 Hz are sometimes used (see Table 5.1). However, as both of these values are much

greater than 0.3 Hz, low-pass filtering is negligible for the BLR.

High-pass filtering causes an overestimation of the velocity. It is only mentioned

here for completeness; the reader is directed to Chandra & Briggs [1978] for more

detail.

6.6 Instrument effects on BLR FCA

As shown in Section 5.3, comparisons between FCA true velocity obtained from the

VHF BLR and radiosondes launched from Adelaide Airport show an underestimation

in the radar velocities. The small antenna spacing implies TSE may be a cause of this

underestimation.

The “One Dimensional Model” (see Section 6.3) and “Radar Backscatter Model”

(see section 6.4) can be used to create time-series upon which the effects of antenna

coupling, spatial averaging of the diffraction pattern and receiver-differing charac-

teristics on FCA with differing parameters can be observed. The following analysis

mainly deals with the BP Boundary Layer Radar with the antenna spacing remaining

fixed, although other input parameters to the model, namely pattern scale, horizontal

velocity, turbulence and aspect sensitivity are varied.

6.6.1 Coupling effects on FCA

Coupling between antennas depend upon their respective orientation. In general, the

strength of the coupling increases with a reduction in antenna spacing, hence the

potential for it being a source of TSE. The effect of coupling on FCA is dependent on

the sign of the real component of the coupling coefficients. A positive component will

result in a decrease in the measured true velocity, while a negative component will

result in an increase [Fedor & Plywaski , 1972], where the coupling coefficient is given
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by,

α = A+ jB. (6.59)

The coupling coefficients between antennas of the third generation array were de-

termined via modelling (see Section 4.4.1), although actual measurements showed con-

siderable variation in a narrow bandwidth around the operating frequency of 54.1 MHz,

(see Figure 4.10). Due to the finite length of the transmitted pulse and subsequent fi-

nite receiver bandwidth, a range of frequencies centred around the operating frequency

must be included into the coupling modelling. The largest coupling coefficient mag-

nitude measured in the 4 MHz bandwidth, centred on the operating frequency, was

0.012, for the pairing of Yagi A and Yagi B, see Figure 4.10. Any value of coupling

within the desired frequency range will therefore have a coefficient with magnitude

less than 0.012. This limit can be used to gain a measure of the maximum possible

effect coupling will have on the FCA true velocity.

Results from application of the one-dimensional model are shown in Figure 6.5,

with values expressed as a percentage difference between the calculated FCA true

velocity with coupling and the velocity calculated without coupling.

Velocity and turbulent velocity parameters were varied during the investigation,

with ten cycles being performed for each combination of parameters. Using these ten

values, the mean value for each particular combination was calculated after any out-

lying points were removed. The number of successful measurements for low velocities

(i.e. 5 ms−1) and high turbulent velocities (i.e 1 ms−1) was low due to the large variance

created by a relatively large turbulent velocity compared with the background veloc-

ity. This low success rate can be seen in Figure 6.5, where the distribution of coupling

coefficients for a velocity of 5 ms−1 and turbulent velocity of 1 ms−1, is significantly

broader than the remaining distributions.

The trend of the values agree with results obtained by Fedor & Plywaski [1972].

The imaginary component has negligible effect, while the calculated velocity decreases

for a positive real component and increases for a negative real component. For the

VHF BLR, the maximum effect of coupling between antennas on the FCA true velocity
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Figure 6.5: The effect of coupling on FCA true velocity. Values shown are the per-
centage differences from the actual velocity. The behaviour as a function of real and
imaginary components of the coupling coefficient is shown for various velocities and
levels of turbulence. The dashed circle represents the maximum expected level of
coupling for the VHF Boundary Layer Radar.
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will be ∼ 2%, and is independent of the actual velocity or level of turbulence.

6.6.2 Receiver characteristics effect on FCA

A very slow fading background signal had been observed at the lowest heights since

the initial inception of the system in 1997. To remove this background signal, a first-

order polynomial, which was fitted to the data, was removed from the time-series. The

application of higher-order polynomials was tried, but this often introduced undesir-

able behaviour, especially at the edges of the time-series. The first-order polynomial

fit was chosen as a compromise, although it should be realized at times this fit will

not be sufficient to remove the background signal and at other times it may introduce

additional background signal.

The source of the background signal was interpreted to be due to either ground

clutter or a non-constant DC offset in the receivers. As any constant DC offset is

removed by phase-flipping alternate transmitting pulses [Röttger , 1989].

In order to determine the source and strength of the background signal, a daily

average of the time-series at each height and each receiver was calculated, (Figure 6.6).

If ground clutter was the only source of the background signal then the average time-

series would be zero. However, as is shown in Figure 6.6, the in-phase and quadrature

components exhibit non-linear characteristics (i.e. in-phase component of receiver 3 at

300 m), thus implying the addition of a non-linear trend (or offset) to the time-series

was occurring.

The importance of this trend depends upon the relative magnitudes of the dynamic

range of the time-series, compared with the magnitude of the trend. Typical dynamic

ranges for the BLR, (measured in digitized units), obtained from 300 m and 500 m

are ∼ 100− 300, compared with offset values of ∼ 20− 40 (ie ∼ 10%− 40%).

The stability or consistency of the trend over time has two major consequences. If

it is indeed very stable, it would be possible to remove its effect via simple subtraction

of a known background behaviour. Conversely, if it does vary with time, the averages

shown in Figure 6.6 will be underestimations of the offset, due to averaging.
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Figure 6.6: Average time-series for each receiver for the entire day of 14 October 2000.
In-phase component of time-series and a second-order polynomial fit are shown in the
solid line, the dashed line is a similar fit to the quadrature component (quadrature
component not shown). Heights shown are 300, 500 and 1600 m
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Figure 6.7: Six consecutive time-series from 300 m starting 0259 UTC, 14 October
2000. In-phase (top) and quadrature (bottom) components shown separately.

Observations of six consecutive time-series, shown in Figure 6.7, imply the offset

can vary dramatically with time. The third times-series in Figure 6.7 has an offset

several times greater than the dynamic range of the actual time-series (once the offset

is removed). Hence, the trend varies with time and can be very substantial compared

with the times-series. This implies attempts to remove its effects will require a different

fit applied to each time-series.

Using the one-dimensional model, the effect of the addition of a background trend

to the time-series was simulated and results quantified. Even though the receiver

magnitude characteristics, shown in Figure 6.6, can be non-linear, only linear offsets

were considered for two reasons. Firstly, by using only a linear trend it is possible to

gain a qualitative feel for the more complex offset effect. Secondly, to remove very

slow fading clutter, a linear fit has been applied to the data in the past. In certain

situations this may contaminate and bias the time-series. The basic concept of the

linear fit used is shown in Figure 6.8, where the trend δ is given as a fraction of the
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dynamic range of the initial time-series.

∆ D
Dynamic

range

∆ D

δ

linear offset

Figure 6.8: Illustration of the addition of a linear fit to a time-series. Where the actual
height of the offset slope is δ∆D

The effect of varying δ on the correlation functions is shown in Figure 6.9. The

offset can be considered as adding a very slow fading contribution to the time-series.

As the “magnitude” of the offset increases, the width of the auto-correlation function

increases and a “floor” is added to the auto-correlation. The addition of the “floor” is

especially apparent as δ increases and the attenuation of the cross-correlation increases.

Figure 6.9: The effect of receiver differences on auto-(black) and cross-correlation
(grey) functions due to the linear offset δ. The cross-correlation function peak is
denoted by (*)
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The effect of the δ is illustrated in Figure 6.10, where the error in velocity as a

function of δ, is given for a range of initial velocities. The results imply the underes-

timation will increase with an increase in background velocity, along with an increase

in δ.

Figure 6.10: Effect of linear offset applied to one of the time-series used in application
of FCA to model data, with model input velocities of 5, 10, 15 and 20 ms−1.

From Figure 6.10 it can be seen that underestimations of ∼10% require values of

δ being ∼ 50%, although as the background velocity increases, smaller values of δ are

required. It should be noted, that as a first-order polynomial is fitted to the data, it

is extremely unlikely such high values of δ would occur in analysis of real data.

6.6.3 Effect of spatial averaging on FCA

FCA treats the measurement made by each array as if it was a sample of the diffraction

pattern made at a single point. However, with an array of antennas, the measurement

is actually a combination of samples made at multiple points, which are electronically

combined. To observe the effect of spatial average on FCA, the time-series initially
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obtained at each of the 27 Yagi positions (see Figure 3.11), were created via modelling.

A linear combination of the nine time-series corresponding to a single receiving array

was employed, thus giving a final output of three time-series representing each receiving

array. The time-series representing the Yagis at the centre of each receiving array were

used to represent the non-spatially average time-series (labelled normal).

However, the one-dimensional model can not be extended to more than two anten-

nas as it assumes statistical behaviour to create the second time-series with respect to

the first. Any additional time-series created, using the one-dimensional model, would

have the desired correlation with the primary time-series, but may have very little cor-

relation with other secondary time-series, despite the potential for them to be spatially

close. Hence for modelling spatial averaging effects the “radar backscatter model” was

used. FCA was performed on both time-series and the results were compared.

Comparisons between normal and spatially averaged FCA output parameters are

given in Figures 6.11, 6.12 and 6.13, where the effects produced by different input

parameters (i.e. velocity, turbulence and aspect sensitivity θS) are illustrated. The

input values were 5, 10, 15, 20 ms−1 for velocity, 0.0, 0.5, 1.0, 1.5 ms−1 for turbulence

and 10◦, 20◦, 30◦ for aspect sensitivity, with each possible combination of input values

repeated ten times.

Examining Figures 6.11, 6.12 and 6.13, shows that there is no bias in the FCA

true velocity for all variations of input parameters. A very slight bias was observed

in the apparent velocities for all input velocities, which increased with increases in

the turbulent velocity. The dependence of corrected fading time on input velocity (see

Figure 6.11) and pattern scale (see Figure 6.13) was unexpected as the corrected fading

time should only be dependent upon the degree of turbulence, (see Equation 6.39).

Simulations using the one-dimensional model where the input-velocity and turbulence

were varied, found no bias (see Figure 6.14). Neither did simulations where input-

velocity and pattern scale/aspect sensitivity were varied (see Figure 6.15).

The discrepancies between the two models arise from the differences in methods

used to create the simulated time-series. The one-dimensional model assumes certain
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Figure 6.11: Spatial averaging effect on FCA derived parameters (i.e true velocity,
apparent velocity, corrected fading time and pattern scale) from modelled data created
using the “radar backscatter model” (see text). Parameters used in model were 10,
20, 30, 40 ms−1 for velocity, 0.0, 0.5, 1.0, 1.5 ms−1 for turbulent velocity and 10, 20,
30◦ for aspect sensitivity θS. All combinations of these input parameters are shown
with emphasis on velocity input parameters (i.e. 10 ms−1 (blue), 20 ms−1 (red), 30
ms−1 (green) and 40 ms−1 (yellow))
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Figure 6.12: Same as Figure 6.11, except for varying turbulent velocity input param-
eters. (i.e. 0.0 ms−1 (blue), 0.5 ms−1 (red), 1.0 ms−1 (green) and 1.5 ms−1 (yellow))

Figure 6.13: Same as Figure 6.11, except for varying aspect sensitivity input parame-
ters. (i.e. 10◦ (blue), 20◦ (red) and 30◦ (green))
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Figure 6.14: One-dimensional model results showing variation of measured turbulence
(or corrected fading time) with input parameters being 0.5, 1.0, 1.5 and 2.0 ms−1

and background wind velocities of 5, 10 ,15 and 20 ms−1. Corrected fading time was
calculated from FCA principle. Error bars represent standard deviation found from
100 model runs for each combination of turbulence and velocity.

Figure 6.15: Turbulence (or corrected fading time) calculated via FCA from the one-
dimensional model with fixing input turbulent velocity of 1 ms−1, aspect sensitivities
of 5◦, 10◦, 20◦, 30◦ and ∞◦, and background wind velocities of 5 ms−1 (diamond), 10
ms−1 (triangle), 15 ms−1 (square) and 20 ms−1 (cross).



6.6. INSTRUMENT EFFECTS ON BLR FCA 167

statistical properties concerning the time-series with the fundamental concepts of the

model based upon Full Spectral Analysis (FSA), which is the frequency equivalent

of FCA. Any results would therefore be expected to comply with FCA theory, hence

the absence of any bias in Figures 6.14 and 6.15. The “radar backscatter model”

does not assume any properties based upon FCA (or any other analysis technique),

but simulates the behaviour of the scatterers combined with the radar parameters

(i.e. beam-width). The overestimation of turbulent velocities when using data from

the “radar backscatter model” is most likely due to changes in the amplitude of the

returns from individual scatterers due to the spatial power variation of the transmitting

polar diagram [Holdsworth, 1995].

In Figure 6.16, a similar interdependence between velocity and turbulence with

observations of data obtained using the BP VHF Boundary Layer Radar is presented.

The simplicity of the direct comparison and the lack of consideration of other pa-

rameters implies its validity may be weak; however it is included for completeness.

Figure 6.16: Histogram of wind speed and turbulent velocities from FCA analysis of
data taken by the BP VHF Boundary Layer Radar during October 2000
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The observed underestimation in pattern scale is not dependent upon velocity,

turbulence or aspect sensitivity. The pattern scale is used to estimate the isotropy of

scatter (see Section 5.5.2) thus, any underestimation in this parameter may result in

incorrect assumption about the nature of the scattering mechanism being observed.

Further investigation about the effect of spatial averaging upon the pattern scale is

beyond the scope of this thesis.

6.7 Summary

In this chapter, the theory of Full Correlation Analysis and parameters obtained have

been reviewed. Two methods of modelling time-series which are dependent on initial

parameters were given. The application of the two models provided methods to observe

the effect of potential sources of error in FCA derived parameters.

Antenna coupling, which can cause underestimation of FCA true velocities, was

found to be negligible for the VHF BLR. Although the actual values of the coefficients

are hard to quantify, a qualitative analysis found errors in the velocity would be at

the most ∼2% and could be either underestimations or overestimations.

The effect of receiver characteristic differences upon FCA was also investigated.

The addition of linear-offsets was found to cause underestimations in the radar de-

rived wind velocity. The underestimation was amplified by increases in the background

velocity or the slope of the linear-offset. The fitting and removal of a first-order poly-

nomial to the time-series will remove the effect if the offset is purely linear, however,

for non-linear trends some underestimation will still occur.

Spatial averaging, due to the combining time-series for a number of points, sam-

pling the diffraction pattern at different locations, was found to have no effect on

the FCA true velocity determination. However spatial averaging appeared to give an

overestimation of the turbulent velocities, an effect that depended on the background

wind. This overestimation was only present in the “radar backscatter model”, which

was due to the inability of the one-dimensional model to account for the polar diagram
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of the antennas.

The results presented in this chapter emphasize the care and consideration required

in designing, manufacturing and maintaining a VHF Boundary Layer Radar. Poor de-

sign or lack of maintenance can lead to differences in the receiving paths, which will

cause increasing inaccuracies and underestimations in the FCA true velocity determi-

nation.
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Chapter 7

Radio Acoustic Sounding System

As noted in Section 2.4.1 there are significant advantages in using RASS in conjunction

with a VHF radar. A ‘Radio Acoustic Sounding System’ (RASS) consists of a wind

profiling radar and an acoustic source used together to obtain the temperature profile

of the atmosphere. The sound waves generated by the acoustic source modulate the

atmospheric refractive index and produce artificial irregularities that scatter or reflect

radio waves. Depending on the form of the acoustic excitation, the received echoes from

the perturbations are Doppler shifted, to either the transmitted acoustic frequency,

the Bragg frequency corresponding to the speed of sound or a combination of the two.

In this chapter, a brief overview of the history of RASS is presented together with

the background theory and underlying principles. Potential sources of error in the

temperature determination are detailed.

RASS observations were carried out with the BLR, with mixed results. It is shown

that advection of the acoustic wavefront can severely limit the coverage obtained with

a BLR RASS when only a few acoustic sources are used. In order to validate the

methods and procedures being used in the BLR RASS, several trials involving larger

VHF radars were performed. The larger radars were less susceptible to advection of

the acoustic wave, which simplified investigations into the techniques being applied to

the smaller BLR RASS.

Underestimations were observed in the temperatures derived using the BLR RASS,

171
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especially at the lower heights. However, comparisons with measurements of temper-

atures obtained using the large VHF radar/RASS and radiosondes were extremely

good. The potential sources of the underestimations observed at the lower heights

using a BLR RASS is discussed.

7.1 RASS Theory and Implementation

With a RASS, a radar measures the speed of propagation of acoustic disturbances

created by a nearby acoustic source. The speed of sound measured at each height can

be used to calculate the profile of virtual temperature, Tv.

Under the ideal gas law assumption the speed of sound cs, through a standard dry

atmosphere is given by [North & Peterson, 1973],

T =
Mm

γR
c2s, (7.1)

where T (K) is the temperature, Mm is the molecular weight of moist air, γ is the

ratio of specific heats (≈ 1.4), and R is the universal gas constant (= 8314.44 J mol−1

K−1). The molecular weight for moist air is given by,

Mm = M

(

1− 0.378
e

p

)

, (7.2)

where M is the molecular weight of dry air and e (hPa) is the partial pressure of water

vapour. Replacing T with Tv in 7.1 gives,

Tv =
M

γR
c2s =

c2s
401.94

. (7.3)

The RASS virtual temperatures can be derived using Equation 7.3, provided cs is

known.

Once the Doppler shift of the received signal has been measured, Equation 2.3

is used to determine cs. However, the Doppler shift corresponds to the apparent

measured acoustic velocity ~ca which is the vector sum of the true sound velocity ~cs,

and the motion of the ambient atmosphere ~v,

~ca = ~cs + ~v (7.4)
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The measured Doppler shift ca of the RASS echo is therefore the projection of ~ca onto

the antenna beam direction ~n,

ca = ~n · ~cs + ~n · ~v (7.5)

In order to determine the true acoustic velocity, the radial velocity of the atmo-

sphere must be measured and accounted for. A radial velocity of 1 ms−1 will increase

the inferred temperature by 1.7 K. Accounting for the vertical (radial) velocity has

shown to improve the accuracy of derived temperature measurements [May et al.,

1989; Angevine, 1991; Moran & Strauch, 1994]. However, if substantial ground clut-

ter is present and contaminates the vertical velocity estimate, improvement may not

be possible for a RASS using radar beams pointed vertically [Baltink , 1998]. Com-

putational limits in the past wind profilers have used a frequency offset to shift the

RASS echo to near zero-frequency. This meant simultaneous measurements of acous-

tic velocity and radial wind velocity were not easily obtained. However, advances in

computing power and signal processors means that time-series that have large Nyquist

frequencies can now be obtained. This enables simultaneous measurements of clear

air echoes (hence radial velocities) and rass echoes [Angevine et al., 1994]. The in-

crease in Nyquist frequency also reduces the amount of noise and interference that

are folded into the clear air and acoustic spectral peaks, thus quality and accuracy of

measurements is improved.

The upper limit of coverage of temperature profiles obtained with a RASS is pre-

dominately due to two effects. Firstly, if the acoustic wavelength λa is one half the RF

wavelength λe, the energy reflected from each acoustic wavefront adds coherently at

the receiver, thus the signal strength is increased. This is known as the Bragg effect,

cos−1(~ka. ~kr) ≈ 0, (7.6)

where ~ka is the acoustic wave number and ~kr is the radial direction of the radar beam

[Matuura et al., 1986b]. For the Bragg effect to be satisfied at as many heights (and

temperatures) as possible, a range of acoustic frequencies is required. Examples of the

acoustic frequencies required for different radar frequencies are shown in Table 7.1.
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Radar Acoustic frequency (Hz)
Frequency -60◦C 0◦C 40◦C
(MHz) (213 K) (273 K) (313 K)
44.75 87 99 106
54.1 106 120 128
400 781 884 947
1000 1953 2211 2367

Table 7.1: RASS acoustic frequencies required for different radar operating frequencies,
for different atmospheric temperatures.

Secondly, the curvature of the acoustic waves create a focusing effect, that causes

the reflected electro-magnetic waves to be concentrated into a small spot [Clifford

et al., 1978]. The size of the focussed ‘spot’ is determined by whichever beam of the

acoustic source and radar is the narrower. [Clifford et al., 1978]. If the radar beam-

width θe, is smaller than the acoustic beam-width θa, then the spot size (3-dB points)

ρ is equal to the effective antenna radius ae. If the θa < θe then ρ = 2aa, where aa is

the effective acoustic source radius.

RASS techniques were first attempted in the early 1960’s using a ∼ 10 GHz radar.

However the high acoustic frequencies (22 kHz) suffered from strong attenuation, which

limited the maximum height of observations to less than 30 m [Marshall et al., 1972].

The first successful measurements using the RASS technique occurred in the early

1970’s, where a 36.8 MHz radar designed for observations of ionized meteor trails

in the upper atmosphere was used, [Marshall et al., 1972; North & Peterson, 1973].

Temperature profiles up to ∼3.0 km were obtained using the above system in very

light wind conditions, however, stronger winds limited the maximum height coverage

to ∼800 m. The maximum range at which temperature profiles can be obtained with

a RASS has been greatly extended with the use of beam steering techniques, with

measurements to altitudes greater than ∼20 km being obtained by the MU radar in

Japan [Matuura et al., 1986b; Takahashi et al., 1988] (see Figure 7.1).

The maximum range is significantly less for typical wind profilers, which utilize

a vertical beam for RASS measurements. The maximum altitude achieved for large
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Figure 7.1: Temperature profiles obtained by MU radar-RASS observations for six
hours on August 5, 1995. The observation interval was 3.6 min. (Adapted from
Arikawa et al. [1998])

VHF arrays used for stratosphere-troposphere observations is 5-9 km, although this

depends upon background atmospheric conditions [May , 1988]. A high frequency (HF)

radar/RASS operating at 18.8 MHz has achieved measurements of temperatures up to

6.0 km, with good agreement in comparisons with temperatures obtained by nearby

radiosonde soundings [Rapoport et al., 1996].

7.1.1 RASS Limitations

The performance of a RASS is restricted by atmospheric conditions and operating pa-

rameters. The higher acoustic frequencies used for UHF RASS are strongly attenuated

by the atmosphere (∼10 dB km−1), therefore measurements are limited to 1.5 - 2.5

km for ∼400 MHz radars and 0.7 - 1.5 km for ∼1 GHz profilers [May , 1988], while the

acoustic frequencies corresponding to a VHF RASS have negligible attenuation.

The acoustic wavefront is advected by the background wind and distorted by tur-

bulence and vertical gradients in the wind, humidity and temperature. Horizontal
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advection of the wavefront means that the ‘spot’ will move with respect to the anten-

nas. This is the main restriction on the height coverage of VHF RASS [Peters et al.,

1983], although this effect can be reduced by steering the radar beam so that it follows

the effective backscatter region [Matuura et al., 1986b].

Turbulence, especially in the boundary layer, acts to distort the acoustic wavefront,

causing the spot to broaden [Lataitis & Clifford , 1996]. At UHF, the broadening of

the spot results in measurements being obtained from double the range expected by

simple ray tracing calculations alone [May et al., 1996]. Evidence of increased relative

power away from the centre of the main lobe of the antenna pattern, with an increase

in height, has been observed [May et al., 1996]. The spot consists of an intense echo

region, approximately half the size of the transmitting array, surrounded by a region of

weaker intensity [May et al., 1996]. Errors as large as 1◦C can occur if the RASS spot

is displaced off the radar centroid; this effect is especially important at lower heights

[Peters & Kirtzel , 1994].

Temperature gradients (and humidity gradients to a lesser extent) alter the shape

of the acoustic wavefront as it propagates. If the temperature gradient and horizontal

velocity shear are constant, then the acoustic wavefronts are ellipsoids, with the major

axis tilted leeward1 [Takahashi et al., 1988]. The dependence of the maximum height

coverage rmax, on the acoustic velocity (or temperature) gradient C ′, wind velocity

gradient U ′, and effective antenna diameter D, is defined as [Masuda, 1988],

rmax = 0.36

(

D
∣

∣

∣

∣

C ′

U ′

∣

∣

∣

∣

)
1

2

(7.7)

Horizontal velocity ‘leakage’ can create further complications. If U ′ < C ′ then

the effective backscatter region is produced upwind of the antennas, slanted from the

vertical direction [Masuda, 1988] (Figure 7.2).

If the radar used has a large beam-width then a substantial component of the

horizontal velocity from upwind will contribute to the apparent measured acoustic

velocity (Equation 7.5). This effect is analogous to the effect of tilted refractivity

1On or toward the side to which the wind is blowing.
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Figure 7.2: Vertical cross-section of effective backscatter region, where U ′ < C ′ (here
a constant background wind of 2 ms−1 is shown). The regions are shown by shaded
contours as a function of L (m), the distance between the centre of the radar antenna
and the intersection of the normal to the acoustic wavefront and the ground (adapted
from Adachi [1996])

.

surfaces on standard Doppler measurements [Palmer et al., 1991]. To correct for this

effect, the apparent beam direction, ~na, must be used in place of the actual beam

direction in Equation 7.5.

An underestimation in the acoustic speed and temperature will occur if this con-

tribution is unaccounted for. In the lower troposphere the lapse rate is typically ∼ 6

K km−1 [Houghton, 1986], therefore if U ′ is less than 3.5 ms−1km−1 temperatures will

be underestimated.

The RASS-measured temperature at a given range gate represents the mean value

of the sampling volume, which is weighted by the reflectivity [Angevine & Ecklund ,

1994]. This effect is especially apparent at the lowest heights, where the recovery of

the receivers can create a significant gradient in the reflectivity profile [Görsdorf &
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Lehmann, 2000] (Figure 7.3).
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Figure 7.3: Mean range correction due to the reflectivity weighting for wind profiling
radar/RASS operating at (a)482 MHz and (b)1290 MHz (adapted from Görsdorf &
Lehmann [2000])

7.1.2 Acoustic excitation

Either fixed frequency or frequency modulated acoustic sources are used, as summa-

rized below. For further information refer to May et al. [1990].

For fixed-frequency excitation the length of the acoustic pulse relative to the radar

pulse, determines the frequency of the reflected signal. If a continuous-wave (CW),

acoustic source is used (Figure 7.4(a)), then the signal reflected only contains the

frequency of the initial acoustic source. If a short acoustic pulse is used (Figure 7.4(b))

then the signal will consist of the Bragg (acoustic velocity) frequency. A long-acoustic

pulse, which overlaps the radar sampling volume (Figure 7.4(c)), will produce two
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peaks; one at the acoustic frequency and the other at the Bragg frequency. Modulation

of a range of frequencies (Figure 7.4(d)), produces a sharp peak at the Bragg frequency,

provided the correct sweep parameters are chosen .

(a) (b) (c) (d)

ac. br. ac. br. ac. br. ac. br.

Spectra Obtained

Type ofAcoustic Excitation

Radar
sample
volume

Figure 7.4: Illustration of the different acoustic excitation used within the radar sample
volume and the resultant spectra obtained. Where ‘ac.’ is the transmitted acoustic
frequency and ‘br.’ is the Bragg frequency. The different excitation methods are (a)
continuous acoustic source, (b) short pulse, (c) long pulse, (d) frequency modulated
continuous wave

The behaviour of the long pulse (Figure 7.4(c)) will be closer to either the con-

tinuous acoustic source (Figure 7.4(a)) or the short pulse (Figure 7.4(b)), depending

upon its length. The short pulse is optimized if the ratio of the acoustic pulse length

to radar pulse length is ∼0.2, but as the acoustic pulse length decreases so does the

SNR [Adachi et al., 1993].

Although the frequency modulated pulse shown in Figure 7.4(d) is a chirped pulse,

different modulations can be used. Some examples of modulation sequences used

include: sawtooth [Angevine et al., 1994]; comb of frequencies [Peters et al., 1983];

band-limited white noise [May et al., 1990]; pseudo random sequences [Klaus et al.,

2000] and chirped [Masuda et al., 1992].
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Sawtooth excitation can be considered as a coarse chirped wave, especially when the

frequency steps and dwell times are reduced towards zero. The use of single frequency,

short duration pulses has declined in favour of the more accurate, frequency modulated

acoustic excitation [Masuda et al., 1992]. The optimal chirped acoustic pulse satisfies

the following inequality,

∆r

Lfm
√

(2)
À 1, (7.8)

where ∆r is the radar pulse length, and Lfm correspond to the length of the effective

scattering volume for RASS;

Lfm(r) =
ca(r)

|∆Fx|1/2
, (7.9)

where ca(rB) is the acoustic velocity at range r, ∆F is the rate of the acoustic sweep

(Hz s−1) and x is given by,

x = 1 +
Γk2d
∆Fλe

, (7.10)

where λe is the radar wavelength.

Several acoustic excitation techniques were trialed with the BLR RASS. The use of

a random hop was investigated, but spectral analysis of the acoustic source showed bi-

asing toward the centre of the frequency range being used. The biasing was determined

to be due to the selection of frequencies being only ’pseudo random’.

Triangle sweeps were also trialed. However, the repetition of frequencies when the

sweep reversed, caused over-representation of these frequencies which resulted in non-

uniformity of the spectra for individual time-series. However, if enough time-series

were incoherently integrated, this effect was averaged out.

A sawtooth excitation was found to be the most effective, as it approximated a

chirped wave and was relatively easy to produce. The acquisition of RASS measure-

ments with the BLR are discussed in the next section.
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7.2 VHF BLR RASS

A single acoustic source was used for the initial attempts at implementation of a BLR

RASS. An Electro-Voice MH4020C horn speaker mounted in a trailer for mobility was

used. The long wavelengths of the acoustic frequencies used meant the beam-width of

the acoustic source was substantially larger than the radar beam-width, so the spot

size had a similar diameter to the transmitting array (i.e. ∼15 m).

The Nyquist frequency (see Section 2.2.1) for RASS observations needs to be large

enough to account for the large Doppler shift of the RASS echo (∼ 120 Hz). A value

of ∼ 160 Hz was chosen for the Nyquist frequency, which is large enough that any

windowing effects on the RASS echo are negligible. This Nyquist frequency is sixteen

times greater than the Nyquist frequency used for spaced antenna wind measurements

(10 Hz).

A RASS dataset of the same duration (i.e. 52 seconds) as a spaced antenna dataset,

would be sixteen times as large, requiring a substantial amount of transfer time be-

tween the RDAS and control computer (Section 2.4.3). In order to minimize the gap

between datasets, while still obtaining usable datasets, a record length of 6.4 s and a

maximum height observation of 3.0 km, were chosen. This resulted in a transfer time

of ∼ 5 s, such that adata-set was obtained every ∼ 11− 12 s.

The most significant restriction in measurements obtained with a VHF BLR/RASS

was the size of the spot. A light to moderate wind of 5 ms−1, results in the spot being

advected horizontally by 15 m after propogating for 3 s (i.e. 3 s≈ 1 km range coverage).

Because the BLR is not capable of beam-swinging careful positioning of the acoustic

source upwind of the antenna array was required. Wind profiles obtained from FCA

measurements were used in order to estimate the required position of the speaker.

The position of the centre (highest point) of the acoustic wavefront was calculated via

integration of the wind profiles (u, v). In order to obtain RASS echoes from height ro,

the approximate position of the speaker (x, y), is given by,

x = −
∫ r0

0
u(r) dr (7.11)
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y = −
∫ r0

0
v(r) dr (7.12)

Because wind measurements did not extend to the ground a linear interpolation be-

tween the velocity at the lowest observed range and 0 ms−1 at the ground level, was

applied (Figure 7.5).

Figure 7.5: Illustration of the determination of the ideal speaker placement, using
FCA derived wind profiles from 1630 UTC to 1700 UTC on 23rd September 1997. (a)
The zonal u (solid line) and meridional v (dashed line) profiles, (b) and (c) are the
zonal and meridional displacement of the centre of the acoustic wave, assuming that
the acoustic source and radar are co-located and (d) the placement of the speaker in
order to gain measurements for different heights, (each 500 m increment is represented
by a square).

This is a simplistic determination of the wavefront position since it does not take
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into account the modification of the wavefront due to temperature gradients, wind

velocity gradients and turbulence [Matuura et al., 1986b]. Application of ray-tracing

techniques was beyond the scope of this thesis, but it would improve the initial place-

ment of the speakers [Takahashi et al., 1988]. However, the absence of measurements

in the lowest ranges (below 300 m), and subsequent assumptions regarding the form of

the wind profiles need to be carefully considered, as they affect any ray-tracing results.

Once the speaker was placed at the pre-determined position, a brief trial was

performed using a fixed frequency CW acoustic wave. A continuous frequency creates

a backscattered signal at that frequency (Figure 7.4(a)). Observation of a narrow

band centred around the acoustic frequency enabled determination of whether or not a

measurement from each height could be obtained for given background wind conditions

and placement of the acoustic source. A further refinement in the position of the

speaker for optimal coverage was accomplished through examination of the relative

strength of the single frequency as observed in the three individual receiving arrays.

Changes of only 2-3 metres in the position of the speaker were found to have sub-

stantial effects on coverage. The coverage could change from no coverage at all to a

height coverage of over 800 m being obtained. The complications of trying to locate

the spot were further compounded by constantly changing winds. This trial-and-error

method was time-consuming and often not very successful. Eventually some mea-

surements were obtained, which were then be compared against virtual temperatures

measured by radiosondes.

If the single-frequency-acoustic-excitation test showed that it was possible to ob-

tain measurements from a range of heights, then a complete RASS observation was

performed. The acoustic source was allowed to run non-stop, sweeping through a given

range of frequencies. A typical acoustic excitation involved stepping from 118 Hz to

123 Hz, with 0.05 Hz steps and a dwell time of 100 ms with each step. At 54.1 MHz,

these frequencies would cover the range from -11◦C to 15◦C. With a lapse rate of 7◦C

km−1 and a ground temperature of 17◦C, this corresponds to a height range from 500

m to 4200 m. One complete sweep took ∼ 5 s to complete. To obtain statistically
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reliable spectrum it was necessary to incoherently average spectra, from 5 s data sets

accumulated over a period of five minutes.

Intermittent interference was often detected. Isolation of this interference was

complicated, as its frequency was not fixed. The strength of the interference would

decrease with height which suggested the source of the interference was internal to the

RDAS. The presence of the interference at the highest heights enabled a filter to be

designed and then applied to the lower ranges. However, if the interference was at

the same frequency as the RASS echo, then corruption of the data was unavoidable,

although the filtering did reduce the effect.

Figure 7.6 shows the RASS-derived temperature profiles obtained on 15th Septem-

ber 1997, together with temperature observations from two radiosonde flights launched

from Buckland Park just prior to, and after, the RASS acquisitions. A pronounced

underestimation in the RASS derived temperatures, compared with the sonde temper-

atures, is apparent.

The underestimation observed (Figure 7.6), suggested that frequencies less than

the Bragg frequency were enhanced in the spectra.

It was discovered that the acoustic sweep reset at the start of each data acquisition,

hence the sweep was locked to the acquisition cycle. This synchronization resulted in

a bias toward the frequencies at the start of the sweep (Figure 7.7). This effect was

highlighted by running the sweep forwards (i.e. 122 Hz to 117 Hz) and then backwards

(i.e. 117 Hz to 122 Hz), where a difference of ∼ 2◦C was observed between the two

different sweeps.

Unfortunately, this was not enough to account for all of the underestimation, al-

though it reduced it by half. The RASS control, which was initially an integrated

part of the RDAS, was removed and isolated in a separate computer running a Linux

operating system. Although, this enabled total isolation of the start of the data ac-

quisition cycle and acoustic excitation sweep, it complicated attempts at unattended

operation. The remaining underestimation suggests than an over-representation of the

lower frequencies of the sweep was still a factor.
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Figure 7.6: RASS measurements made on 15th of September 1997. Virtual tempera-
ture measurements from co-located sonde launches at 0245 UTC (solid line) and 0554
UTC (dashed line) are shown. Rass measurements were obtained from 0235 - 0242
(squares), 0352-0357 (cross), 0447 - 0459 (diamonds) and 0532-0548 (triangles)
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Figure 7.7: Illustration of the effect of synchronization of acquisition and acoustic
sweep start times.

The specifications of the speaker showed that the frequency response was not flat

around 110-130 Hz (Figure 7.8). The variability in the frequency response, suggested

that the speaker was not optimal for RASS measurements for a radar operating at

VHF. Although the frequency response suggests an enhancement would actually occur

at the higher frequencies not the lower, thus an overestimation would occur (Figure

7.8).

Additional sources, located at different positions relative to the radar antenna

would increase the occurrence of a ’spot’ being observed by the radar and hence extend

the height coverage. This along with the need for optimal sound sources, motivated

the purchase of four new speakers from VAF Pty Ltd 2.

The speakers were specifically designed so that they could also be used with the

large VHF ST radars located at Buckland Park and Mt. Gambier, which operate at

2VAF: www.vaf.com.au
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Figure 7.8: Axial frequency response of Electro-Voice MH4020C horn.

54.1 MHz and 44.75 MHz, respectively. The design specifications included: porta-

bility; flat response over the range 80 Hz to 130 Hz (which corresponds to ∼-90◦C

@ 44.75 MHz and ∼50◦C @ 54.1 MHz, respectively); relatively high power ∼140 dB

(for upper troposphere measurements using the larger VHF arrays); and durability in

harsh environmental conditions. The specifications of the speaker, which was designed

and manufactured by VAF, are given in Appendix I. All the design goals for the new

speaker were met, although deterioration of the speakers has been observed due to

exposure to the weather.

A campaign with three of the speakers, (the fourth speaker was sent to Mt. Gam-

bier), occurred at Buckland Park during December 1999. The campaign took place

from the 10th December 1999 to 12th December 1999. The main purpose of the cam-

paign was too attempt to simulate an unattended operational situation. Fifty data-sets

(∼ 9 minutes) of RASS measurements were taken every hour. These fifty data-sets

were incoherently averaged together to produce a representative spectrum for each

height and each hour during the campaign.

Synoptic chart forecasts before the trial period predicated a large, slow moving,

high pressure system would direct south to south westerly winds at the surface level,

over the field site. Therefore, to maximize coverage, the speakers were placed on the
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Figure 7.9: VAF E-115 RASS speaker at Buckland Park

NW, SW and SE corners of the antenna array. However, post analysis of the campaign

data highlighted the restrictions involved in the use of only a few sources with a small

antenna array. At the start of the observations, coverage was obtained up to 1.5 km,

see Figure 7.10. This was a result of light winds and a vertical shear in the zonal

wind component at 1 km, which effectively advected the spot back over the antenna

array. Several hours into the campaign the shear weakened until the lowest 3 km of

the atmosphere consisted of south-westerly winds, with a magnitude of 10 ms−1 above

1 km. This meant only one of the speakers was actually upwind of the antenna array.

The advection of the spot was very pronounced with such large velocities . In Figure
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7.10, the reduction and eventual loss of height coverage of the RASS echo is shown by

1125 UTC.

Figure 7.10: Frequency-height cross-sections from the RASS campaign to test oper-
ational conditions, 10-12th December 1999, at Buckland Park field site. Each cross-
section consists of the combined spectra acquired during ∼ 10 minutes of acquisition
time (i.e. 50 data sets), the data shown was acquired on 10th December 1999 at
0810 UTC (top left), 0915 UTC (top right), 1020 UTC (bottom left) and 1125 UTC
(bottom right)

A comparison between the few temperature profiles obtained and measurements

from radiosondes launched from Adelaide Airport, showed the same underestimation

as previously noted. Investigation of the potential source of underestimation was

hampered by the difficulty in obtaining the spot. Attempts at observing the effects of
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different acoustic excitation techniques were unsuccessful, with the continual reposi-

tioning of the speakers required. It was not possible to definitely determined whether

a change in performance of the BLR RASS was due to different operating parameters

or a change in atmospheric conditions, without continual repetition of earlier results

for validation of every minor change made.

The RASS was applied to the larger VHF arrays at Mt. Gambier and at Buck-

land Park, in order to check that neither the RASS analysis techniques, operating

parameters or the acoustic sources that were being used, were the source of the un-

derestimation.

7.3 RASS with ST Radars

After the difficulties associated with finding the ‘spot’ using the small VHF BLR array,

the large array of the Mt. Gambier system provided a superior platform to obtaining

RASS temperature measurements. The large array of the system produced a spot size

comparable in size to the array and was easily observed. There were two campaigns

involving the application of RASS to the Mt. Gambier system. The first campaign

was a brief “proof of concept” trial on the 10th August 1998. The second trial involved

simulating an operational situation and took place from 20th to 21st December 1999.

The following discussion is based solely upon the second trial.

The Mt. Gambier array has six receivers. Different combinations of antennas can

be used, depending upon the type of experiment being performed. However, for the

RASS campaign the array was broken into six groups, (Figure 7.11).

For simplicity, the acoustic source was placed at the centre of the array. The

campaign was run on a similar basis to the BLR campaign, with RASS measurements

attempted once every hour. However, the data transfer rate between the RDAS and

the control computer was substantially slower than the BLR transfer rate. Hence, in a

five minute period only 10 data-sets were obtained. However, due to the large antenna

(and spot) size, measurements were easily obtained and incoherent averaging of the
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Figure 7.11: The layout of the Mt. Gambier ST radar/rass. The configuration of the
six antenna sub-arrays are shown. The position of the acoustic source for trials on
20th to 21st December 1999 is shown.

spectra was not required.

The acoustic excitation was controlled via a sound card in an additional computer.

The type of excitation used was a sawtooth modulation, sweeping from 103 Hz to 93

Hz, with a step size of 0.1 and dwell time of 60 ms.

An example of the rass echo obtained by the six receiving arrays of the Mt. Gambier

VHF radar is shown in Figure 7.12. The movement of the spot can be clearly seen

in Figure 7.12, where strong echoes at the lower heights ∼1 km, were received by

antenna group 0. While the strongest echoes received by antenna group 5 were at ∼4

km, therefore it was deduced that the spot was eventually advected to the east-south-

east out of the observation range of the antenna array.

The Mt. Gambier radar is located adjacent to a meteorological observation sta-

tions, which launches a single radiosonde each day at ∼2300 UTC. Comparisons be-

tween RASS derived temperatures and radiosondes were excellent, Figure 7.13. A
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Figure 7.12: Frequency-height cross-sections of the RASS echo obtained from 0108
UTC to 0113 UTC on 21st December 1999, using the Mt. Gambier ST radar. The
orientation of the antenna groups with respect to the centre of the array was NW, N,
NE, SW, S and SE for antenna groups 1 - 6 respectively

consensus averaging algorithm was applied to the RASS data to help accurately de-

termine the Bragg frequency at each specific height.

This algorithm consisted of several steps designed to eliminate spectral interference

created by internal and external sources. Firstly, the spectra from all six receivers at

each height was incoherently combined together. In order to isolate any potential

RASS peaks, a Gaussian fit was applied to the six most prominent peaks in the spec-

tra that were within the range of possible Bragg frequencies. Any peaks that had

insufficient SNR, or a width that was too large or small were rejected. At each height

it was found that typically only one peak satisfied the above requirements. Using the
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Figure 7.13: A comparison of temperatures between a radiosonde launched 2316 UTC
on 20th December 1999, (black line) and RASS derived virtual temperatures (red line),
obtained from 0010 UTC to 0015 UTC on 21st December 1999. The six best estimates
of the Bragg frequency are given at each height, (where possible). The value with the
largest SNR is used to plot the temperature profile, (see text for further description).
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values obtained from all the times-series within the observation period, the mean and

standard deviation of the peak distribution was calculated for each height. Any peaks

that were several standard deviations away from the mean value were rejected. The

peak with the largest SNR in the remaining distribution, was taken to be representative

of the Bragg frequency at that height.

The coverage of the Mt. Gambier VHF ST radar/RASS compares well with the

coverage obtained with the INSU/Météo radar at CNRM/Toulouse, operating at 45

MHz, when a single acoustic source at the centre of the array was used [Klaus et al.,

2000].

During the Mt. Gambier RASS campaign, no complaints of noise pollution were

received, even when night time observations were being conducted. This was due

to the local topography of the land, with the radar situated in a slight depression

and no residential properties being nearby. However, the trials at Buckland Park,

where night time operation was similarly performed, did produce some complaints

from nearby residents. The local topography of BP is extremely flat with the noise of

the RASS being audible at distance over 1 km away from the acoustic source in quiet

conditions. In addition, the isolation of the surrounding area near BP results in any

anomalous background noise being extremely noticeable.

Two brief campaigns were run to temporarily implement a RASS to the large VHF

ST radar at Buckland Park. The campaigns occurred on 24th August 1998 and 22nd

October 1999. Measurements from the 22nd October 1999 campaign are shown in

Figure 7.14. In the second campaign, up to three speakers were used as acoustic

sources. During observations from 0819 UTC to 0847 UTC, two of the sources were

situated on the NW and SW corner and the third source was in the centre of the array

(Figure 7.14(a)). The second set of measurements, taken from 0851 UTC to 0903

UTC, used only a single acoustic source, situated in the middle of the south edge of

the array (Figure 7.14(b)).

Although no simultaneous radiosonde soundings were available during the VHF

ST radar campaign, the results obtained still provided insight. Comparisons between
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Figure 7.14: Frequency-height cross-section showing the RASS echo obtained with
the Buckland Park ST VHF radar. The entire array was combined together, and
connected to a single receiver. The relative strength of the echo as a function of height
and frequency is given by the evenly spaced contour levels, (with arbitrary units). The
observation periods from 22nd October 1999, were (a) 0819 UTC - 0847 UTC and (b)
0851 UTC - 0903 UTC.



196 CHAPTER 7. RADIO ACOUSTIC SOUNDING SYSTEM

the two set of measurements show very similar behaviour. This is despite the different

observation periods used, with the duration of the first set being more than twice

the duration of the second set. Hence, with a large antenna system such as that of

the BP VHF ST radar, the spectra of the RASS echo will be fully resolved within

a relatively short period. Once the peak is fully resolved, additional measurements

will not improve the measurements and may even cause spreading of the peak due to

temporal variations and evolution.

Additionally, the use of extra sources in the first set did not give any obvious

advantage over the second set of measurements. The implication of this result is that

careful consideration of the position of the sources is required in order to improve the

coverage.

7.4 Discussion

The temperature underestimations found with the BLR RASS, were not due to op-

erational parameters or the acoustic source. Accurate measurements of temperature

profiles were obtained with a larger VHF radar, using exactly the same techniques and

acoustic sources.

Two possible causes of the underestimation were discussed briefly in Section 7.1.

When the horizontal velocity gradient is less than the acoustic velocity gradient the

effective backscatter region is on the windward side of the array. Consequently the

broad beam of the BLR means that returns occur from off-zenith in the windward

direction (Figure 7.2). The influence of the horizontal velocity would therefore act

to reduce the apparent speed of sound, and reduce the inferred temperature. This

effect only occurs during conditions of low wind shear, which are often associated

with light winds. Light winds are required for good height coverage when using a

RASS. It is probably that during periods of excellent RASS coverage, the likelyhood

of temperature underestimation at the lowest heights is increased.
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The second potential source of underestimation is due to the profile of the reflec-

tivity and the range-weighting function of the receiver. The combination of these two

effects will usually result in a positive gradient in signal power at the lower heights

and a negative gradient in the upper height [Görsdorf & Lehmann, 2000]. The overall

effect leads to an underestimation of temperatures at lower ranges and an overesti-

mation at upper ranges. Measurements of temperatures using the BLR RASS from

the upper heights were too few to even qualitatively suggest an overestimation was

occurring.

Two potential sources of the observed underestimation in the temperature profiles

using a BLR RASS have been presented. However, further investigation is beyond the

scope of this thesis.

7.5 Summary

The application of RASS to the BLR and larger VHF radars highlights several diffi-

culties that can occur when trying to operate a BLR RASS.

Even when using the large array, the position of the acoustic source relative to the

radar antenna array has a marked effect on the height coverage. It was observed than

even moderate horizontal winds of 5 ms−1 advected the spot by ∼15 m horizontally,

within the time it took for the acoustic wavefront to propagate to an altitude of 1

km. Despite this problem, with the use of larger arrays (∼ 100 m) it was possible to

accurately obtain temperature measurements up to 5 km.

Ideally, RASS observation using a small-array radar would require many acoustic

sources spread around the profiler, instead of a few large sources. While the acoustic

sources built by VAF Pty Ltd, were suitable for coverage of the middle troposphere

using a VHF ST radar/RASS, they were not suitable for obtaining good coverage using

a BLR, with its associated wide beam. However, the area over which the acoustic

sources would need to be spread, would be several times larger than that required

for the antenna array. Phased arrays of acoustic sources could be used to steer the
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acoustic wave windward, however the quality of the acoustic beam would be extremely

sensitive to the turbulence within the boundary layer.

Two potential sources of underestimation in the temperature profiles were pre-

sented, with both possibly occurring simultaneously. Further analysis is required in

order to determine if the range-weighting effects are appreciable. The effects of hori-

zontal contamination when the region of effective backscatter was off-zenith and wind-

ward were also noted. It may be possible to determine the extent of this effect by

using in-beam interferometry to determine the angle-of-arrival and this remains to be

investigated.



Chapter 8

Summary

This thesis has covered the basic development, refinement and modifications to a

prototype Very High Frequency (VHF) Boundary Layer Radar (BLR).

This summary will bring together some of the main aspects of this research with

suggestions for further work.

In Chapter 2, The design goals of a portable, flexible and easily transportable

BLR were presented. Two fundamental questions were asked and then answered,

namely ‘Whether to use VHF or ultra high frequencies (UHF)?’ and ‘Whether to

use spaced antenna (SA) or Doppler beam steering (DBS) techniques’. There is no

absolute answer to these two questions, as all possible combinations of these choices

have advantages with respect to each other. For a number of reasons the final design

consisted of a radar operating at VHF using a spaced antenna configuration.

UHF echoes are usually dominated by precipitation reflects, making simultaneous

determination of the clear air vertical velocity often not possible, At VHF however,

precipitation and clear air echos can be seperately distinguished. VHF radars, un-

like UHF radars, do not suffer interference from birds, bats and insects. Additionally

acoustic frequencies required for UHF RASS application are heavily attenuated, com-

pared with acoustic frequencies for VHF RASS, so in principle the temperature can

be measured over a greater range.

SA operation was chosen over DBS for several reasons. The need for a small

199
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far field results in a small-scale array and hence wide beam-width at VHF. Aspect

sensitivity will reduce the side-lobes contributions for SA. However, for DBS techniques

aspect sensitivity combined with the wide beam-width of the radar, will require a

large oblique angle to be used. This will increase ground clutter and cause significant

height smearing in the measurements. The use of a simple vertical beam removes

the complications of beam steering. Superior time resolution is obtained with SA as

only a single measurement of an area is required as opposed to three measurements of

different regions needed for DBS. The use of multiple receiving antennas enables the

spatial structure of the scatterers to be determined. Interferometry techniques can be

used to determine the angle of arrival of signals.

In Chapter 3, the evolution of the antenna array was considered, with three gen-

erations of development detailed. The initial simple design of the array provided a

wide bandwidth necessary for lower height, small transmitted pulse width operation.

A desire for an increase in gain, minimization of the side-lobes and simpler construc-

tion resulted in two further modifications to the array. The number of antennas used

increased from 12 to 27. However, the spacing between antennas was reduced from

0.7λ to 0.5λ, so that the overall size of the array only increased slightly, but with an

increase in gain. The final layout of the array consisted of three arrays of nine three-

element Yagis, with individual reception on each group and all three groups used for

transmission.

Further investigation of the system was continued in Chapter 4, where calibration

values were measured and/or calculated. Using a noise generator the absolute received

power was determined. Numberical modelling enabled various important aspects of

the system to be investigated. These included not only the beam pattern of the array

and gain, but also the coupling between array elements. The third generation array

has a gain of 15 db with a beam-width (3-dB point) of 30 − 32◦ for each array on

reception, and 19 dB and 16− 18◦ for the whole array on transmission. The modelled

and measured values of coupling agreed well, with values of less than -44 dB obtained.
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The performance and coverage of the system was assessed in Chapter 5 . Improve-

ments to the antenna array were reflected in improved performance of the system. The

BLR was operated in a variety of conditions that can affect the height coverage of the

system. This motivated the development of different modes of operation to maximize

height coverage, albeit at the cost of temporal and height resolution. Measurements

from 300 m up to over 8 km have been observed with the BLR.

Expoitation of the SA technique enables a number of important atmospheric pa-

rameters to be studied. The range of pattern scales obtained on average ranged from 9

to 12 m. Measurements of the random horizontal velocity (turbulence) were typically

less than 1 ms−1 although they could be as large as 4 ms−1. The average vertical

velocity was determined to be ∼ 10 cms−1. No influence of the horizontal winds was

detected in these measurements, implying this was not an artifact caused by the an-

tenna beamed pointing off zenith. Further investigation of the vertical velocities is

required.

A detailed evaluation of the accuracy of wind measurements was accomplished by

comparisons with in-situ measurements obtained from radiosonde launches from Buck-

land Park and Adelaide Airport, and measurements obtained by aircraft near the field

site. Comparisons of velocity measurements were very good, with the results similar

to those obtained by other authors. Correlation values were ∼0.96, with horizontal

velocity RMS values in the range 1.25 to 1.65 ms−1. A least-squares fit to scatter-plots

gave values for the slope of ∼0.9, implying SA winds were underestimating horizontal

velocities by ∼10%. Further investigation of the underestimation showed a potential

dependence with time, perhaps implying a long-term deterioration of the system (eg

antennas) may be a case.

Calibrated measurements of reflectivity and C2
N showed the ability of the BLR to

accurately resolve the fine structure of the atmopshere, with layers that had vertical

extent of only 100 m or less, being a feature. Detection of the top of the BL is

particularly clear using the BLR.. In order to determine the value of C2
N , a method

for determining isotropic scatter was presented. The values of C2
N obtained in the
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lowest 1-2 km were typically 10−14.5 to 10−16.5 m−2/3. These values compare favourably

with measurements obtained by some authors, but showed an underestimation with

respect to the values obtained by others. Comparisons with in-situ measurements are

required to fully validate the techniques used here. It should be noted that in order

to accurately obtain measurements of C2
N at a given height a successful FCA results

must be obtained and the scatter must be isotropic. The combination of these two

requirements resulted in limited coverage of measurements.

Observations of rain echoes highlighted the ability of the BLR to discriminate clear-

air echoes from echoes due to precipitation. Investigation of the rainfall rates using

calibrated measurements is on-going [Lucas et al., 2000].

The velocity underestimation motivated an investigation of possible causes. Two

models were used to provide artificial time-series that enabled simulation of the effects

of antenna coupling, receiver characteristics, and spatial averaging on the FCA. It was

found that coupling either caused an underestimation or an overestimation of the ve-

locity, depending on the coupling-coefficient values. Whatever the situation, the effect

on the BLR was determined to be at most ∼2%. Differing receiver characteristic can

cause underestimation of horizontal velocities. Significant offsets were observed in the

time-series at the lower heights, suggesting this may be one cause of velocity underes-

timation. Although pre-analysis detrending of the data generally minimized the effect,

in certain situations it introduced further underestimations. The final potential cause

examined was spatial averaging; this was found to produce no overall bias.

Chapter 7 dealt with operating a RASS system using a BLR. Several problems

specific to a BLR RASS were observed. The small antenna size resulted in moderate

background winds advecting the acoustic wave away from the radar in a relative short

time, hence the height coverage was limited. When measurements were obtained,

a height dependent temperature underestimation was observed. Observations using

larger VHF radar did not show this bias, in fact excellent agreement was obtained in

comparisons with co-located radiosonde measurements. Hence, the underestimation
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was deduced to be due to an artifact of the BLR. Two potential sources of under-

estimation were considered. The wide antenna beam in certain situations can cause

measurements to be obtained obliquely, thus introducing horizontal wind leakage into

the sound velocity. Secondly, the weighting of measurements by the background power

profile, which is an artifact of the atmosphere and receiver recovery is also a factor at

the lowest heights.

This thesis has detailed the development of a BLR that has been successfully

applied to observations of the lower atmosphere. The performance of the system

is comparable to that obtained by UHF radars at a similar stage of development.

Measurements at the moment are possible from as low as 300 m up to occasionally as

high as 8 km . Further refinement of the system will only improve the height coverage

and the data acceptance rate at all heights. As this is a new tool for observing the

lower atmosphere the areas of future research are boundless, with a few examples given

in the next section.

8.0.1 Further Work

The potential uses of the BLR in observing the lower atmosphere are numerous. The

further work presented here can be broken into two categories; applications of the BLR

and improvements to the system.

The BLR is an ideal platform for observing meteorological events. Already it has

shown potential for studying frontal passages and the development of the boundary

layer, to give just two examples. In particular cold fronts (cool changes) which cross

South Australia in the summer are very shallow with a depth of ∼ 1− 2 km. Further

study of the development of the boundary layer and in particular the formation of

nocturnal jets and interaction of frontal passage with inversions is possible.

Using the BLR for precipitation studies has only just begun at the time of writing;

with encouraging results [Lucas et al., 2000]. The development of the sea breeze is an

ideal area for studies, especially considering the close proximity of the field site to the

ocean. Basically almost any dynamical process within the lowest few kilometres is a
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prime candidate to be observed and investigated with the BLR.

Further investigation of the temperature underestimations observed using the BLR

RASS is required. Calculation of the range-weighting of the power profile is necessary

to determine the effect that this has on the derived temperature profiles. Analysis

of the angle-of-arrival of the RASS signal will enable removal of the effects of the

horizontal and vertical background winds. The use of multiple smaller acoustic sources

will assist in maintaining a RASS spot within the antenna array. The use of a large

acoustic array is one area of investigation which could be examined. If a large enough

acoustic array is used then the spot size would increase in proportion to the size of

the acoustic array.

With further improvements to the system, the accuracy and range of measurements

will be increased. Further validation of the calibration technique is required. Contin-

ued comparison with in-situ measurements of C2
N provide one source of validation.

Measurement of rainfall rates is another method for calibration. Phase calibration of

the receivers using Galactic sources, provide a method for daily checks on the stability

of the receiver characteristics.

Pattern scales typically observed by the system were typically larger than the

receiving array spacing, thus suggesting the antenna spacing may be slightly too small.

However, careful calculation of the effect on the antenna beam pattern, in particular

the side-lobes, is required before any changes to the array are implemented.

One of the first areas which needs to be looked at are the T/R switches, with all

three presently used being different from each other. Minimization of ringing and rapid

recovery of the receiver are crucial for lower height coverage, hence the T/R switches

must be optimized.

Saturation of the receivers at the lower heights imposed a restriction on the gain

used, which in turn reduced coverage from the upper heights. Increasing the dynamic

range of the receivers will allow an increase in the gain, hence allowing an improvement

in upper height limit while still maintaining the lower height coverage. This would

reduce the need for different operational modes and allow better time resolution.
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Investigation into filtering of the data using the model is required to help improve

the quality of data. Application of wavelet analysis would help in the detection and

removal of reflections from aircraft, without having to reject either part or all of the

time-series.

Finally, application of consensus averaging to measurements would help improve

the quality of the data, introducing comparisons with adjacent heights and times may

help to detect outliers. However, the large variability observed in the lower heights

means such comparisons may produced large difference, when the measurements are

real.
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Appendix A

Glossary

a2 universal constant taken to be 2.8
aa effective acoustic radius
aa effective antenna radius
Ae effective antenna area
A1(f) amplitude spectrum
A2(f) amplitude spectrum for the second time series
A2

noise recorded signal at the output of the receivers due to the
noise generator

A2
extra additional noise of generator

A2
0 recorded noise level when no power is present at antenna

outputs
At amplitude of record signal at the output of the receivers
Az eddy exchange coefficient
B bandwith of the receiver
c speed of light
ca apparent speed of sound
cs speed of sound
Cp specific heat at a constant pressure
C2
n(r) turbulent refractivity structure parameter

C ′ acoustic velocity gradient
d duty cycle
d antenna spacing
di sampling point
D diameter of antenna
e partial pressure of water vapor (hPa)
f Coriolis parameter
fD position of Doppler shifted scattered signal
fo operating frequency of the radar
fo cut-off frequency
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f(x, y, t) complex voltage of the diffraction pattern measured by
an antenna

g acceleration of gravity
g gain of system including effect of T/R switches, pre-

amplifier front ends, receivers and cables
G(dBi) gain as measure of the response of the antenna as a

function of direction
g axis antenna power gain with no feed-line loss
gs system gain
gt axis antenna power gains for transmitting arrays
gr axis antenna power gains for receiving arrays
h offset height; height of the slope
h boundary layer depth
h CBL depth
I1 currents in antenna 1
I2 currents in antenna 2
I1o currents in antenna 1 for odd mode of excitation
I2o currents in antenna 2 for odd mode of excitation
I1e currents in antenna 1 for even mode of excitation
I2e currents in antenna 2 for even mode of excitation
Ii current flowing from antenna i
IT total current from combination of all antennas in the

array
k Boltzman’s constant
k von Karman’s constant (= approximately 0.4)
ka acoustic wave number
kr radial direction of radar beam
Kw complex refractive index of water
l electrical length of the line
l cable length (m)
l one-way atmospheric attenuation
lr finite bandwidth loss of receiver
lr receiver loss factor
Lfm effective scattering volume for RASS
Lo outer scale length of turbulence spectrum
M number of points or samples in the time-series
M molecular weight of dry air
Mm molecular weight of moist air
Mn n-th classical spectral moment
M gradient of generalized potential index of refraction
n refractive index of air
n complex loss coefficient
Ne number density of electrons
Nc critical plasma density
Nc number of coherent integrations
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Nf Nyquist frequency
N(D) drop-size distribution
N noise level
< N > noise power
N amplitude
n complex loss coefficient
N noise factor
Noffset noise offset due to receivers
p amplitude reflection coefficient of the discontinuity
p pressure
p atmospheric pressure (hPa)
po pressure
Pa average transmitted power
P (f) typical power spectrum
Png noise generator power
Pp peak pulse power
Pr reflected power
P (r0) signal at the receiver’s output
P (r0) weather radar equation which relates the signal at the

receiver’s output
PS height of Doppler shifted scattered signal
Psignal coherent signal; power at output of antenna
Pt transmitted power
Pt transmitted peak power
P (w) precipitation echo
q specific humidity
Q heat input
rB Bragg height
r range
R range
R rainfall rate
R universal gas constant
Ra impedance of load
Rax axial ratio
rminor minor axis of the characteristic ellipse
Rm gas constant for moist air
R[n] n-th derivative of the auto-covariance/auto-correlation

function
Ro characteristic impedance of line used to feed the antenna
r0.5 pattern scale; measure of the average “radius” of the

characteristic ellipse
r′0.5 pattern scale
r0 range to the centre of scattering volume (metres)
ro boundary between far field and near field
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s sin (θ)
< S > signal power
< SNR > signal to noise ratio
t time
t temperature
T sampling time
T sampling interval
T absolute temperature (K)
Tng noise temperature of the generator
Trx effective noise temperature of receiver
TR time between transmission and reception of the pulse
T0.5 corrected fading time
Tv virtual temperature
u wind
u zonal velocity
u∗ frictional velocity
ug geostropic wind component in the x direction
Ui radiation intensity from a lossless isotropic source with

same power input
Um maximum radiation intensity
U ′ wind velocity gradient
v systematic velocity
v meridional velocity
va apparent velocity
vA excitation voltage for array A
vB excitation voltage for array B
vC excitation voltage for array C
viA induced voltage in an antenna i, belonging to array A
viB induced voltage in an antenna i, belonging to array B
viC induced voltage in an antenna i, belonging to array C
vi voltage induced in antenna i by the incident EM field
v′ excitation voltages for the three arrays
vo root mean square (RMS) velocity
vo turbulence (RMS)velocity
vRMS random velocity
vt true velocity
V velocity
V velocity of diffraction pattern
V scatterer’s velocity
V voltages at the output of the three arrays
Va magnitude
VA voltage measured for array A
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VB voltage measured for array B
VC voltage measured for array C
Vf voltage conversion factor of the system
V1 voltage measured at the terminals of antenna 1
Vt underestimated measured true velocity
V ′
t correct true velocity
Vt(filtered) true velocity after filtering
Vx zonal pattern velocity
Vx measured voltage at the output of each array in terms

of the excitation voltages of all the arrays
Vy meridional pattern velocity
w vertical velocity
w(D) terminal velocity
Wf width of Doppler shifted scattered signal
Wτ width of auto-correlation function
W (r) range-weighting function for receiver
W (s) angular power spectrum
Xa reactance of load
x1(t) initial time series
x2(t) second time series
(x, y) position
z height or altitude
zi auto-covariance function of a M-point complex time se-

ries
zi top of the CBL, the inversion height
z0 aerodynamic roughness length
Z radar reflectivity due to the precipitation
Zi impedance at the input end of the line
Zij impedance matrix
Zi effective impedance of antenna i taking into account self

and mutual impedances
Zin complex impedance at the input of the line
ZL input impedance of the antenna
ZL effective load impedance of array
ZL load impedance of antenna 1
ZL complex load impedance
ZLA effective load impedance for array A
ZLB effective load impedance for array B
ZLC effective load impedance for array C
ZO characteristic impedance of the line
Zo characteristic impedance of the line
ZOC measured impedances with cable open-circuited
ZSC measured impedances with cable short-circuited
Z11 self impedance of antenna 1
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Z12 mutual impedance between antenna 1 and antenna 2
α efficiency loss factor
α matched line loss attenuation in nepers/unit length
α attenuation constant (dB)
α coupling coefficient
α surface wind angle
α′ ratio of eddy diffusitivities, often taken to be unity
αxy coupling coefficient between array x and array y
β phase constant of the line in radians/unit length
γ ratio of specific heats
Γ environmental lapse rate
Γd dry adiabatic lapse rate
δ trend
δt sampling time
δ∆D actual height of the offset slope
∆F acoustic rate sweep
∆R radar pulse length
∆R range resolution
δRmax width of range gate
εTX transmission coefficient
εtx transmission line loss
η volume reflectivity
η(r) reflectivity or expected backscattering cross section per

unit volume
θ potential temperature
θa direction
θa e−1 half-width for polar diagram scatterer
θa acoustic beam-width
θax axial orientation
θb beam width in degrees
θHP half-power beam widths in the θ plane
θmax effective beam width
θr one-way half-power antenna beam-widths for receiving

array
θR e−1 half-width for polar diagram receiving array
θs aspect sensitivity in degrees
θS aspect sensitivity
θt one-way half-power antenna beam-widths for transmit-

ting array
θT e−1 half-width for polar diagram transmitting array
θv virtual potential temperature
θ1 one-way half-power antenna beam-width (radians)
λ radar wavelength (m)
ξ scattering cross section
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ξo distance
ξo antenna spacing
ξ1 pattern scale
ρ voltage reflection coefficient
ρ magnitude force correlation
ρ air density
ρ amplitude reflection coefficient of the discontinuity
ρm maximum value of the cross correlation
ρo factor
ρo air density
ρ(r) spatial correlation function
ρ0ij cross-correlation maxima
σ backscattering cross section
σ(s) aspect sensitivity
σN standard deviation of noise level
σδV standard deviation
σRMS standard deviation in the root mean square values
τ lag
τ surface stress
τx vertical stress due to motion in the x direction
τy vertical stress due to motion in the y direction
τ width
τ transmitted pulse length (s)
τ transmitted pulse width
τij lag where the auto-correlation function is equal to the

zero lag cross-correlation function
τx time lag
τ ′ time shift
τ ′ij lag where the cross-correlation function is a maximum
τ”ij lag where the auto-correlation function is equal to the

maximum of the cross correlation function
τtx ratio of transmitted pulse length
τ0.5 fading time
φ phase
φ phase shift
φ latitude
φ half-power beam widths in the φ planes
φ12(f) phase factor
φ1(f) random phase
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ACRONYMS

AAP Adelaide airport
AoA angle of arrival
BL boundary layer
BLR boundary layer radar
BP Buckland Park
CTBL cloud topped boundary layer
FCA full correlation analysis
FSA full spectral analysis
IP in-phase
IPP inter-pulse period
ISD isotropic scatter determination
MST Mesospheric Stratospheric Tropospheric
PRF pulse repetition frequency
QP quadrature
RASS radio acoustic sounding system
SA spaced antenna
ST stratospheric troposphere (radar)
SNR signal to noise ratio
SWR standing wave ratio
T/R transmit/receiver
TSE triangle size effect
UHF ultra-high frequency
V HF very-high frequency
V SWR voltage standing wave ratio
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Passive T/R switch

The T/R switch protects the sensitive receivers from being damaged by the high-

powered transmission pulse. T/R switches used in VHF radars generally use PIN

(P-Instrinsic-N) diodes as the switching device. These diodes are short-circuited by

an application of a large DC bias current [Reid , 1995]. However, in the BP BLR

passive T/R switches are used. These employ special P-N junction diodes which are

switched by the presence of the RF transmitter pulse. Passive T/R switches enable

precise switching when necessary, virtually instantaneous recovery and no introduction

into the system of switching transients.

A simplified circuit of a passive T/R switch is shown in Figure B.1. When a

transmit pulse is present all the diodes switch on, thus ‘short circuiting’ the receiver

to ground, while presenting a high impedance path to the transmitter. Upon reception

all the diodes are switched off, therefore the antenna is connected to the receiver.
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Receiver

Transmitter
Antenna

Sections
1/4 λ

Figure B.1: Simplified circuit of a passive T/R switch
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Vector Impedance Meter Control

Program

The following program, written in Pascal was used to control a Hewlett Packard Vector

Impedance Meter model 4193A. A computer is connected via a IEE488 card to the

GPIB bus on the Vector Impedance Meter. The user is prompted to give a start

frequency, end frequency, frequency resolution, output filename and a trigger delay

which determines the amount of time between successive measurements for the VIM

to stabilize before recording the value.

The output data is of the form [magnitude, phase, frequency].

program VIM;

uses tpdecl,crt ;

const vimname: nbuf = ’vim ’;

bdname: nbuf =’GPIB0 ’;

var bd: integer;

spr: integer;

st: string;

freq: string;

startfreq: string;

stopfreq: string;

sweepend: string;

sweepstep: string;

result: text;

filename: string;
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triggdelay: integer;

{=======READING DATA========================}

function readstr(bd: integer): string;

var buf: cbuf;

i : integer;

s : string;

begin

ibrd(bd,buf,sizeof(buf));

i := 1;

while (i<=ibcnt) and (buf[i] <> #10) and (buf[i] <> #13) do

begin

s[i] := buf[i];

inc(i);

end;

s[0] := char(i-1);

readstr := s;

end;

{=======SENDING PARAMETERS===================}

procedure sendstr(bd: integer; cmd: string);

var buf: cbuf;

i : integer;

begin

for i:= 1 to length(cmd) do

buf[i] := upcase(cmd[i]);

ibwrt(bd,buf,length(cmd));

end;

{=======MAIN===============================}

begin

triggdelay:= 1000;

sweepstep:= ’1’;

{locating and clearing Card and Device}

bd:=ibfind(bdname);

ibclr(bd);

ibonl(bd,0);

bd:=ibfind(vimname);

delay(100);

ibclr(bd);

delay(2000);

writeln(iberr); }
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{=======SETTING OUTPUT FORMAT==============}

sendstr(bd,’FMT2T2’);

{=======SETTING SWEEP RANGE================}

writeln(’PARTIAL SWEEP MEASURING USING Vector Impedence Meter (VIM)’);

writeln(’----------------------------------------------------------’);

write(’Starting frequency in Mhz ?’);

readln(startfreq);

write(’Stopping frequency in Mhz ?’);

readln(stopfreq);

writeln(’Sweep steps WARNING 2,3 take lots of time’);

writeln(’1. 100 steps’);

writeln(’2. 1000 steps’);

writeln(’3. HIGH RESOLUTION’);

readln(sweepstep);

write(’What is the filename i.e. Antenna2.dat?’);

readln(filename);

writeln(’Trigger delay in ms?’);

write(’(1000 is usually adequate increase if you have blank lines in data)’);

readln(triggdelay);

{=======MEASURING AND RECORDING DATA=======}

writeln(’BEGINNING MEASURING AND RECORDING PRESS A KEY TO STOP AND EXIT’);

assign(result,filename);

rewrite(result);

sendstr(bd,’TF’+startfreq+’ENPF’+stopfreq+’ENP’+sweepstep+’W1’);

repeat

sendstr(bd,’EX’);

delay(triggdelay);

st:=readstr(bd);

writeln(result,copy(st,9,7),’ ’,copy(st,19,6),’ ’,copy(st,34,5));

writeln(st);

sweepend := copy(st,27,1);

until (sweepend = ’3’) or KeyPressed;

close(result);

writeln(spr);}

delay(200);

writeln(’Clearing VIM’) ;

ibclr(bd);

delay(2000);

writeln(’Taking VIM offline’);

ibonl(bd,0);

end.
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Appendix D

T Section calculations

The following is a brief outline of the calculation of the components used in the T-

Section following [Bowick , 1982], pg 69 Impedance Matching. First consider a simple

L-Section which transforms 50Ω to 200Ω (see Figure D.1). To obtain the value of

X
S

P
X 200Ω50Ω

Figure D.1: L Section

the components the circuit’s series Q (QS) and the circuit’s parallel Q (QS) must be

determined.

QS =
XS

RS

(D.1)

QP =
RP

XP

(D.2)

QP =

√

RP

RS

− 1 (D.3)
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where XS, XP are the reactive series and parallel components respectively, and RS,

RP are the series and parallel resistances. Let

QS = QP (D.4)

and 50Ω and 200Ω be the values of RS and RP , hence giving,

QS =

√

200

50
− 1 =

√
3 (D.5)

XP =
RP

QP

=
200√
3
= 115.5Ω (D.6)

XS = QSRS =
√
350 = 86.6Ω (D.7)

X
S

P
X

X
S

P
X

X
S

X
S

P
X

1

2

50Ω50Ω

50Ω 50Ω

Figure D.2: Two L-Sections combined together to form a T-Section

Combine two of these L-circuits back to back to obtain the 50Ω : 50Ω T-Section

transformer. Where capacitor’s and inductor’s values are given by,

C =
1

ωXS

=
1

2π54.1E0686.6
= 34pF (D.8)

L =
1
2
XP

ω
=

57.75

2π54.1E06
= 169.5nH. (D.9)



Appendix E

Modifications to NEC-2 Code

The following modifications were applied to the Numerical Electromagnetic Code, thus

increasing the number of segments and amount of memory used by the program, for

calculation of large arrays consisting of many elements. If the computer executing the

program has to use disk space as virtual memory the execution times grows rapidly,

hence the need to use as much RAM as possible before resorting to virtual memory1.

The changes shown are for the Fortran version of the code, which consists of two

files, nec2a.f and secnds.f. Only modifications to nec2a.f are required.

Variable Name Original Value Altered value Purpose
LD 300 3000 Max. Number of segments

and surface patches
IRESRV 8100 9000000 Number of words

in core storage
NETMX 30 150 Maximum number of
NDIMN 30 150 non radiating networks
NDIMNP 31 151 NETMX, NDIMN

and NDIMNP
must all be specificed.

NSMAX 30 150 Maximum number of volt-
age sources

LOADMX 30 200 Maximum number of load.

1Virtual memory involves using disk space as if it was memory, hence required reading and writing
to the disk, which can be time consuming
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Appendix F

NEC-2 Input code

The following input code for NEC-2 model a transmitting array consisting of 27 three-

elements Yagis. This type of array was using for the Boundary Layer Radar. The

model includes the driven elements, reflector, director, boom and an imperfect ground.

No attempt was made to model the gamma match, antenna feeds, transmission lines,

or combining circuitry.

CM Array of 27 3-element yagis

CM Elements are aligned 45 degrees against the baseline, counterclockwise

CM / / /

CM / / /

CM / / /

CM / / / / / /

CM / / / / / /

CM / / / / / /

CM extended thin wire kernel

CM imperfect ground, dielectric constant 13, conductivity 0.006

CM Aluminium conductivity 3.7e7 mhos/meter

CE

GW 1 11 -0.8125 -0.8125 2.128 0.8125 0.8125 2.128 .0254

GW 2 11 -0.9221 -0.9221 1.354 0.9221 0.9221 1.354 .0254

GW 3 11 -0.9949 -0.9949 0.58 0.9949 0.9949 0.58 .0254

GW 4 11 0. 0. 0. 0. 0. 2.800 .05

GM 4 2 0. 0. 0. 2.77 0. 0. 1.0

GM 12 2 0. 0. 0. 0. 2.77 0. 1.0

GM 36 1 0. 0. 0. 8.31 0. 0. 1.0

GM 36 1 0. 0. 0. -4.155 8.31 0. 37.

GM 0 0 0. 0. 0. -6.925 -6.925 0. 1.0
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GE 1

EK

FR 0 1 0 0 54.1

EX 0 2 6 0 1.

EX 0 6 6 0 1.

EX 0 10 6 0 1.

EX 0 14 6 0 1.

EX 0 18 6 0 1.

EX 0 22 6 0 1.

EX 0 26 6 0 1.

EX 0 30 6 0 1.

EX 0 34 6 0 1.

EX 0 38 6 0 1.

EX 0 42 6 0 1.

EX 0 46 6 0 1.

EX 0 50 6 0 1.

EX 0 54 6 0 1.

EX 0 58 6 0 1.

EX 0 62 6 0 1.

EX 0 66 6 0 1.

EX 0 70 6 0 1.

EX 0 74 6 0 1.

EX 0 78 6 0 1.

EX 0 82 6 0 1.

EX 0 86 6 0 1.

EX 0 90 6 0 1.

EX 0 94 6 0 1.

EX 0 98 6 0 1.

EX 0 102 6 0 1.

EX 0 106 6 0 1.

LD 5 0 0 0 3.7e7

GN 0 0 0 0 13. 6.000E-03

RP 0 91 73 1 0. 0. 1. 5.

EN
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System Parameters

The following table consist of the properties and parameters of the BLR third gener-

ation system.

Transmitter and receiver subsystem
Transmitter
Measured Peak transmitted power, Pt 1kW
Efficiency of the system, εTX -1.755dB
Pulse width, τ 1µs
T/R switch passive

Receiver
Dynamic range 62-122dB
Digitiser 12bit
Filter type Butterworth
Filter bandwidth, B (3dB) 1MHz
Filter bandwidth, B6 (6dB) 1.2MHz
B6τ 1.2
rx1 effective temperature, TRX1

1400K
rx2 effective temperature, TRX2

1450K
rx3 effective temperature, TRX3

1470K

Calibration (i.e. Tr′ = (A2
t −Noffset)/G)

rx1 noise offset, Noffset1 8.00
rx2 noise offset, Noffset2 9.24
rx3 noise offset, Noffset3 7.59
rx1 apparent gain, G1 0.0062
rx2 apparent gain, G2 0.0064
rx3 apparent gain, G3 0.0052
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Antenna subsystem (third generation)
Receiving Array
Max Gain 15.22 dBi
Beam-width (3dB) 30 - 32◦

Side lobe: Gain -0.54 dBi
Side lobe: Angle 60◦

Transmitting Array
Max Gain 19.74 dBi
Beam-width (3dB) 16 - 18◦

Side lobe: Gain 0.93 dBi
Side lobe: Angle 53◦

Vestigial lobe: Gain 7.13 dBi
Vestigial lobe: Angle 26◦

Coupling (measured)
Array pair AB -44dB
Array pair AC -50dB
Array pair BC -46dB
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Comparison Data

The following tables are the times and dates for the radiosondes launched from Buck-

land Park, Grob aircraft flights near Buckland Park and radiosondes launched from

Adelaide Airport.

BUCKLAND PARK RADIOSONDES: Measurements of winds from these flights

were calculated either using GPS or Omega networks. Dates and times correspond to

the start of the sonde flight.

Date Time (UTC)
GPS 31st July 1997 0306, 0637, 0951, 1354, 1636, 1927, 2237

1st August 1997 0055, 0400, 0552, 0805

Omega 12 September 1997 0918, 1329, 1731, 2140
13 September 1997 0127, 0537, 0926, 1324, 1418, 1748, 2159
14 September 1997 0133, 0535
26 September 1997 0550, 0836, 1131, 1435, 1733, 2035

Table H.1: Dates of launch times for radiosonde launched from the Buckland Park
field site. Two types of radiosondes were used for determining wind velocities, GPS
and Omega sonde.

GROB 109B AIRCRAFT FLIGHTS: Each of the time periods given below con-

sisted of several observation runs. Depending on conditions and what phenomena was

being observed, the individual run could be a long or short vertical sounding or fixed

altitude observation.
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Date Time Period (UTC)
18th July 2000 0159 to 0406
31st July 2000 0146 to 0410
12th October 2000 0152 to 0432
20th October 2000 0254 to 0601

Table H.2: Observation periods of flights of the Grob G109B aircraft.

ADELAIDE AIRPORT RADIOSONDES: Wind measurements are determined

by a wind-finding radar which tracks the balloons launched at the times given below.

Month Date (Launch times) UTC
June 2000 12(11,23), 13(11,23), 14(11,–), 15(11,23)

16(–,23), 17(11,23), 18(11,23), 19(11,23)
20(11,23), 21(11,23), 22(11,–),

July 2000 06(11,23), 07(11,23), 08(11,23), 09(11,23)
10(11,23), 11(11,23), 12(–,23), 13(–,23)
14(11,23), 15(11,23), 16(11,–), 17(11,23)
15(11,23), 16(11,–), 17(11,23), 18(11,23)
19(11,–), 20(–,23), 21(11,23), 22(11,23)
23(11,23), 24(11,–), 31(11,23),

August 2000 01(11,23), 02(11,23), 03(11,23), 04(11,23)
05(–,23), 07(11,23), 08(11,23), 09(11,23)
10(11,–), 17(11,23), 18(11,23), 19(11,23)
20(–,23), 21(11,23), 22(11,23), 23(11,23)
24(11,23), 25(11,23), 26(11,–), 28(11,23)
29(11,23), 30(11,23), 31(11,23)

(cont)
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(cont)

Month Date (Launch times) UTC
September 2000 01(11,23), 02(11,23), 04(11,23), 05(11,23)

06(11,23), 07(11,–), 08(11,–), 09(11,23)
10(11,–), 11(11,23), 12(11,23), 13(11,–)
18(11,23), 19(11,–), 20(11,23), 21(11,23)
22(11,–), 23(11,23), 24(–,23), 25(11,23)
26(11,23), 27(11,23), 28(11,23), 29(11,23)
30(11,23)

October 2000 01(11,23), 02(11,23), 03(11,23), 04(–,23)
05(–,23), 06(11,–), 07(11,23), 08(11,23)
09(11,23), 10(11,23), 11(11,23), 12(–,23)
13(11,23), 14(11,–), 15(11,23), 16(11,23)
17(11,23), 18(–,23), 19(11,23), 20(11,23)
21(–,23), 22(11,–)

Table H.3: Dates of launch times for radiosondes launched from Adelaide Airport.
Times of launches were either 1100 UTC or 2300 UTC. Only times where data was
available are shown. If only one flight was available, for a given day, a ’–’ is inserted
in the other time.
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Appendix I

RASS speaker specifications

Specifications for VAF E-115 speaker for RASS operation.

Construction
Marine Ply construction
2-pack lacquer finish
Fibreglass cone woofers with synthetic rubber roll surrounds

Dimension
Height 1209 mm
Width 1002 mm
Depth 492 mm
Weight Approx 120 kg

Frequency Response
80 Hz - 180 Hz ± 1.5 dB
70 Hz - 210 Hz ± 3.0 dB

Impedance
Nominal 6 W
Z min 5.7 W
Z max 19.6W @ 85 Hz

Sensitivity
109 dBA @ 1 m @ 1 Watt RMS @ 6 W (2.45 VRMS)
110.25 dBA @ 1m @ Equivalent of 1 Watt RMS @ 8 W (2.83 VRMS)

Power Handling @ Maximum SPL within passband
Continuous (1) (100% Duty Cycle indefinitely)
800 Watts RMS @ 6W (69.3 VRMS)
138 dBA
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Continuous (2) (30 minutes continuous or 50% Duty cycle indefinitely)
1000 Watts RMS @ 6W (77.46 VRMS)
139 dBA

Peak (1 minute continous or 5% duty cycle indefinitely)
2000 Watts RMS @ 6W (109.5 VRMS)
142 dBA



Appendix J

A VHF boundary layer radar: First

results

This is a reprint of a paper published in Radio Science 33, 845-860 (1998).
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