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SUMMARY

This thesis examines (i) the theoretical role of the
finance motive in Keynes' theory of liquidity preference
and (ii) the implications of this role for the interaction
between the real and monetary sectors. In addition, cross-
spectral analysis and regression analysis of Australian data

are used to test the significance of this role.

Chapter 1 defines the finance motive, explains the
difference between it and the transactions motive, and
identifies the critical element of finance demand. Chapter 2
considers the liquidity preference - loanable funds debate
which occurred immediately after the publication of the
General Theory and which formed part of the general review
and criticism of that book. It has two objectives: the
first is to trace the development of the finance motive and
the second is to examine the perspective of the finance motive

in the context of this debate.

Chapter 3 is a review of Paul Davidson's 'revival' of
the finance motive. In common with others who have consid-
ered the finance motive, Davidson does not, at least in his
formal statements of Keynes' liquidity preference function,
distinguish between transactions demand and finance demand.

A specification of the demand function for money which embodies
this distinction is introduced in chapter 4. Variants of

this function are used in all of the subsequent chapters.
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In chapter 4 this function and its advantages are explained;
it is compared with the alternative specification of
Davidson and of A.G. Hines, and it is incorporated into an

I8 and LM framework.

The liquidity preference - loanable funds debates can
pe divided into that which took place immediately following
the publication of the General Theory and those which took
place in the 1950's and 1960's. In the first part of
chapter 5, the role of the finance motive in these latter
debates is considered, thus extending the examination begun
in chapter 2. In the second part, the specification of the
demand function for money introduced in chapter 4 is used as
the basis for a formal statement of the theory of liquidity

preference with which to compare the theory of loanable funds.

In chapter 6 the available evidence, adduced in the main
by Milton Friedman, and by Friedman and Anna Schwartz, on
the cyclical relationships between monetary and expenditure
variables is considered. This evidence is compared with the
implications for cyclical relationships that would follow from
a Keynesian liquidity preference function which explicitly

includes finance demand as an argument.

The results of cross-spectral tests on Australian
monetary and expenditure data are reported in chapter 7.
These tests are primarily designed to extend the evidence on

cyclical timing relationships between monetary and expenditure



variables and, by including a proxy for finance demand, to
present evidence on the perspective of the finance motive

in these relationships.

In chapter 8 various models of the demand function
for money are modified by including proxies for finance
demand. The parameters of these functions are estimated
using Australian quarterly data with a view to discovering
(i) whether the proxies are significant, (ii) the extent to
which their inclusion improves the explanatory power of each
model, and (iii) whether the proxies are robust in the sense
of maintaining significance and explanatory power in a

variety of models.
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CHAPTER 1

(i) THE FINANCE MOTIVE: THEORETICAL CONTEXT AND DEFINITION

(ii) A PREVIEW OF THE CHAPTERS TO FOLLOW

"I know of no empirical study of the demand
for money that has ever identified variables
corresponding to 'the finance motive', let
alone found them to have significant influence.
An attempt to do so would certainly be an
appropriate piece of research".

' [Friedman, 1972, p. 931]

Introduction

"The fundamental problem of monetary theory

is not merely to establish identities or
statical equations relating (e.g.) the turn-
over of monetary instruments to the turnover

of things traded for money. The real task of
such a theory is to treat the problem dynamically,
analysing the different elements involved, in
such a manner as to exhibit the causal process
by which the price level is determined, and the
method of transition from one position of equil-
ibrium to another". [Keynes, 1930, i, p. 133]

If this statement were amended, certainly, by adding
after 'the price level' and the level of output and employment,
and, probably, by qualifying the final phrase dealing with the
transition from one equilibrium to another, it would not
appear out of place in the General Theory. It explains why
Keynes rejected the quantity theory approaéh to the analysis
of change. This was not because he thought money unimportant
or (as Friedman [1970b, p. 13] would have it) that the

velocity of circulation of money was a 'will—of-the—wisp', but

because velocity is 'merely a name which explains nothing';
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which depends 'on many complex and variable factors' and which
'obscures...the real character of the causation, and has led

to nothing but confusion' [Keynes, 1936, p. 299].

According to Friedman [1970b] the Keynesian revolution,
which established a new orthodoxy, has been successfully
countered. It is probably true that 'monetarism' is in the
ascendancy, however, its 'central propositions' [1970b, pp.
22-26] do not appear to be the radical stuff of which counter-
revolutions are made. To illustrate: the propositions (i)
that there is 'a consistent though not precise relation between
the rate of growth of the quantity of money and the rate of
growth of nominal income'; (ii) that there are lags involved
which may be irregular; (iii) that an increase in the money
supply affects, first, asset prices; second, the output of
commodities and, third, the prices of commodities, and (iv)
that an increase in the money supply may, through second-round
and subsequent-round income effects, raise interest rates, are
all propositions which Keynesian economics can accommodate.
Similarly, the monetarists policy prescription of a monetary
rule is consistent with the purely practical judgement that
interference by monetary authorities in the past has been

counterproductive and probably will be so in the future.'®

1

Friedman [1953, 1960] reaches this conclusion on pragmatic
grounds. Modigliani [1964], on the basis of some empirical
tests, reached a slightly ambivalent conclusion but tended to
favour modified discretion over a monetary rule.



If there has been a 'counter-revolution' it should be

possible to identify at least one fundamental proposition of
Keynesian economics which monetarism explicitly or implicitly
disavows. It is suggested here that such a proposition is
that a capitalist-free-market economy is intrinsically un-
stable?; that is, is one in which 'new fears and hopes will,
without warning, take charge of human conduct' and in which
'the forces of disillusion may suddenly impose a new conven-
tional basis of valuation' [Keynes 1937c, p. 215]. The
repudiation of this proposition may or may not be ideologically

'a

based. Friedman [1970b, p. 7] contends that monetarism is
scientific development' with 'little ideological or political

content'. For a contrary point of view see Harcourt [1977Db].

Ultimately, the question of stability is one which will
be decided by experience rather than by ideology. If the
economic system is stable then it may suffice to observe and
correlate the surface phenomena - the inputs and the outputs.
Keynes' analysis presupposes that it will not suffice., Hence
the careful consideration in the General Theory, and to an
extent in the Treatise, of the various motives that lead
individuals and enterprise to save, to hoard, and to spend, and
with the exception of household saving, of the capricious

nature of these propensities.

2
See appendix 8,2 for some argument in support of this
suggestion.



The finance motive is an extension of the monetary
analysis of the Treatise and General Theory. To exclude it,
is to circumscribe the effectiveness of Keynesian monetary
theory in explaining current and past monetary experience and
in providing a framework for policy prescription. Much of
the evidence which seems inconsistent with Keynes' theory of
liquidity preference and which, therefore, influences both
theorists and policy-makers to embrace monetarism is, in fact,
inconsistent with a circumscribed version of the theory of
liquidity preference. It remains to be discovered whether
this inconsistency remains once the finance motive's role in
that theory is correctly specified. The objectives of this
thesis are to identify this role; to examine the theoretical
implications of it; to compare these implications, where
appropriate, with the available evidence, and to conduct tests

using Australian data to investigate its empirical significance.

Since these objectives are concerned with the extension
of Keynes' monetary analysis, the context of this thesis is the
'post-Keynesian' [see Eichner and Kregel, 1975] developments of,
for example, Davidson [1972a]l, Hines [1971b], Minsky ({19751,
Kregel [1973], and Roe [1972]. Davidson's and Hines' con-
tributions will be considered in some detail further on. Roe,
Minsky, and Kregel extend the usual income and expenditure-
cum-IS and LM analyses of the General Theory into one in which

financial assets play a conspicuous role.
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Roe [1972] in arguing the need for detailed financial
statistics makes the point that, for the large part, the
financial analogue of the multiplier is neglected in Keynesian
analysis. It is noted that the translation of desired demand
into effective demand is constrained by the ability to pay.
Roe lists three factors upon which the ability to pay depends,
they are:

"(a) the level of money income;

(b) the ability and willingness to sell assets to
raise money; :

(c) the ability and willingness to borrow to
raise money".?
[Roe, 1972]

In conventional Keynesian analysis the repercussions of
unemployment in one sector is translated to others through the
income and expenditure relationship associated with constraint
(a) . But, in a money economy, the ability to borrow may in
the short period be the more important constraint. This is
so especially for businesses as distinct from households.
Furthermore, the effects of errors in financial decisions will
communicate themselves throughout the economic system in a
similar fashion to errors in production decisions. For example,
an unexpected shortfall in cash receipts may lead to a firm lay-

ing off labour but, alternatively, the firm may sell financial

These three constraints taken together are the impediment to
the attainment of a Walrasian full equilibrium. They stand
alongside the budget constraint, what Tsiang [1966] calls the
'fair exchange restraint'; the only operable constraint when
trading at false prices does not occur.



assets or increase its borrowing. Financial markets in
general will be affected by this action. In consequence,

the ability to borrow of other firms will be affected.

Minsky and Kregel take substantially the same stance
as Roe., Minsky presents, as an alternative to the neo-
classical synthesis, an interpretation of the General Theory
in which 'capitalist finance in the context of uncertainty'

[p. 131] regulates the cyclical path of the capitalist economy.

Prior to the reappraisals of Clower, Leijonhufvud,
Davidson, Hines, Minsky, and others, the Keynesian model was
often stripped of its monetary content. The debate between
monetarists and fiscalists is, to the extent that fiscalism is
considered the policy derivative of the Keynesian model, an
illustration of this. It will be suggested in this thesis
that the reintroduction of money and other financial assets
into the Keynesian model is deficient without an explicit

account of the finance motive.

The impact of the three constraints facing a spending
unit listed by Roe cannot be properly appraised unless the
types of expenditure for which money is required are known.
For example, it seems likely that constraints (b) and (c) are
especially applicable to expenditure flows associated with new
fixed capital investment. If this is so, and further, if this
type of expenditure has a larger planning horizon than, for

example, expenditure on wages, then it is relevant, as will be



made clear further on in this chapter, to consider these
constraints within the context of the finance motive.
Constraints (b) and (c) may operate throughout the planning
period and may effectively prevent the execution of plans.
Furthermore, the effect of these constraints will be exhibited
in financial markets concurrently with the formulation and
financial articulation of expenditure plans, but prior to the
real expenditure flows fér which the plans are a design. The
finance motive, because it expressly involves the link between
the real and financial sectors, ought to be an important
element in any model which purports to monetarise the 'Bastard

Keynesian' construct.

This chapter has two main sections. The first defines
the finance motive; explains the difference between it and the
transactions motive, and identifies the critical element of

finance demand: the second previews the chapters to follow.



1. The Finance Motive

1.1 o0rigin and Definition

There are two classifications of money in the Treatise.
[Keynes, 1930, chapters 3 and 15] In the first the
community's holdings of money balances are divided into
business, income, and savings deposits; in the second, which
cuts across the first, they are divided into industrial depos-
its and financial deposits. Neither classification exactly
corresponds to the General Theory's division of money into
transactions, precautionary, and speculative holdings. How-
ever, one essential analytical point is the same, and that is
that while one part of the money supply may exhibit some
stable relationship with income, the other is dependent on

expectations and on the rate of interest.

Davidson ([1972a, p. 161] has pointed out that in the
Treatise business deposits and income deposits are related to
expected personal and business expenditure of the forthcoming
period, whereas the nearest equivalent to these balances in the
General Theory - transactions balances - are related to current
income. While this is true it seems unlikely that anything of
substance is involved. For it is also made clear in the
Treatise that this category of balances is stably related to
current income. Keynes [1930, i, p. 46] notes three types of
transactions involving business deposits. They are:

"(i) transactions arising out of the division
of productive functions, namely:



(a) payments from entrepreneurs to the
income deposits of the factors of production;

(b) transactions between those responsible for
the stage of process (of extraction,
manufacture, transport or distribution) just
completed and those responsible for the next
stage or for assembling the different
components;

(ii) speculative transactions in capital goods
or commodities;

(iii) financial transactions, e.g. the redemption
and renewal of treasury bills, or changes of
investment".

And, furthermore, he explains that the first of these 'like
transactions in respect of income deposits, [deposits held by
individuals to meet personal expenditure, which together with
balances held to undertake (i), more or less, correspond to

transactions balances] will be a fairly stable function of

the money value of current output'.

In the Treatise and in the General Theory the demand for
money to accommodate transactions involving goods and services
(as distinct from transactions involving financial assets) is
related, in the main, to the level of money income. The
motives underlying this demand are detailed in the Treatise.
The General Theory account is cursory and relies upon the
groundwork established in the Treatise. This is made explicit
in the following passage:

"In my Treatise on Money I studied the total
demand for money under the headings of income
deposits, business deposits, and savings
deposits, and I need not repeat here the analysis

which I gave in Chapter 3 of that book".
[Keynes, 1936, p. 194]
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The Treatise examines many qualifications to the notion
of a stable relationship between transactions balances and
money income, In itself this is a promising basis for the
development of the finance motive but it would be wrong to
assume that this development is foreshadowed in the Treatise.
This point may be confirmed by comparing the analysis of
chapter 3 of the Treatise with the analysis of the two articles
and the note which delineated the finance motive. It is
possible, however, if the monetary detail of the Treatise had
been combined in the one book with the analysis of expectations
and investment plans of the General Theory, that the finance

motive might have been developed earlier.

The finance motive is variously defined by Keynes
[1937a, b, 1938]. The variants are all mutually consistent.
The most succinct is that 'finance' is 'the credit required
in the interval between planning and execution'. Here

Keynes is specifically referring to private investment expen-

diture. It is, however, made clear that other categories of
planned expenditure may give rise to finance demand. (See
Keynes [1937b, p. 667].) Keynes viewed the finance motive as

being a distinctive and additional motive for demanding money.
Others have ﬁot taken this view. Both Tsiang [1956, 1966]

and Shackle [1961] argue that the finance demand for money 1is
in fact transactions demand in another guise. Furthermore,
Davidson [1972a] and Hines [1971b], in arguing that the demand
function for transactions balances is mis-specified unless cast

in a finance demand form, are, at least in this respect, at one
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with Tsiang and Shackle. It will not be claimed that this
approach necessarily leads to wrong conclusions. It is
claimed, however, that Keynes perceived a distinction between
transactions demand and finance demand, and that while it is
open to anyone to frame a definition of transactions demand
which encompasses all of the individual demands listed by

Keynes under both headings, Keynes did not do so. There is in
his account a clear distinction between the finance motive and
the transactions motive; this distinction remains notwithstand-
ing the fact that both the finance motive and the transgctions

motive are ex ante motives.

1.2 <The Distinction Between Transactions and Finance Demand

'0f course, the transactions motive is an
ex ante motive. Whoever said it was not?'
[Shackle, 1961, p. 239]

It is possible to concur with Shackle and at the same
time perceive a clear distinction between the transactions
motive and the finance motive. For the distinction between
them is that they are related to different categories of

planned expenditure.

Transactions balances, like finance balances, bridge
the interval between the receipt of funds and the expenditures
for which these funds are earmarked. However, there are
certain expenditure flows which can be assumed to be stably

related to current income, The resulting transactions demand
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for money is referred to by Keynes [1938, p. 319] as that

part of the active demand for cash 'due to the time lags
between the receipt and the disposal of income by the public
and also between the receipt by entrepreneurs of their sale-
proceeds and the payment by them of wages, etc.'. It is
contrasted with the other part of the active demand for cash,
that is, finance demand, which is 'due to the time-lag between
the inception and execution of the entrepreneur's decisions'.
It is unlikely that this other part is stably related to
current income. It depends on that category of planned expen-
diture which forms a central concern of the General Theory.
And it is this association between finance demand and the
investment plans of entrepreneurs which probably led Keynes
[1937b, p. 667] to refer to the finance motive as 'the coping-

stone of the liquidity theory of the rate of interest'.

Tt has been mentioned that the spending plans to which
finance demand is related are not restricted to private invest-
ment. Private investment expenditure is emphasised by Keynes
because 'it is subject to special fluctuations of its own'
[Keynes, 1937a, p. 247]. The essence of the type of expendi-
ture associated with finance demand is that it is non-routinej;
that is, it is the type of expenditure which does not follow
as a matter of course after the receipt of income. It may
comprise consumer-durable expenditure by households and fixed
capital expenditure by business and by government. It can be
assumed that the average gestation period between decision and

execution is longer for this type of expenditure than for



13.
routine types of expenditure.“

The notion that the transactions demand of the Treatise
and General Theory includes finance demand, and that nothing
new is added by its articulation, is wrong precisely because
it is at odds with a major affirmation of the General Theory,
namely, that expectations may be volatile. The only way to
make sense out of the association between transactions balances
and current income in the General Theory is to accept Keynes'
own appraisal, that his 1937 articles analysed a part of the
demand for money which had been 'previously overlooked'

[Keynes, 1937b, p. 665]. (See also Keynes [1939, p. 573].)

1.3 The Finance Demand Function

It has so far been concluded that finance demand is the
demand for money to accommodate planned non-routine expenditure
flows. This expenditure is not restricted to private invest-
ment expenditure but, as well, includes both consumption
expenditure and government expenditure. (See Keynes [1937a,

p. 247 and 1939, p. 573] and also chapter 3.) The rationale
is that planned, anticipated or expected expenditure, by
business, individuals or government, creates a commensurate
demand for money prior to the execution of this expenditure.

Obversely, the execution of planned expenditure may be deferred

The terms 'non-routine' and 'routine' are broadly similar in
meaning to the terms 'non-available'and 'available' - see

Keynes [1930, i, chapter 9], and to the terms 'discretionary’
and 'non-discretionary' - see Eichner and Kregel [1975, p. 1300].
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or prevented unless the commensurate demand for money is
accommodated at an acceptable cost or the act of planning
itself may be deferred or prevented unless there is an

expectation that finance will be available.

Let Y* stand for the total of planned expenditure for
the forthcoming period. This is the sum of planned routine
and planned non-routine expenditure flows. Designating these

as R* and N* respectively, the transactions demand for money,

Ly, and the finance demand for money, Ley can be written as:
= *

L, Ly (R*) e B 2 . . (lal)
= *

and Le % e (N*) e e e e oeoe (1.2)

However, because routine expenditure flows are so closely
related to current income, little is lost by replacing (1.1)

with the function:
I, = &, (Y) ‘ e e e e oo« (1.3)

where Y is current income. The transactions plus finance

demand for money, L, can, therefore, be written as:

L = Lt + Lf = 2t (Y) + Qf (N*) s - o« s s o (1.4)

In chapter 4 a slightly different specification of the trans-
actions plus finance demand function will be introduced with
the object of facilitating the exploration of the finance

motive's theoretical and empirical importance; at this stage,

when the object is one of explanation and clarification, the
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more literal translation of equation (1.4) is preferred.

It is reasonable to suppose that planned non-routine
expenditure per period will have a secular growth rate commen-
surate with the growth rate of income. If this were its only
period-to-period variability, the finance demand to which it
gives rise would still be an important monetary phenomenon.
For 'if decisions to invest are (e.g.) increasing, the extra
finance involved will constitute an additional demand for
money ... and unless the banking system is prepared to augment
the supply of money, lack of finance may prove an important
obstacle to more than a certain amount of investment decisions
being on the tapis at the same time' [Keynes, 1937a, p. 247].
If, in addition, planned expenditure has special fluctuations
of its own, which may be larger in amplitude than, and in some
cases perverse to, those of current income, then finance

demand assumes an even greater significance.

As well as variability in the demand for finance result-
ing from the variability in aggregate planned expenditure,
account has to be taken of the influence of differing composi-
tions of planned expenditure. There is no a priori reason
for assuming that any given amounts of planned consumption,
investment, and government expenditure need have the same

finance requirements.

The concept of 'non-routine expenditure' is a vague one.

It essentially refers to expenditure 'which has to be planned
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ahead' [Keynes, 1937b, p. 667]. For operational purposes

a proximate delineation of this expenditure may include fixed
capital expenditure by business and by government, and con-

sumer durable expenditure. In this case equation (1.2) above

may be written as:

L. =8%_ (I) + &

£ £, (G) + &

(C) « o« o« o« o (1.5)

f2 fs3

where I, G, and C stand for planned private fixed investment
expenditure, planned government fixed investment expenditure,
and planned consumer durable expenditure respectively, with
Qfl, sz; Qfa’ indicating the different linkages between each
of these categories of planned expenditure and the demand for

finance balances.

Finance balances are 'active' in the sense that they
are held in order to purchase commodities. However, their
velocity of circulation may be less than transactions balances.
Keynes considered that this was likely and, in fact, noted
that, of planned activity and actual activity, the former 'may
sometimes be the more important of the two, because the cash
which it requires may be turned over so much more slowly' [1937b,
p. 667]. Finance balances are similar to transactions
balances in that as each completed transaction affords the
opportunity for some business and household units to increase
their individual holdings, so each executed investment plan
allows the creation and execution of other plans by freeing
money balances. That the average turnover period per dollar

may be more for finance than for transaction balances, is as
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Keynes pointed out, an added reason for ascribing importance
to finance demand because of the implication that more money
is required to support a given level of planned activity than
for the same level of actual economic activity. It must be
noted, however, that relating the demand for money to planned
activity presupposes some definite time horizon. The
relationship represented above by eguation (1.5), will be con-
ditioned by both the usual planning horizon for which a
spending unit formulates a finance need and the gquantitative
linkage between expected expenditure within that horizon and

the required finance.

1.4 The 'Revolving Fund' of Finance

It may be possible for an individual business to supply
its required finance from its past accumulations. In fact
the empirical evidence suggests that this is so for a major
portion of expenditure. Generally, the finance available to
a firm depends on its current period receipts from sales, which
vary with its sales and the trade credit which it allows; on
its past accumulations; on its permanent capital raising; on
its fixed term borrowing and on its bank overdraft facilities.
A business, therefore, has a range of alternatives if its
past accumulations are insufficient to fund a particular pro-

5-ct. The alternatives are not mutually exclusive. For

5

For example, see Bosworth [1971] where it is noted that since
1965 in the U.S.A., 75% of the expenditure of corporations has
been internally financed.
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example, recourse to the new issue market may entail as an

initial consequence the acquisition of bridging finance from

a trading bank. Whether a business obtains an increased

overdraft limit from a trading bank or whether it relies

solely on a new debenture or share issue, there will be

ramifications for the complex of market rates of interest and

for the demand for money.

A pertinent question is: can the finance motive be

analysed in the context of a micro-economic construct?

Baumol [1952] and Tobin [1956] endeavoured on a theoretical

level to examine an individual firm's demand for transactions

balances, Their theoretical results have been tested using

cross-sectional data.® Something undoubtedly can be dis-

covered about finance demand at the level of the individual

firm. But, it will be argued here that the demand for finance

is essentially a macroeconomic concept, and that its import-

ance and significance is derived mainly from its macroeonomic

implications, To appreciate this, consider Keynes' likening

of finance kalances to a 'revolving fund'.

When aggregate expenditure plans are constant from

period to period, finance balances constitute a constant re-

volving fund. Within this macroeconomic equilibrium it is

nossible for individual business firms and other spending units

6

For example, see papers by Meltzer [1963] and Whalen [1965].
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to have plans which vary from period to period.

"If investment is proceeding at a steady rate,

the finance (or the commitments to finance)
required can be supplied from a revolving fund

of a more or less constant amount, one
entrepreneur having his finance replenished for
the purpose of a projected investment as another
exhausts his paying for his completed investment”.
[Keynes, 1937a, p. 247]

Strictly, the concept of a revolving fund of constant
amount depends (i) on the requirements of finance for each
unit of planned expenditure being constant regardless of who
is doing the planning, and (ii) on the financial system being
sufficiently flexible to channel funds smoothly to where they
are required. It is unlikely that these conditions will be
met in practice. To an extent aberrations can be taken into
account with limited disaggregation. Equation (1.5)
illustrates this. Nevertheless, it is an approximation to
say that the aggregate demand for finance balances is constant
while planned expenditure is constant. But making the
approximation is useful, because it provides an equilibrium
setting against which may be juxtaposed the essentially
disequilibrium setting within which finance demand becomes
critical. For it is in a growing and/or volatile economy,
where aggregate planned expenditure varies from period to
period, that a constant revolving fund of finance is inade-
quate. Varying levels of planned expenditure imply the need
for varying amounts of finance:

"A given stock of cash provides a revolving

fund for a steady flow of activity; but an
increased rate of flow needs an increased stock
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to keep the channels filled. When decisions

are made which will lead to an increase in

activity, the effect is first felt in the

demand for more cash for "finance"", [Keynes,

1938, p. 319]
While it is true that the varying expenditure plans of
individual spending units imply a varying claim by these
units for the stock of the more liquid assets in the economy,
it is only when claims in aggregate are unequal to the avail-
able stock that a significant finance motive effect is

evident. It follows that this effect can be appraised only

within a macro-economic construct.

2. Preview of the Chapters to Follow.

The content of the chapters to follow may be broadly
divided into (1) theory and (2) evidence. (1) may be
further divided into (la) concerned with the theoretical
position of the finance motive within Keynes' theory of liquid-
ity preference, and (lb) concerned with the theoretical
implications of the finance motive for the cyclical relation-
ships between monetary and expenditure variables. Additionally,
(2) may be divided into (2a) concerned with the testing of
some of the propositions deduced in (1lb) using cross-spectral
analysis, and (2b) concerned with testing of the significance
of some proxies for finance demand using regression analysis.
The approximate correspondence between these divisions and
chapters is as follows: chapters 2, 3, 4, and 5 correspond to
(la); chapter 6 and appendix 8.1 to (lb); chapter 7 to (2a),

and chapter 8 and appendices 8.2 and 8.3 to (2b).
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The finance motive was devised by Keynes in the con-
text of the original liquidity preference—loanable funds
debate. The word ‘'original' is used to differentiate this
debate, which occurred immediately after the publication of
the General Theory, and which formed part of the general
review and criticism of that book, from the intermittent
debate which occurred throughout the 1950's and 1960's.
Chapter 2 considers this original debate, and has two objec-
tives., The first is to trace the development of the finance
motive, and the second is to examine the perspective of the
finance motive in the context of this debate. That is, to
examine what difference it makes to the relationship between
the theories of liquidity preference and loanable funds
(using the ground-rules of the original debate) when the
finance motive is included in Keynes' theoretical structure.
This examination leads to an appraisal of the method of analy-

sis used by Keynes in the General Theory.

Chapter 3 is a review of Davidson's 'revival' of the
finance motive. Its subject matter breaks with that of
chapter 2. However, it is chronologically appropriate to
consider Davidson's contribution immediately following the
original debate, and, furthermore, this contribution lays
important groundwork for chapter 4 upon which, to a certain

~xtent, the subsequent chapters rely.

Davidson, and others (see chapter 5), while recognising

the importance of the finance motive, do not, at least in their
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formal statements of Keynes' liquidity preference function,
distinguish between transactions demand and finance demand.
This chapter has already made this distinction; chapter 4
introduces a specification of the demand function for money
which embodies this distinction in a workable form.

Variants of this function are used in all of the subsequent
chapters., In chapter 4 this function and its advantage are
explained; it is compared with the alternative specificiation
of Davidson and of Hines, and it is incorporated into an IS

and LM framework.

It has been noted that the liquidity preference-loanable
funds debates can be chronologically divided into that which
took place immediately following the publication of the
General Theory and those which took place in the 1950's and
1960's. However, this division is, at least, roughly consis-
tent with a division based upon another criterion. That
criterion is the treatment of time within each debate. In the
original debate the analyses were of a comparative static

form whereas in the later debates they were of a dynamic form.

In the first part of chapter 5 the role of the finance
motive in these later debates is considered, thus extending
the examination begun in chapter 2. In the second part, the
specification of the demand function for money introduced in
chapter 4 is used as the basis for a formal statement of the
theory of liquidity preference with which to compare the

theory of loanable funds.
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The object of the first section of this chapter and of
chapter 2 to 5 inclusive is to put the finance motive into
perspective; to see where and how it fits into Keynes'
monetary analysis, and to formalise it so that it may be test-
ed and its implications discovered. In chapter 6 some of
these implications are derived, and compared with the avail-

able evidence.

One factor more than anything else underpins the
monetarist position, and that is the observed timing relation-
ship between the money supply and nominal income. Kaldor and
Cramp (see appendix 8.1) and Tobin (see chapter 6) have made
the point that evidence on timing can be a misleading indica-
tion of causality. However, the burden of explanation
presumably falls more heavily on those who contend that the
direction of causation runs counter to the timing evidence
than those who do not. Another factor which Friedman regards
as being inconsistent with Keynes' monetary analysis is the
cyclical behaviour of velocity. Friedman has observed that
velocity moves procyclically. That is, that velocity rein-
forces the effect on income due to an increase in the money
supply. Chapter 6 looks at this and other evidence on the
cyclical relationship between monetary and expenditure variables,
with the object of comparing it with the implications for these
relationships that follow from a Keynesian demand function

which explicitly includes finance demand as an argument.

The available evidence on cyclical timing relationships
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is not very extensive. Furthermore, there has been no
empirical study which has attempted to discover the relation-
ship between monetary variables and variables which stand for
the finance motive, Chapter 7 makes some progress towards
remedying these deficiencies by reporting the results of
cross-spectral tests on Australian monetary and expenditure
data, and by including a proxy for finance demand in some of
those tests. The results are compared with the overseas
evidence cited in chapter 6, and with the kind of results that
would be expected if the finance motive had a significant

influence on the course of events.

In the quotation which begins this chapter, Friedman
objects (i) that there is no empirical evidence to support the
finance motive and (ii) that no study has identified variables
corresponding to the finance motive. The first section of
this chapter, and chapters 4, 6 and 7 go some way towards meet-

ing these objections. Chapter 8 makes further progress.

The empirical demand-for-money literature is dominated
by the search for the appropriate specification of the demand
function for money. Chapter 8 briefly reviews some of the
major problems associated with this search with the object of
putting into perspective the approach undertaken to test the
significance of the finance motive. This approach consists of
modifying various models of the demand function for money by
including proxies for finance demand. The parameters of these

functions are then estimated using Australian gquarterly data
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with a view to discovering (i) whether the proxies are sig-
nificant and (ii) the extent to which their inclusion improves
the explanatory power of each model. The overall objective
is to discover whether the proxies are robust in the sense of
maintaining significance and explanatory power in a variety of
models., The major problem of this procedure, that of design-

ing proxies for finance demand, is considered in some detail.

There are three appendices to chapter 8. Appendix 8.1
looks (i) at the issue of whether the money supply is pre-
dominantly exogenously or endogenously determined; (ii) at
the relationship of the finance motive to this issue; (iii)
at the relevance to this issue of the Australian institutional
and monetary policy changes during the 1950's and 1960's, and
(iv) at the bearing these changes may have on the appropriate
specificiation of the demand function for money. The purpose
of appendix 8.2 is to see whether results obtained by Meyer
and Neri [1975], in their attempt to distinguish a transactions/
finance approach from an asset approach to the demand for money,
using United States data, are paralleled using Australian data.
Meyer and Neri's results were, of course, published after

Friedman's statement concerning the absence of evidence on the

finance motive. Their method of approach is totally different
from that taken in chapter 8. Appendix 8.3 is a technical
appendix.

Chapter 9, the final chapter, contains a summary of the

major theoretical and empirical findings of chapters 1l to 8.
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CHAPTER 2

LIQUIDY PREFERENCE VERSUS LOANABLE FUNDS: THE ORIGINAL DEBATE

Introduction

Keynes, it seems, after his own 'long struggle of
escape', could not, during the controversy which followed the
publication of the General Theory, divest himself of the
persuasion that others were still wedded to classical theory.
His prior expectation that classically-minded critics would
waver between the belief that he was either wrong or saying
nothing new was confirmed, and never more completely so, by
the loanable funds versus licuidity preference debate. A
small section of that debate will be considered here. It is
that which occurred in the Economic Journal of 1937 and 1938;
the principals were Keynes [1937a, b, 1938], Bertil Ohlin
[1937a, b, cl, D.H. Robertson [1937, 1938a, b], and R.G.

Hawtry [1937].

The obvious reason for concentrating on this particular
part of the debate is that it was here that the demand for
money in anticipation of expenditure, was invoked by Ohlin in
criticising the liquidity preference theory, and given
form and substance by Keynes in accepting the validity of this
1

criticism.! A 1less obvious, but equally compelling reason, is

1

It should be noted that there is probably some justification
in Robertson's belief that Keynes in formulating the finance
motive had 'misapprehended Professor Ohlin's position'.
{1938a, p. 314] In the larger context of Ohlin's argument
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that it is at this early stage of the debate that the
essential distinction between the two approaches to interest
rate determination can be clearly discerned. This is of
some importance when it is realised that the ensuing con-
troversy has produced no definitive synthesis. Whether the
interest rate is the 'price' of credit or the 'price' of
money still remains in dispute, notwithstanding Robertson's
view that in admitting the finance motive into his liquidity
preference theory, 'Mr. Keynes seems ... to have put his foot

through his whole verbal apparatus'. [Robertson, 1937, p. 432]

The liquidity preference - loanable funds debate can be
conveniently decomposed. In the early stages (to which this
chapter applies) effort was expended to show that the two
approaches are equivalent. In the later stages (to which
chapter 5 applies) effort, in the main, was expended to show
that the two approaches are not equivalent. There is no in-
consistency, providing the terms of reference are understood.
In the early stages of the debate the two theories were com-
pared in terms of comparative statics whereas in the later
stages they were comparéd in terms of dynamic analysis. In
this chapter it is argued that in terms of comparative

statics the two approaches are equivalent only in a trivial

there remained differences. But, the extraction of ex ante
investment and its influence on the rate of interest, from
Ohlin's article, seems a valid procedure, even if its in-
corporation into the theory of liquidity preference might
not have met with Ohlin's complete concurrence.
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sense; that for understanding the process of economic change

it is necessary to employ the liquidity preference approach.

This chapter has two main sections. The first con-
siders the 1937/38 debate and, in particular, the bearing
that differences in methods of analysis between Keynes and his
critics had on it. The second considers the perspective of

the finance motive in this debate.

1. Liguidity Preference versus Loanable Funds

1.1 Hick's Reconciliation

It is instructive, before examining Ohlin's attempt
to reconcile the loanable funds and liquidity preference
approach, to digress slightly and consider J.R. Hicks' [1946]
reconciliation. It will be found that this in crystalline
form delineates the loanable funds theorists' position and
aids in illustrating why Keynes was unable to accept the

equivalence of the two approaches.

Hicks' analysis is based on a Walrasian system of simul-
taneously determined equations applied to an n commodity system
with one type of loan transaction. There are therefore n
prices and one rate of interest to be determined. Given that
money is the nth commodity and the standard in which the prices
of the other n-l1 commodities are expressed, this leaves n-1
prices and the rate of interest to be determined by n-1 supply

and demand equations for the n-1 commodities, one supply and
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one demand equation for money and one supply and one demand
equation for loans. In all there are n+l1 equations to
determine n-1 prices and one rate of interest. The system is
rescued from being overdetermined by the fact that any one
equation is dependent on the rest and is therefore redundant.
As far as the loanable funds versus liquidity preference
controversy is concerned, it does not seem to matter whether
the supply and demand for loans equation or the supply and
demand for money equation is made redundant; in either case

the rate of interest is uniquely determined.

Although there can be no dispute with this analysis as
such, one point which is often given insufficient emphasis, is
that omitting the supply and demand for money equation does
not imply that the rate of interest is determined solely by
the supply and demand for loans equation, just as the omittance
of this latter equation does not imply that the rate of inter-

est is determined solely by the supply and demand for money

equation. There are also n-1 commodity equations to be
satisfied. In a Walrasian system all prices are simultaneously
determined in satisfying a general equilibrium solution. It

will become apparent when Ohlin's and Robertson's arguments
are examined, that it is their adherence to a general equili-
brium framework of thought which is at the heart of their
dispute with Keynes, as it is the latter's rejection of this
frame of reference for analysing change, which leads him to

resist their arguments.
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1.2 ohlin and Robertson

Using Myrdal's distinction between ex ante and ex post
Ohlin makes it clear that while he does not regard the
investment-saving relationship‘in either form as determining
the rate of interest, he considers that Keynes' theory pays
insufficient attention to the interdependence between 'pro-
duction, income and savings ... and the ability to make
financial investments' [Ohlin, 1937b, p. 226]. The rate of
interest is regarded as the 'price of credit' and as such is
determined by the 'supply of and demand for credit' [Ohlin,
1937b, p. 221]. The supply of new credit per period is
equal to the amount of claims [interest bearing securities]
and other assets desired by some in excess of their existing
holdings, minus the amount of existing holdings regarded by
others as in excess of their desired holdings. The demand
for new credit is equal to the supply of new claims minus the
reduction in the volume of existing claims. [Ohlin, 1937b,
p. 224] Keynes [1937a, p. 245] points out that since the
supply of credit so defined is equal to saving and since the
demand for credit so defined is equal to net investment, Ohlin
was asserting what in another guise he had denied, that is,
that planned saving and planned investment determined the rate

of interest.?

Ohlin's supply of and demand for credit is expressed in ex
ante terms. Keynes' repudiation of Ohlin's position is a
little unclear because he seems to be attributing to Ohlin
the contention that realised magnitudes determine the rate
of interest. The repudiation remains valid, however, if in
Keynes [1937a] reply, for saving and investment the terms
planned saving and planned investment are substituted.
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In analysing the spending process, Ohlin made planned
or ex ante consumption and investment dependent on expecta-
tions and on the availability of cash and credit, the latter
being operative as a constraint when expectations were such
that planned expenditure exceeded the available finance.

It is here that the rate of interest is important, a lower
rate allowing expenditure that might otherwise be prevented.
To the extent that ex ante consumption is increased because of
a lower rate of interest, it follows according to Ohlin that
planned saving is decreased. Keynes' objection to allowing
saving an active role in the process of change was that saving
in neither the ex ante nor the ex post sense determined the
availability of finance. While it is certainly true that in
this there was a measure of agreement between Ohlin and Keynes,
Ohlin perceived a connection, through the income process,
between the financing of investment and of consumption, and

the levels of investment and saving:

"there is a connection between the rate of
interest, which is the price of credit, and
the process of economic activity, of which
the flow of saving is a part". [Ohlin, 1937b,
p. 224]

In other words, in describing a process of change, Ohlin com-
pared one general equilibrium with another; that is, he allowed
for the income change and its repercussions following a change

in the rate of interest:

"Thus, if we regard the rate of interest as
determined by the supply and demand curves for
claims, both the quantity of cash and of assetsare
influencing factors. The situation every day

must fulfil the condition that at existing prices
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of claims and assets, people prefer to hold
the existing quantities of cash, claims and
assets rather than exchange part of some of
them for a little more of the others". fohlin,
1937¢, p. 427].

While it may be necessary to read into Ohlin's account
of interest rate determination to realise that he allows for
the full consummation of any change, D.H.Robertson [1973,

p. 435] makes his position clear by complaining that 'Mr.
Keynes appears once more to stop short' of 'a decline in
income'. This is further illustrated in an exchange over the
influence of saving. Some sort of agreement is reached by
substituting the term thriftiness for thrift, which presumably
had been substituted for saving. Robertson then proceeds to
argue that thriftiness, by reducing income, increases the
availability of inactive funds, and thus lowers the rate of
interest, and that therefore a mechanism exists by which 'an

increased desire to save could lower the rate of interest, or -

therefore - promote investment' [Robertson, 1938b, p. 5561].

The real issue between Keynes and his critics lay in
their respective methods of analysing change. The loanable
funds theorists compared eguilibrium with équilibrium and in
so doing created a conundrum; if loanable funds were the where-
withal to finance investment then they were equal to investment,
and to savings. This is not to say that within its terms of
reference the loanable funds approach is wrong, merely that in
a comparative static framework it is uninteresting and in-

auspicious for analysing change.
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1.3 Methods of Analysing Change

Whether the liquidity preference theory of interest
determination is a disequilibrium approach is debatable;
after all, the rate is determined where the supply of and demand
for money are equal. But, in Robertson's words, Keynes does
stop short. That is, the level of income is kept constant
while the determination of the rate of interest is analysed.
In that the loanable funds theorists were at one with Keynes
[1937a, p. 241l] in arguing that 'the rate of interest depends
on the present supply of money and the demand schedule for a
present claim on money in terms of a deferred claim on money',
there was no dispute with the liquidity preference analysis
as such. They differed from Keynes in insisting that 'meas-
uring the convenience of holding idle money need not prevent
it [the interest rate] from measuring also the marginal in-
convenience of abstaining from consumption' [Robertson, 1937

p. 431].

A simple example can demonstrate the fact that while
the loanable funds theorists' position is formally correct,
it is also empty. Consider an economy in equilibrium,
characterised by constant gross investment and consumption
per time period, and with an unchanging money stock and rate
of interest. A fall in liquidity preference, with an unchang-
ed money stock, would lower the rate of interest and cause
investment and possibly consumption to increase, and result

in a higher level of income. Clearly, income would rise until
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the marginal advantage of holding idle funds was equal to

the marginal advantage of spending them on securities, con-
sumption goods or investment goods. When equilibrium was
re-established it is possible for the interest rate to have
returned to its original level. Awareness only of the full
consummation of the process of change is quite likely to
obscure the reason for the change, To take the opposite case
of a rise in liquidity preference and a consequent initial
rise in the rate of interest; if this results in a level of
income sufficiently low that the active money balances so
freed result in an interest rate below its original level,
what can be said about the cause of change from observing the

two equilibria?

An analogously obscure result is obtained if the
expansionary effects of a budget are judged on the size of the
budget deficit, either planned or actual. A device used to
remove obscurity is the 'full-employment budget surplus
indicator'. Here with a given government tax and transfer
payments structure a budget is evaluated on the basis of the
size of the deficit or surplus which would result if income
were at a certain level. 1In this case, the level is that which
would result in full employment, but the current income level
could be chosen if the interest lay in predicting next year's
income. This is the kind of device used by Keynes to isolate

the cause of change.
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1.4 Keynes' Method of Analysis in the General Theory

It is the view of Schumpeter [1954, pp. 472-473] and
of Pasinetti [1974, pp. 42-45] that Keynes' method of analysis
is similar to Ricardo's.? This method is one of abstraction,
and concentration on fundamental relationships which, accord-
ing to Pasinetti, has as a consequence the postulation of
unidirectional causal relationships rather than of an inter-
dependent system of relationships. In other words, feedback,
the lifeblood of general equilibrium analysis, is abstracted
from. As Joan Robinson [1975, pp. 397-398] points out, 'the
Keynesian system is designed to show the consequences, over
the immediate and further future, of a change taking place as
an event at a moment of time, while the equilibrium system
can only compare the differences between two positions on two
paths conceived as coexisting in time, or rather outside of
time. Harcourt [1977a, p. 290] suggests that 'Kalecki also
used a similar method, in that he divided time into short
periods, each with its own past and expectations of the future,
and then let the process unravel as the happenings of one short
period were passed on to be the historical or initial con-

ditions of the next'.

Keynes [1936, p. vii] explains that the General Theory

Schumpeter [1954, p. 473] used the term "Ricardian Vice" for
the 'habit of applying results of this character [those pro-
duced from models based on many simplifying assumptions] to
the solution of practical problems. (See R. Jones [1831,
1859] for an early condemnation of the Ricardian method).
Pasinetti [1974, p. 45], at least in respect of the policy
prescriptions which flowed from Keynes' analysis, suggested
that "Ricardian Virtue" was the more appropriate term.
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'is primarily a study of the forces which determine changes
in the scale of output'. The configuration and magnitude

of these forces determine a position of effective demand and
hence an equilibrium scale of output. Such an equilibrium,
however, is not the homeostatic variety of neo-classical
economics, but 'is the fragile coalescence of momentarily
held expectations, a change in which, nervously waiting upon
any change or rumoured change of news, can abruptly destroy
it' [Shackle, 1967, p. 181]. While it exposits a theoreti-
cal structure with which to analyse the effect that a change
in these expectations will have on the level of effective
demand, the General Theory does not follow through the sequen-

tial repercussions of such a change:

"But the cascade of events which must be
supposed to follow such a destruction and
lead to a new equilibrium cannot be des-
cribed or analysed by the General Theory's
formal method". [Shackle, 1967, p. 181}

To sum up, the General Theory considers the determinants of
change rather than the process of change itself. A good
illustration of this is provided by the General Theory's

analysis of the determination of the rate of interest.

The liquidity preference theory of interest rate deter-
mination does not rest solely on the supply of money and on
the speculative demand for money. There are also the trans-
actions and precautionary demands to be considered. Side-
stepping the question of whether the precautionary demand is

responsive to interest rate changes, the transactions demand is
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treated as being invariant to interest rate changes. But
clearly it is so only in a limited sense. If a decrease in
the interest rate increases income then the transactions
demand for money will rise. Using this frame of reference
the transactions demand for money is negatively related to

the rate of interest.

A situation where a decline in the speculative demand
for money decreases the interest rate, causing an increase in
income just sufficient to reverse transactions demand to the
extent required to re-establish the original rate of interest

in shown in diagram 1.
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There are two points to note: first, observation of the

before and after position reveals the same money supply and

the same rate of interest without indicating the cause of the
change in income; second, the analysis conforms to the loan-
able funds theorists' requirements, in that the interest rate
which is finally determined is the result of spending decisions.
Keynes' approach keeps income constant, in the diagram at that
level appropriate to Lt(l)’ and investigates how the rate of
interest will change as either the money stock or speculative
demand changes, in order then to investigate the effects this

changed interest rate will have on economic activity.

It remains to bring the finance motive into the picture
to determine whether it entails any major revision of the
liguidity preference approach. Keynes thought it reinforced
his approach, Robertson, as pointed out on page 27, thought

the contrary.

In terms of static IS-LM analysis this exact result could
occur only if the investment demand schedule were perfectly
elastic. However, there is no need to be so constrained.
It is perfectly possible that the IS curve would shift right-
wards consequent on a leftward shift in the speculative
demand schedule; expectations in the real and money markets
are not independent in Keynes' schema: 'the dismay and un-
certainty as to the future which accompanies a collapse in
the marginal efficiency of capital naturally precipitates a
sharp increase in liquidity preference' [1936, p. 316].
Given this dependence it becomes, of course, even more import-
ant to disentangle cause from repercussion.
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2. The Perspective of the Finance Motive

It needs to be affirmed that the loanable funds
theorists did not just say that the rate of interest is
determined by the supply of and demand for securities.?®
It is obvious that the rate of interest is so established,
and the liquidity preference theory is consistent with this.
In the General Theory income changes can be analysed in terms
of movements between short and long term assets: movement
into short (long) term assets being associated with bearish-
ness (bullishness), consequent falls (rises) in the price of
bonds, increases (decreases) in interest rates, declining
(increasing) investment, and deflation (reflation). The
cause of change in the real sector in this sequence is a change
in interest rates; it can be equivalently expressed as a
change (in the same direction) in the marginal yield on money.
In the Keynesian system with a money, securities, and invest-
ment goods market, it is the discrepancy in return at the
margin between the first two and the latter which initiates
the process of change. A discrepancy between the rate of
return on money and securities is not considered. This is
because of the existence of an efficient continuous spot market
in securities, which ensures that a continual partial equilib-

rium exists between money and security holdings.

5

This was true at least at this early stage of the debate,
where the demand for and supply of real assets was also
involved.
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Where the loanable funds and liquidity preference
theories differ, is in their temporal view of the process
of change. The loanable funds theory looks at the demand
and supply of securities when the investment goods market
is in equilibrium, that is, after a general equilibrium is
established. In a comparative static setting the liquidity
preference theory looks at the securities market prior to any
change in real investment and prior to the financial articula-

tion of investment plans.

The supply of and demand for loanable funds can be

simply expressed as:
I + AH = S + AM, N

where I is investment, AH is the increase in hoarding of cash
balances, S is savings, and AM is the increase in the money
supply. In order to make the equation meaningful, savings
and investment have to be defined as ex ante or planned, or

in the Robertson sense, where both savings and investment are
functions of yesterday's income so that savings in the current
period may exceed investment, in which case income in the
current period is less than that of the previous period by the
amount of this excess. Savings and investment in the current
period are in addition functions of the current rate of
interest. The point to note about the equation above is that
savings and investment have responded to the interest rate
change. The demand for loanable funds (I + AH) is equal to

the supply of securities and the supply of loanable funds
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(S + AM) is equal to the demand for securities. But this
supply and this demand can be considered the result of an
income change. While it is true that savings and investment
are defined as ex ante concepts, they effectively stand in for
the consequential income change. The equation could alter-

natively be written as:

AY + AH = AM e e e e o . (2.2)

where AY, the change in income, equals I - S.®

If the income change is excluded the equation becomes:
AH = AM e e e e e . (2.3)

and the rate of interest equalises the marginal advantage of
holding money with that of holding securities at a level which
by invoking an income change, may have repercussions on the

money and securities market.

The reason Robertson thought the finance motive com-
promised the liquidity preference theory is that it seemed
to reinstate savings and investment in equation (2.3). The
answer to this is that while in a particular sense it may do so,
it is up to any theorist to explicitly exclude it if there are
advantages in so doing, There is no logical distinction

between excluding the influence of changing transactions demand

6

This is the change in income after one period, that is, prior
to the multiplier repercussions.
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on interest rate determination, and excluding or, at least,
holding constant the influence of the demand for finance.

The reason that money is demanded to satisfy the finance

motive is that expenditure has been planned. The cause of
this planning may well have been an interest rate decline.

It is proper that this decline be analysed in abstraction from
its repercussions; as it is essential that the finance motive
be considered when examining the path of adjustment of the rate
of interest to a new equilibrium. Chapter 5 takes up this

latter point.
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CHAPTER 3

DAVIDSON'S ANALYSIS OF THE FINANCE MOTIVE

Introduction

It is peculiar considering the attention that Keynes'

work has received that Davidson [1965] had to resurrect a
concept to which Keynes attached considerable importance.
This revival of a 'long-forgotten point',} of Keynes'
'coping stone'? or, as Davidson [1972a, p. 30] would have it,
'Rosetta stone', was necessary, presumably, because the
finance motive does not feature in the General Theory.
Although this reluctance to go beyond the General Theory
would hardly have met with Keynes' approval.

"I am more attached to the comparatively

simple fundamental ideas which underly my

theory than to the particular forms in

which I have embodied them, I have no desire

that the latter should be crystalized at

the present stage of the debate". [Keynes,
1937c, p. 211]

Nevertheless, Keynes' theory of liquidity preference was so

crystalized prior to his 1937 amendment and has in most texts

remained unamended.

The objectives of this chapter are, in section 1, to

[Horwich, 1966, p. 242]

2
[Keynes, 1937b, p. 667]
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examine Davidson's analysis of the finance motive; in
section 2, to examine the implications he draws from this
analysis, and, in the third section, to consider some

criticisms of this analysis made by Horwich [1966].

1. Davidson's Analysis

Davidson [1965, 1967, 1972a], on the basis of Keynes'
finance demand analysis, contends that the traditional form
of expressing the transactions demand function is a mis-
specification; that its incorporation into the 'Bastard
Keynesian familiar 45° diagram' leads to the result that the
demand for transaction balances is a function of the output-
expenditure identity line, and that, as such, it is inapprop-
riate for the analysis of disequilibrium situations.,.

Hansen's [1949] specification of transactions demand, Lt = kY,
is used as a point of reference. According to Davidson the

correct specification of transactions demand is:
L* = aC + BRI c e e e .. (3.1

where o and B are constants lying between zero and one and
where C and I are planned investment expenditure and planned
consumption expenditure respectively. Davidson assumes for
simplicity that planned consumption expenditure is linearly
related to income, Y, and that planned investment expenditure
is linearly related to the rate of interest, i. These

relations are written as:
C = a, + b,y s e o owow (3.2)

and I = a, = b

9 51 i s« wow ow o (3.3)



Substituting (2) and (3) into (1) gives:

* = T T
L & aal + Ba2 + ublY Bbzl e e s s e« (3.4)

If a constant rate of interest is assumed (and this is
implicit in the 45° diagram) the 'correctly' specified trans-
actions demand schedule (3.4) differs from the usually depict-
ed transactions demand schedule in not emanating from the
origin and in having a lesser slope.? The contrasting

schedules are shown below in diagram 1.

Diagram 1
Lt,r
*
LY
t
*
Lt
Y
It is as well to be clear on Davidson's method. Current

income of itself does not constitute the basis for the demand
for active money balances. It is planned expenditure which,
in this instance, is assumed to be related to income which con-
stitutes the basis for the demand for active balances. By
including finance demand in a general transactions demand
framework Davidson merges all categories of planned expenditure

whether, for example, it is the payment of next week's wages or

3

The lesser slope follows from the assumption that the system

is stable, that is, that 0<<bl <1.
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purchase of plant. However, Davidson recognises that Keynes
did separate transactions from finance balances and did
attribute particular importance to changes in the demand for

finance balances:

"Tt is the shift in the L*; function induced

by a change in spending propensities that Keynes
was describing when he discussed the finance
motive. Whenever there is a shift in the
aggregate-demand function, there will be a con-
commitant shift in the demand for money schedule.
Consequently, when there is an increase in

planned. investment, for example, the equilibrium
quantity of money demanded will ultimately increase
for two reasons: (1) a shift in the L*; function
(i.e. the finance motive), and (2) a movement along
the new L*, function as output increases and induces
further spending via the multiplier. It is the
shift in the L*; function which puts additional
pressure on the rate of interest.

Thus, every upward shift of the aggregate-demand
function implies the prevalence of a 'finance
motive' as spending units switch over from one
money-demand function to a higher one. Once this
change has occurred, spending units will maintain
larger transactions balances than before at each
level of output. At that point the dynamic finance
motive merges with that static concept of the
transactions motive". [Davidson, 1972a, p. 169]

Davidson considers that the 'major contribution' of the
finance motive is in macro-economic path analysis. That is,
as an important explanatory element in analysing the way in
which the economic system behaves when it is not in equilibrium.
It is interesting to note that J. Robinson [1960, p. 259]
explicitly includes the finance motive in her period by period
analysis of change resulting from an 'improvement in prospec-
tive profits’. This 'major contribution' of the finance

motive is examined in some detail in the following two chapters.
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2. The Implications of Davidson's Analysis

Three important implications of including the finance
motive in Keynesian macro-economics are examined by Davidson.
The first is that transactions demand, L*t, is much less
stable than is evident from Hansen's analysis. The trans-
actions demand schedule will shift every time the aggregate
demand schedule shifts, Through time, variation in the
demand for active balances will occur (a) due to movements
towards equilibrium,and (b) due to shifts in equilibrium.

In a short period of time, that is a period within which the
aggregate demand schedule has varied only to a limited extent,
observations of income and transactions demand will reflect
the movement towards equilibrium and will cluster about the
L*t schedule. It can be noted that the income elasticity of

demand for actual money balances derived from such a cluster

will be less than unity. Writing this elasticity as:

* *
dL*t , L*t, it is easily seen that dL*t jis less than
dy Y dy
*
L™t ang that, therefore, the elasticity is less than unity.
If a period of greater duration is considered then the cluster

of observations may not conform closely to a static Lz schedule.

During a period within which expenditure plans have
peen fluctuating, the observations on transactions demand and
income will cluster about different L*t schedules. Empirical

estimates of the income elasticity of the demand for money

will, as a result, tend to be higher than if observations were
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clustered around a single L*; schedule. They may, as

Davidson points out, exceed unity.

Davidson offers the above theoretical explanation of the
short and the long-run empirical estimates of the income
elasticity of the demand for money as an alternative to
Friedman's [1959] explanation. Friedman's empirical results
indicate a short-run elasticity less than unity and a secular
elasticity greater than unity.* These differing elasticities
are reconciled, in the main, by distinguishing between per-
manent and measured values. It is argued that during the
upturn of a business cycle, measured income and measured prices
are likely to lie above their permanent counterpart, just as
they are likely to lie below during the downturn of the cycle.
Velocity of circulation of money balances based upon measured
income and measured prices throughout a complete cycle will
tend to indicate that velocity rises significantly as income
increases. The counterpart of this rising velocity is, of
course, a low estimate of elasticity. In reality, Friedman
argues, it is permanent income and permanent prices which are
the crucial variables in determining the demand for money.

A correctly specified velocity calculation would therefore
have permanent real income multiplied by the permanent price

level as the numerator. This velocity would tend to lie below

N
Friedman estimated the long-run elasticity to be in the region

of 1.8, however, in a later paper [1971] he set it a bit
lower but still above unity.
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measured velocity during the upturn of a business cycle and
above measured velocity during the downturn. (See chapter

6 for more detail on the cyclical path of velocity).

Using cyclical average data, which largely abstracts
from the dispersion of measured values about their permanent
counterparts, Friedman [1959] found that in the long-run
velocity falls as income increases, and estimated the long-

run elasticity to be in the regions of 1.8.

In an exchange of views on the topic, Friedman, while
admitting the possibility that new theoretical constructs may
disturb previously held views, noted that Davidson [1972b]
offered no empirical support for the theoretical construct he
espoused:

"malk is not a substitute for evidence. I know
of no empirical study of the demand for money

that has ever identified variables corresponding
to 'the finance motive', let alone found them to

have a significant influence. An attempt to do
so would certainly be an appropriate piece of
research". [Friedman, 1972, p. 931]

The second important implication, of the inclusion of
finance demand in the Keynesian model, is that all categories
of planned expenditure will create a commensurate demand for
money. In particular, Davidson notes, this will apply to the
expenditure plans of government as well as to those of the
private sector, although, of course, there will be quite

different repercussions depending on the way in which government
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raises the finance.® A letter of Keynes' published in the
18th April 1939 edition of the London Times is cited as
further elucidation of this point. The letter concerns the
way to finance the impending rearmament expenditure of the
Government and makes the point that if 'the Treasury borrows,
the resources acquired by the Treasury must be at the expense

of the normal liquid resources of the banks and of the public'.

The third implication examined by Davidson is that
finance demand considerably strengthens the dependence between
the real and the monetary sectors. He argues that a trans-
actions demand schedule 'which emanates from the origin belongs
to a world of Say's Law - a world where the aggregate demand
function coincides with the 45 degree line'. While there is
substance in this, the further conclusion that such a trans-
actions demand schedule implies 'a dichotomy between the real
and monetary sectors so that there can be no monetary obstacle
to full employment for the real and monetary sectors are
completely independent' [1972a, p. 174], is unacceptable.

Such a dichotomy exists only if the monetary sectors' sole
function is to determine the price level while the interest

rate is determined in the real sector. A transactions demand

The initial repercussions on the money supply will differ
according to whether the government sells securities to the
central bank, the private banks, or the non-bank sector.
The subsequent repercussions will depend on the speed,

the extent, and the direction of government spending, and
on the reaction of the private sector to their changed
port-folio position.
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schedule emanating from the origin does not imply this.
However, the conventional Hicksian IS-LM analysis does imply
an unduly constrained dependence between the real sector and

the monetary sector.

With a fixed money supply, changes in the equilibrium
position in the IS-LM system can occur as a result of changing
views on the future rate of interest or as a result of chang-
ing views on the prospective returns to real investment. In
the first case there is an effect on the rate of interest
which changes the scale of activity in the real sector - the
LM schedule shifts, the IS schedule does not; in the second
case there is a change in the transactions demand for money
which, by inducing a change in the rate of interest, leads to
an accommodating change in the speculative demand for money -

the IS schedule shifts, the LM schedule does not.

The incorporation of Davidson's specification of trans-
actions demand, L*;, into the IS-LM framework strengthens the
dependence between the real and the monetary sectors, for now,
shifts in the IS schedule will cause the LM schedule to shift
as well. The two schedules are no longer independent. A
rightward shift in the IS schedule will cause the LM schedule
to shift leftwards. The original constrained dependence, as
expliained above, is still operative; to it has been added the
dependence attributable to the finance motive. In the case of
a rightward shift in the IS schedule it can be noted that the

equilibrium of the system will occur at a lower output level
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and higher rate of interest when finance demand is included

in the analysis than when it is not. A more detailed examin-
ation of the interdependence between the monetary sector and
the real sector, using IS-LM analysis, will be left to Chapter
4 where Davidson's and Hine's specification of transactions
and finance demand is compared with the specification intro-

duced there.

3. Horwich

Horwich [1966] raises certain objections to some major
propositions of Davidson's [1965] article. He suggests that
contrary to Davidson's claims, the finance motive (i) 'does
not qualify the traditional use of the IS-LM diagrams' and
(ii) 'does not ... constitute a meaningful basis for macro-
economic path analysis'. Horwich bases his first criticism
on the Keynesian division of money balances into active and

idle balances, and uses the following two diagrams.

Diagram (2) Diagram (3)

I
|2
| =
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Diagram (2) has two liquidity preference schedules
L' and L" which stand for the total demand for money; real
output y', which is assumed constant throughout, is a parame-
ter of each schedule. The initial position is at A.
Horwich argues that an increase in planned investment will
initially raise the demand for money and so result in a sale

of 'existing' securities and a consequent rise in the rate of

interest. This is depicted as a movement from position A to
position B. This however, according to Horwich, is not the
end of the story. Entrepreneurs in executing their plans

will release money balances, and cause prices to rise from p'
to P". This is shown as a movement from B to C. It will be
noted that the same liquidity preference schedule obtains

pefore and after the process of planning and execution.

Diagram (3) depicts the same process in terms of an LM
framework; L'P' and L"P' : L'P" are the LM schedule analogues
of the respective liquidity preference schedules L' and L"
of diagram (2). The initial position in diagram (3) is a.
This corresponds to position A in diagram (2). The movement
from a to b corresponds to that from A to B. However,
diagram (3) permits two possibilities, Either output remains
constant and prices rise (the only possibility permitted in
diagram {(2)) or prices remain constant and output rises. If
output remains constant then position b is the final position;
it corresponds to position (C) in diagram (2). The shift in
the IM schedule from L'P' to L"P' : L"P' is caused by prices

rising. If prices remain constant then there is a further
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movement from b to ¢ as output increases. There is no
position in diagram (1) corresponding to position ¢ in

diagram (2).

The conclusion drawn by Horwich from the above analysis
is that LM schedule shifts are not induced by changes in
expenditure plans; apart from shifts which result from the
effect that the execution of these plans may have on the price

level.

Horwich's second objection, (ii), that is, that the
finance motive does not contribute to macro-economic path
analysis, is based on the contention that the liquidity
preference theory of interest rate determination is primarily
a theory involving stocks, with flows playing little part.

In particular, of the three methods by which a firm may obtain
funds for net investment, listed by Horwich as: '(l) issuing
new securities, (2) selling existing securities from their
portfolios and then dishoarding the obtained funds, and (3)
dishoarding previously accumulated cash balances directly',

(2) is described as the 'exercise of the finance motive'.
While much of Horwich's analysis of the financial mechanism is
difficult to follow (Davidson [1967, p. 249] notes that he is
unable to comprehend part of it) the essence of the argument
seems to be that a dynamic theory of interest determination
must include as an important constituent the flow of new

securities.
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Davidson [1967] in reply to Horwich's paper convinc-
ingly disposes of the foregoing criticisms. Notwithstanding
the fact that a limited familiarity with Keynes' articulation
of the finance motive is all that is necessary in order to be
able to rebut Horwich's argument, some important issues are

thrown up by the exchange of views.

Horwich following Keynes [1937c] divides money balances
into active and inactive. Keynes distinguished between money
demanded to service current business transactions and money
demanded to hoard. To the former he applied the term 'active'
to the latter the term 'inactive'. Keynes [1937a, p. 247]
describes finance demand as lying half way between active and
inactive. It is so described because of the assumption that
finance balances turn over at a slower rate than transactions
balances. Essentially, inactive balances do not turn over at
all. They are held not for the purpose of buying assets but
to provide capital certainty when the risks of investment in
securities is thought too great. By supposing transactions
demand to be the only active demand and finance demand to be

inactive, Horwich assumes that which he purports to demonstrate.

In diagram (2) it is assumed that real income does not
change. If the demand for active balances is related solely
to money income then it follows that only a price level change
can affect this demand. The process of change resulting in a
movement from A to C follows either from the assertions that

the demand for finance balances is a once and for all demand,
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that is, it is not a continuing demand, and that the price
level change is just sufficient for transactions demand to
absorb the amount of cash previously demanded for finance
purposes, in which case aggregate planned expenditure does

not enter Horwich's analysis in any meaningful way, or from
the assertions that aggregate planned expenditure is identi-
cally equal to income and that the amount of money demanded
for each unit of planned expenditure is identically equal to
that demanded for each unit of income. There is, however, no
compelling reason to make any of these assertions. Planned
expenditure ought to be considered in the same way as actual
expenditure, that is, as a flow which has a continual impact.
The demand for money to which planned expenditure gives rise
is an active not an inactive demand. For any given level of
income the amount of active balances demanded will depend on
the level of planned expenditure and the amount of money
demanded to service it. A change in planned expenditure,
income remaining constant, will, therefore, shift the liquidity

preference and LM schedules.

The same deficiencies in Horwich's analysis carry over
to his second diagram - diagram (3), where output is permitted
to change, There, instead of assuming that price rises are
just sufficient to absorb finance balances, it is assumed that
sutput or a combination of price and output rises are just

sufficient.

Horwich's second objection is based on a too narrow
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interpretation of the theory of liquidity preference.

Keynes [1937a, p. 246] explicitly notes that finance balances
may be provided by the new issue market. Whether it is true,
as Horwich believes, that Keynes thought the new supply of
securities did not 'perceptibly' influence the market rate

of interest, is beside the point, By how much new issues
influence the rate of interest is an empirical question.
Keynes' finance motive has this influence within its ambit,
and so extends the usual Keynesian stock analysis of interest
rate determination involving the rearrangement of existing
assets into a stock-flow analysis involving both existing

assets and the flow of new assets.
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CHAPTER 4

A SPECIFICATION OF THE TRANSACTIONS PLUS FINANCE DEMAND FUNCTION

Introduction

It was explained in chapter 1 that Keynes distinguish-
ed between the transactions motive and the finance motive and
furthermore attached particular importance to the finance
motive in situations where planned expenditure varied from
period to period. These are important considerations when
designing a specification of the transactions plus finance
demand function for money. In addition it is desirable that
such a specification be both simple and amenable to theoretic-

al and empirical analysis.

This chapter introduces a specification which has these
two latter properties, and which distinguishes transactions
from finance demand precisely by singling out the important
element of finance demand. There are two main sections. The
first presents the function, explains its underlying assump-
tions, and lists some of its properties and advantages. The
second incorporates the function in an IS-LM framework and
compares it with the alternative specification of Davidson

[1965, 1972a]l and Hines [197la, b].

1. A Specification of the Transactions plus Finance Demand
Function

1.1 The Function

In its most general form the function is written as:
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L=Q/1(Y)+,Q,2(Y*"‘Y) 211(0)=0' 912(0)=0

e e e .. (4.1)

where L is equal to the sum of transactions and finance
demands for money; Y is money income and Y* is aggregate
demand. It is important to realise that &, (Y) includes both
the demand for transactions balances and the demand for the
constant revolving fund of finance balances, and that

2,(¥* - Y) is the excess demand for finance balances.

The major reason for specifying the demand function in
this way is to avoid the need to distinguish transactions
demand from finance demand when aggregate demand is equal to
current income and when, as a result, planned expenditure is
being accommodated by a constant revolving fund of finance
balances, However, it is necessary to bear in mind the
distinction between balances held by consumers or business
to accommodate non-routine expenditure and those held to
accommodate recurring or routine expenditures. For while in
equilibrium the perceived relationship between income and the
money supply will encompass both categories of balances, in
disequilibrium the momentum of the system may well require that
routine and non—goutine expenditure be differentiated. This
is so because it is non-routine rather than routine expendi-
ture which is likely to account for the divergence between

current expenditure and planned expenditure.

The change in the demand for money resulting from this

divergence between current expenditure and planned expenditure



60.

is represented in equation (4.1) by the excess demand term,
Lo (Y* - Y)., There are two points to consider. The first
concerns the length of the period to which the planned expen-
diture applies, and the second concerns the attribution of

all of the excess demand to the finance category.

The planning period cannot be given any precise length.
In the present context it can most appropriately be defined
as the average length of time between the attempt by spending
units to rearrange their assets or to extend their liabilities
in order to meet expenditure commitments, and the execution
of that expenditure. However, it is not absolutely necessary
to define the length of the period in this way so that equation
(4.1) is compatible with any length of period. Presumably
the demand for finance balances per unit of the excess of
planned expenditure over actual expenditure, as exhibited in
the functional operator %,, will become greater as the period
length is reduced below that as define above, and will become
less as the period length is extended beyond that as defined

above,

The categorisation of £, (Y* - Y) as the excess demand
for finance balances rather than the excess demand for a
combination of finance and transactions balances can be justi-
fied in two ways. One way is to assume that any significant
disparity between planned expenditure and current income is
composed of non-routine expenditure (an unexceptional assump-

tion to make when considering first-round expenditure increases)
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and that, as a corollary, increases in the second-round of
induced expenditure of a routine nature is accommodated by
the approximation of relating transactions demand to current
income. Another more rigorous way is to assume that
short-period expectations are immediately fulfilled and that
what is important is the level of effective demand, that is,

the position of equilibrium, and not the, perhaps faltering,

path towards it. (See Keynes [1936, p. 25] and Kregel's
[1976] schematic analysis of Keynes' method.) The difference
between aggregate demand and income (Y* - Y), in these terms,

is the difference between the current period's level of aggre-
gate demand and the level of effective demand at the end of

the previous period, both measured at the income level equal

to this level of effective demand. In terms of the convention-
al 45 degree diagram this would be the vertical distance
between the previous periods equilibrium level of expenditure
and the current level of aggregate demand or, in other words,

the planned first-round expenditure increase.

1.2 The Advantages of equation (4.1)

This specification has several advantages, First, it
is consistent with Keynes' emphasis on the importance of the
finance motive when the revolving fund of finance is insuff-
‘cient. Second, by drawing attention to the ramifications,
in a growing and cyclical economy, of a divergence between
planned expenditure and current income, it meets the objec-

£ion that finance demand is in fact transactions demand by

another name. Third, by isolating the demand for money
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required to service not the total of but changes in planned
expenditure, and this can be properly subsumed under finance
demand, it facilitates the empirical testing of at least a
part of finance demand - and a‘critical part at that.

Fourth, and this will be explained in section 2, it can be
incorporated quite straightforwardly into an IS and LM frame-

work.

2. IS-LM Analysis and the Davidson-Hines Alternative

2.1 A Linear Version of (4,1)

If, as a corollary of Keynes' assumed short-run constancy
of the velocity of industrial circulation balances in the
Treatise and the equivalent constancy of velocity of trans-
actions balances in the General Theory, a proportional relation-
ship between the transactions demand for money and money
income is assumed, and furthermore, if a similar assumption
is made for the finance motive, that is, that there is a pro-
portional relationship between finance demand and aggregate
demand for goods and services, equation (4.1) may be written
as:

L = aYy + b(y* - y) i « % « & (4.2)

Graphically (as shown below in diagram 1), the demand
function of equation (4.2) differs from the usual transactions
demand function in not emanating from the origin. At the
equilibrium level of income, aggregate demand is equal to

income and the excess demand for finance balances is zero.
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It is positive at levels of income below equilibrium and

negative at levels of income above equilibrium.

Diagram 1 .

i L, = ayY
\ t

et | L = L _+L
| T MeTE
i Y
Ye\

Lf = b(Y*-Y)

Ly is the transactions demand plus the revolving-fund-of-
finance demand schedule; Lf is the excess-finance demand
schedule (drawn for convenience as a straight line),! and Ye

is the equilibrium level of income. The combined trans-

actions and finance demand schedule is shown as Lt + Lf.

If it is assumed that aggregate demand is linearly
related to income by the equation Y* = c + eY, where c>0

and (0 <e <1l), equation (4,2) can be written as:

LL = a¥Y + b(c + eY - Y) o & o % @ (4.3)

Le would be a straight line if, for instance, in addition
t0 the assumptions already made, aggregate demand were
linearly related to income by the equation Y* = c + eY,
where ¢ > 0 and (0 <e <1). '
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The income elasticity of demand for the combined transactions

and finance balances derived from (4.3) is:

a¥Y + b(e - 1)Y
a¥Y + b(e - 1)Y + bc

which is easily seen to be less than unity.? (See chapter 3,

p. 47 ).

2.2 IS5-LM Analysis

IS-LM analysis divides the total stock of money into
transactions and speculative holdings. If finance holdings
are incorporated, these can be considered as a component of
the total money stock. So long as the system is in general
equilibrium in the IS-LM sense, planned investment and there-
fore the demand for finance is constant. In this situation,
it is unnecessary to isolate finance holdings explicitly in
the analysis. This is not the case when dis-equilibrium is
considered, for then investment plans are either increasing
or decreasing, and therefore the demand for finance balance

is also increasing or decreasing. Diagram (2) superimposes

This conclusion follows for (a + be - b)> 0. This restric-
" tion will hold when a = b. It will fail to hold when

(b > —2 e). If this latter condition obtains, elasticity
behaves very strangely: moving asymptotically from zero b

. . . » u . — c
towards minus infinity as income increases towards Y |a175T€:1)

and from plus infinity asymptotically towards unity
thereafter. It will be assumed that for real world consider-
ations the restriction for which the conclusion follows does
in fact hold.
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on a conventional IS and LM diagram an LM schedule (LM')
based on the transactions and finance demand schedule
Lt + Lf, instead of on the conventional transactions demand

schedule Lt'

Diagram 2
LM

LM'

B
(V]

The conventional IS and LM schedules are independent
of one another. That is, either one may shift without affect-
ing the position of the other. Davidson and Hines show that
their specification of the transactions demand function for
money, which relates transactions demand to aggregate demand
instead of to current income, introduces a new complexity:
the two schedules are no longer independent. This complexity
remains when the Davidson-Hines (D-H) specification is replaced
by equation (4.1). However, as the excess demand term
9, (Y* - Y) becomes zero at equilibrium, it is not necessary,
as it is if the (D-H) specification is used, to consider the
circumstances under which the two equilibria (the conventional
and the one based on the inclusion of finance demand) are the

same. They are always one and the same, There is no mystery
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in this. The use of the (D-H) specification creates an
unnecessary division between the conventional approach and
one which includes the finance motive. Essentially, the
specification of equation (4.1) treats as a variable some-
thing which the conventional approach treats as a parameter,
and makes explicit what is implicit in that approach, namely,
that an equilibrium exists only if there is a zero excess

demand for finance balahces.

2.3 15-LM Analysis: A Formal Comparison of Equation (4.2) with
the (D-H) Alternative.
LM and IS schedules may be derived by assuming the
conventional linear relationships in the money and goods

markets:

L, = oy, 6 > 0 . . (4.4)
LS =qa - Bi, o > 0; B >0 e e e s« «(4.5)
M= L, + L e s s s . «(4.6)
c=f + gy, f > 0; 0<g«<l g % ow ow ow «(4.7)
I =nh+ ji, h > 0; §j<0 e e .. . .(4.8)
Y=C+ I . . (4.9)

where Y is the level of money income, Lt is the transactions
demand for money, Ls is the speculative demand for money, M
is the money supply, C is planned consumption expenditure,

I is planned investment expenditure, i is the rate of interest

and 0, a, B, £, g, h and j are constants.
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Equations (4.4) to (4.9) lead to the following IS and LM

relationships:

j=etE+h) QA -g)¥ e e e . (4.10)
3 3

| = o - M oy

i g + 3 s e o« o« . L(4.11)

and to the equilibrium solutions:

¢ =3 (a- + B(f+ h)
e B (L -g) -3 0

e e e e . . (4.12)

_9(f +h + (1 -~g) (a =M

e - B (l — g) — j 0 e & = » a -(4.13)

The specification of transactions demand favoured by
Davidson and Hines implies the replacement of the conventional
transactions demand function by a function relating the demand
for money to aggregate demand. For equation (4.4), Lt = QY,

they substitute L = 2(C, I) which in linear form can be

written as:
L = 0,C + 0, I, G, >0 ; 6, >0 . . . . .(4.1%)

Replacing equation (4.4) with equation (4.14) and retaining

equations (4.5) to (4.9) leads to the IS and LM relationships:

i = Ziﬁgi—ﬁl + il—:—%L—E e e e .. . (4.15)

_ W+ 0
i =08 - M+ Of +0,h 0,97 . . . . . (4.16)

B =~ 027 B =023
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and to the equilibrium solutions:

_ Jla = M) + j(0;f + 6;h) + (B - 023) (f+h)
€ (g - 0,3) (I-9) - jO:9

e o . . (4.17)

_0,g(f +h) + (1L -g) (a =M+ 0,f + 0,h)

(B = 0,3) (L - g) - joag
. . . . (4.18)

The equilibrium solutions (4.17) and (4.18) collapse to the
solutions (4.12) and (4.13) respectively, only when 0=0; = 0;.
In other words, it is only when this equality holds that the
(D-H) demand function for money gives the same equilibrium

solution as the conventional specification.

When these alternative IS and LM relationships are
compared, that is, equation (4.10) with (4,15) and equation
(4.11) with (4.16) it can be seen that the IS relationship is

the same in both cases; however, the conventional LM relation-
o -~ M
and a slope of 0/8, whereas

ship has an intercept of

B
- M S| S
the (D-H) LM relationship has an intercept of & % . Olg L
= 2
and a slope of 0,g9/(B - 0:3). Assuming that © = 0, = 0., the

intercept of the (D-H) LM relationship is greater than that

of the conventional LM relationship, while the slope is less.?®

3
The slope is unambiguously less. It can be shown that the

intercept is greater provided the equilibrium solution value
of income is greater than zero.
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In the conventional version, the link between the
monetary and real sectors depends exclusively on the rate
of interest, implying that the LM and IS relationships may
shift independently of each other. This is not so when
finance demand is explicitly included. This can be seen by
examining the intercept of the (D-H) alternative LM relation-
ship. It contains the intercept coefficients of the consump-
tion and investment functions, f and h, respectively. If
either of these coefficients change the IS relationship will
shift and so will the (D-H) LM relationship; the conventional
LM relationship is not affected. The introduction of the
finance motive therefore considerably strengthens the depen-

dence between the real and monetary sectors. *

It remains to incorporate the demand function of
equation (4.2) into the IS-LM framework. Equation (4.2)
differs from the (D-H) specification in explicitly including
income as well as planned expenditure, Equation (4.2),

L = a¥Y + b(Y* - Y), may be expanded to give:

L =aY +b, (C=2Cp) +bp (I=1Ip) . ... .(4.19)

where C,. and I are realised consumption and investment

expenditure.

L

This dependence is within the confines of a model which holds
long-period expectations constant. According to Kregel
[1976] it is this type of model 'that Keynes relies upon for
the first 18 chapters of the General Theory'.
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In order to construct stable IS and LM relationships
it is necessary to assume that b; = b, (= b).? Equation

(4.19) may then be written as:

L=aY¥Y+b (C=-Cy +1I-1I;)

or as:
L=a¥vy+b (C+TI-Y) e o e o o« +(4.20)

Substituting equations (4.7) and (4.8) into equation (4.20) and
rearranging gives:
L=(a-b+bg) Y+Db (f+h+ 3ji) . . . .(4.21)

Replacing equation (4.4) with equation (4.21) and retaining

equations (4.5) to (4.9) leads to the IS and LM relationships:

§ mndES W), (L =g) C e e e . . (4.22)
J J
. _a =M+ b (f+ h) (a - b+ bg) Y
i T + T . « . (4.23)
and to the equilibrium solutions:
_j (o =M + B (£ + h)
Y, (L -9 - 3a e e e e o. . (4.24)
i i a (f + h) + (l = C_]‘) (a - M) I .(4.25)

e B (1 - g) - ja

This assumption does not differ from that made when con-
structing the conventional IS-LM functions. It is then
implicit, in relating transactions demand to income, that
the demand for money is invariant to the composition of
income.
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Not surprisingly (given the implicit assumption that
the coefficients a and © are equal), the same equilibrium
solutions exist as in the conventional IS-LM analysis. The
slope of the LM relationship of equation (4.23) is less than
that of the conventional LM relationship and the intercept is
greater. The interdependence between the IS and LM relation-
ships is similar to that which obtained when the (D-H)

specification was used.

The aim of this chapter has been to introduce a demand
function for money which is consistent with Keynes' exposition,
and which is also capable of being used with advantage, first,
to investigate the theoretical implications of the finance
motive and, second, to investigate the empirical significance
of the finance motive. These two investigations will be the

sukject of the next four chapters.



72,

CHAPTER 5

LIQUIDITY PREFERENCE VERSUS LOANABLE FUNDS: EXTENSION AND
EVALUATION

Introduction

Chapter 2 showed that in terms of comparative statics
the theories of liquidity preference and loanable funds are
equivalent only in the trivial sense that each implies a zero
change in the rate of interest at equilibrium. The real
advantage and distinction of the liquidity preference theory
in this comparative static setting is in its role of identify-
ing the cause of change after an equilibrium has been
disturbed. Note that in this setting there is no provision
for analysing the path towards the new equilibrium. The
objective of this chapter is to examine the relationship
between the two theories along this path and, in particular,
to examine the perspective of the finance motive in this
relationship. It will be recalled that in chapter 2 the point
was made that finance demand, or at least its critical part,’
should be explicitly excluded in order to isolate the cause of
change, that it should be included for present purposes is no
contradiction for finance demand fits logically into a
dynamic setting, that is, a setting in which the sequential

repercussions of disequilibrium are considered.

1
This refers to finance demand in excess of the revolving fund
of finance - see chapter 4,
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This chapter is in two parts. The first selectively
reviews the liquidity preference - loanable funds controversy
of the 1950's and 1960's which essentially had as its theme
the equivalence or non-equivalence of the theories of liquid-
ity preference and loanable funds in a dynamic context. The
aim is not to be exhaustive, as much of the debate, concerned
with the distinction between stock and flow analysis, is
largely beside the point. Furthermore, the reproduction of
the contributors' algebraic models will be kept to a minimum,
to do otherwise would confuse rather than clarify given the
bewildering array of such models generated by the controversy.
The second part of this chapter has the aim of bringing
together the account and conclusions of the first part with the
finance demand specification introducted in chapter 4. The
resulting synthesis relies heavily on Hines' [1971la, bl con-
tribution and can be viewed as an extension of it; it is,
however, mainly explained within the framework of Johnson's
[1971] diagramatic illustration of the difference between the
theories of liquidity preference and loanable funds in dis-

equilibrium situations.

1. The liquidity preference - loanable funds debate

Broadly, at issue was whether the theories of liquidity
oreference (LP) and loanable funds (LF) give the same implica-
tions for movements in the rate of interest in a dynamic
context, that is, over a period when the goods market is in dis-

equilibrium and when, presumably, the system is moving towards
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2

a new equilibrium. Walras' law ensures that when the goods
market is in equilibrium, the bond and the money markets give
mutually consistent signals; this is not so clearly the case
when the goods market is in disequilibrium. And it is the
respective signals of these two markets which, in this exten-
sion of the earlier debate?, demarcates the two theories.
Klein's [1950a] classification to which most, if not all,
contributors explicitly or implicitly concurred is:

the theory of ligquidity preference hypothesises

that the rate of interest will rise when there

is an excess demand for money and will fall when

there is an excess supply of money; the theory

of loanable funds hypothesises that the rate of

interest will rise when there is an excess supply

of bonds and will fall when there is an excess
demand for bonds.

In symbols, at issue, therefore, is whether

_ d Sy _ da _ s
r, ®2r._,= zp (Mg - M) = ¢ (By B.) s

I | ”‘

|
Equation A

|
Equation B

d

where r is the rate of interest; Md, MS,B and B° are the

L
demands for and supplies of money and bonds respectively, and

2This presumption of a movement towards an equilibrium position
does not imply either that such a position will be attained or
that the position itself is immutable. (See Hahn [1973] and
Garegnani [19761]).

ST7he 1937/38 debate between Keynes, Ohlin, Robertson and Hawtry-
see chapter 2.

n
MS is the potential money supply, that is, it includes the
excess reserves of the banking system.
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Qp and Qf are the respective liquidity preference and loan-

able funds functional operators, or, perhaps, less demandingly

whether 1, 2 and 3 apply in all circumstances.

d S d
1. Mt>Mt<=> Bt<Bt
d I3 d S
2. Mt<Mt® B, > B
d _ s d _ _s
3. Mt e Mt & Bt = Bt

There are two ways of approaching the issue. It may be
considered a matter of common sense that movements in the rate
of interest (the price of bonds) must have its analogue in an
imbalance in the bond market, and that therefore the issue
reduces to one of deciding whether in all circumstances the
money market gives the same signal as the bond market; it
follows that if it does not the theory of LP is misleading and
ought to be rejected. On the other hand, there may be no
presumption that either theory is indubitable, and the issue
remains one of deciding whether the two theories come to the
same thing and if they do not which is superior. An illustra-
tion of this is provided by the exchange between Klein [1950a,
bl and Fellner and Somers [1950a, b] to which Brunner [1950]

also contributed.

On the basis of a specific four sector (goods, money,
bonds, and labour) aggregative model of the economy, Klein

concluded that the explicit incorporation in the model of the
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theory of LP in the form of equation A means that it is
possible for the bond market to be in equilibrium yet for the
rate of interest to change; similarly, the replacement of
equation A with equation B means that it is possible that a
changing rate of interest is consistent with equilibrium in
the money market. Klein does not rule out either the theory
of LP or LF, his object is to show that they are different and
that '[u]ltimately the choice between the two theories will

have to be based on empirical information' [1950b, p. 246].

Fellner and Somers in reply pointed out that for the
price of bonds to change there must exist an imbalance between
the demand for and supply of bonds, and that this so even if
the initial cause of the change in price can be traced to
other markets., This ('dogmatic' [Klein, 1950b, p. 246])
assertion is not supported with evidence and prompts Klein to
state that it 'closes the door to scientific discussion'
[1950b, p. 246]. But it only does this if, in fact, Fellner
and Somers are wrong. It is the contention of this chapter
that they are not and, furthermore, that real progress depends
upon the realisation of this and of, therefore, accepting the
former approach to the issue, that is, of deciding whether in
all circumstances the money market gives the same signals as
the bond market rather than of trying to decide which of the

two theories is correct.

Walras' law ensures that the sum of excess demands is

zero, that is, in a three commodity market system composed of
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goods, bonds, and money that

Xg+Xm+Xb=0
where Xg’ Xm, Xb are the money values of the three respec-
tive excess demands for goods, money, and bonds. The
difficulty arises when Xg # 0, for then it is possible (or
at least Walras' law does not preclude it) that both the

excess demands for money and bonds are similarly signed and

thus give contradictory signals. Equally, it is possible
that Xp = 0 and that Xm # 0. This is the case considered by
Hahn [1955]. It is interesting because of its implications

for the two decisions faced by a consumer in the General Theory.
The consumer must decide how much to save and also decide on
the asset structure of his savings. The former decision
depends mainly on the consumers level of income and the

latter (assuming expectations to be constant) on the rate of
interest, and, according to Keynes, [1936, p. 166] 'the
mistake in the accepted theories of interest lies in their
attempting to derive the rate of interest from the first of
these two constituents of psychological time-preference to the
neglect of the second'. But this, as Hahn points out, is
precisely what is happening in the case in question where, for
example, the implications of an excess demand for money
matched by an excess supply of goods is that the rate of
interest rises to bring spending decisions into balance with
asset holdings. Hahn suggests that in the theory of liquidity
preference it is the ratio of money to bonds which determines

the rate of interest and not the absolute holdings of money,
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and that Keynes envisaged a sequence where if there were an
excess demand or supply of money the rate of interest would
change quickly to remove it, and thus precipate an income
change only if, in consequence, the sum of the excess demands
for bonds and money is not equal to zero. That is, the devel-
oped continuous spot market in securities ensures a speedy
equilibrium between bonds and money. The resulting inter-
pretation of the theory of liquidity preference is that 'the
rate of interest changes if, and only if, the ratio in which
assets [bonds and money] are demanded is different from the
ratio in which they are supplied' [Hahn, p. 61]. If the
difference between these two ratios, X 1 equals zero the

interest rate will not change.

Hahn's interpretation of the theory of liquidity
preference does not, however, of itself, overcome the diffi-
culty of inconsistent signals by the bond and the money
markets, for it is possible that X. = 0 and that as well
Xb # 0. In order to reconcile the two theories Hahn intro-
duces a period analysis similar to Robertson's, It is assumed
that the excess demand equations are ex ante and are held for
the forthcoming production period during which time the invest-
ment plans are fulfilled. However, there is a shorter period
during which the "finance" for the investment is secured [p. 62].
Thus there are two transactions in a given production period:

a sale of bonds for money and a purchase of investment goods,
with the former occupying a shorter time period than the latter.

To use Hahn's example, if at the beginning of a period there
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exists an excess demand for goods and a corresponding excess
supply of securities with Xr equal to zero, the liquidity
preference prediction of no change in the rate of interest is
reconcilable with the loanable funds prediction of an
increase in the rate of interest by realising that the liquid-
ity preference prediction is for the end of the period whereas
the loanable funds prediction applies to the shorter sub-
period. During this shorter period bonds will be exchanged
for money in order that investment goods may be purchased,
hence the rate of interest will rise. Once the purchase is
made the recipients of money will reappraise their money to
bond ratio and purchase bonds, thus forcing down the rate of
interest until it has resumed its initial value and X _ is

again equal to zero.

Hahn's reconciliation lays the foundation for the later
contributions of Tsiang and Hines by explicitly recognising
(i) that the exchange of bonds for goods is mediated by money
and (ii) that this mediation had been classified under
'finance demand' by Robertson.’ However, there appears to be
no foundation for the supposition that the theories of liquid-
ity preference and loanable funds apply to different time
periods. It seems purely arbitrary to assume that a value of
Xr not equal to zero is not registered by the theory of liquid-

ity preference unless it occurs at the end or beginning of some

Hahn's account is misleading in this respect, in that finance
demand was devised by Keynes in response to criticism by
Ohlin. Robertson came on the scene a little later - see
chapter 2,
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production period, 1If this assumption is dispensed with

there is no longer any need to consider periods within periods;
the analysis becomes simpler and more accurately attuned to
Keynes' explanation of finance demand.G The analysis of

Tsiang [1956, 1966] illustrates this.

Tsiang also follows Robertson in dividing time into
periods. They are defined as being so short that income
proceeds of the period can not be used to finance expenditure
during the same period. The rate of interest is determined
at the beginning of the period and planned expenditure is
executed with money owned or borrowed at this time. Since
sales proceeds cannot be used during the period money has to
be available at the beginning of the period to meet planned
commitments; this Tsiang associates with both the theory of
loanable funds and also with a properly specified theory of

liquidity preference.

Formally, and within the context of his period analysis,
Tsiang's [1956] statement of the determination of the rate of

interest according to the theory of loanable funds is:

Keynes experimented with period analysis but 'discarded it
partly because it was frightfully complicated and really no
sense in it, but mainly because there was no determinate
time unit', (See Keynes [1973, XIV, pp. 180-181] and also
Moggridge [1976, pp. 91~-92].
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- C* - =
Yo = Ch+M _, -M" +aM =1

I_’_i

Planned current
gross savings.

t*

where Y is gross income of the previous period, C*¥ and I¥*

t t

are, respectively, planned consumption expenditure and planned

t-1

gross investment expenditure for the current period, Mi—l is
the stock of idle money at the end of the previous period,

Mid is the current demand for idle money, and AMt is newly
created money. According to the theory of loanable funds the
rate of interest will change to produce this equality, but
this, Tsiang shows, is equivalent to the theory of liquidity
preference. This equivalence follows from the assumptions

of the analysis, As there is no use made of sale proceeds
during the period, the gross expenditure of the previous period
plus the existing stock of idle money must equal the existing

stock of money; this plus newly created money is equal to the

money supply, so that,

Similarly, the demand for money must equal gross planned expen-

diture plus the demand for idle money, so that,

Id
Mo = C* + T*
t t It + Mt

The loanable funds equation can therefore be expressed as
d

Mo = Mo

t £ that is, in liquidity preference terms.

Tsiang [1966] and Hines [197la, bl recognise that the
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difficulty in reconciling the theories of liquidity prefer-
ence and loanable funds stems from the application of Walras'
law to a money economy. In order to explain this and to
devise an alternative approach they both rely upon the finance
motive, However, they do not each attach equal importance to
it. Hines is alone in specifically differentiating trans-
actions demand from finance demand and in seeing the importance
and significance of Keynes' addendum to the General Theory.

The difference in their approaches can be best illustrated by

considering Hines' contribution before coming back to Tsiang's.

Hines attempts to bring the analysis of Clower [1965]
and Leijonhufvud [1967, 1968] into the theory of the deter-
mination of the rate of interest. He examines the theoretical
predictions of the loanable funds and liguidity preference
approaches to the determination of the rate of interest when
the goods market is in disequilibrium, and finds, that when the
Keynesian model includes the finance motive, the liguidity
preference and loanable funds approaches are mutually consist-

ent,

Hines employes a three commodity, aggregative model
composed of goods, bonds and money. The goods commodity
includes consumption and capital goods; the money supply is
assumed fixed. The analysis proceeds within one Hicksian
week, the duration of which is the average period for which
expenditure plans are made, Wage contracts are assumed to be

fixed at the end of the previous week, so that the price level
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during the week is constrained by this, but is otherwise

allowed to vary. The goods, bond and money markets are open
for transactions. Two alternative sets of excess demand
functions are presented as model 1 and model 2. The differ-

ence between the two is that in model 1, the money excess
demand function includes income (lagged or current) as a
variable, whereas in model 2, it excludes income but includes

planned consumption expenditure and planned investment expen-

diture. The two sets of excess demand functions are given
below:
Model 1.
Yo - C(Y 5, ) = I(Y ., r) =0 ¢ o o« (1)
rP.h(y Ly - rpy 1y)=-o (2)
Co t-i’" r ‘ t-i'" r T
t t
P.L(Yt_i, rt) - M=0 . « <« (3a)
Model 2.
As for model 1 A
As for model 1 e e (2)
P.L(Ct, It’ rt) - M=0 « + « (3b)

Y is real income, C is planned consumption expenditure, I is
planned investment expenditure, r is the rate of interest, P

is an index of the general level of prices, M is the money
stock, and the subscripts indicate the time period. Equations

(1), (2) and (3a/3b) are the conditions for equilibrium in the
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goods, bond, and money markets respectively. It should be
noted that the (3b) version of the money excess demand
function does not include finance demand as an additional
demand but rather, as with Davidson's specification, trans-
actions demand encompasses finance demand. While Hines
recognises that Keynes did distinguish between transactions
demand and finance demand he regards their separate consider-
ation 'to be unnecessary as long as the transactions demand

is made to depend on planned expenditure rather than on actual

output' [Hines, 1971a, p. 8].

As models 1 and 2 are based on a three commodity
system of goods, money, and bonds, Walras' law can be stated

as before as the condition that:

Xg+xb+xm=0

which, as Tsiang [1966, p. 331] points out is, in an exchange
economy, merely a stipulation that the effective demand for
one commodity must be matched by the willingness to supply

another of equal value.

To repeat, it is possible on the face of it for there
to be excess demand in the goods market and an exactly off-
setting excess supply in the bond market. By Walras' law the
money market, in this situation, has to be in equilibrium. If
it were in equilibrium, however, and the bond market were not,
the bond market carries the implication of a rise in the rate

of interest while the monev market implies no change in the
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rate of interest. Other combinations could be easily devised

to indicate the apparent inconsistency in the signals offered

by the bond and the money markets. As was indicated previous-
ly such inconsistencies do not arise while Xg = 0, that is,
while the goods market is in equilibrium. To resolve the

dilemma when Xg # 0, Hines suggests, as a first step, that the
formulation of Walras' Law as presented above is not appropriate

in a money economy.

In a money economy, ' money buys goods and goods buy
money: but goods do not buy goods' [Clower, 1967]. In a
barter economy if from an initial equilibrium a transactor
wishes to exchange a guantity of commodity A for a quantity
of commodity B then the situation is adequately summed up by
the excess demand and supply expression XB = —XA. This is
not the case in a money economy. For then, in order to acquire
commodity B, the transactor first has to exchange commodity A
for money. There are two exchanges involved and two excess
demand and supply expressions: the first Xm = —XA refers to
the exchange of commodity A for money and the second, XB = =X

M
refers to the exchange of money for commodity B. To return
to the example above, the exchange of bonds for goods follow-
ing from the respective excess supply of and excess demand for
these commodities, implies first an exchange of bonds for
money, and then an exchange of money for goods. The first of
these exchanges implies an excess demand for money which is of

course required if the rise in the rate of interest is to be

explained by the money market. It is necessary however, at
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this point, to refer back to the more complex excess demand

equations of model 1 and model 2 for further elucidation.

Suppose that from an initial equilibrium position
entrepreneurial expectations improve and planned investment
increases. Adherence to model 1 implies that the interest
rate will not change until output changes —'see equation (3a).
If the multiplier process is condensed, that is, if consump-
tion and income respond without lags to a change in investment,
then income enters equation (1) without a lag.7 The change
in income changes the requirement for transactions balances and
so changes the rate of interest. But, income enters equation
(3a) after a lag of one period.8 The underlying assumption
is 'that decisions about the composition of output are imple-
mented more quickly than decisions about the composition of
assets' [Hines, 1971la, p. 11]. Loanable funds theorists
objected to this assumption. The alternative is to postulate
a Robertsonian lag in the consumption function and no lag in
the money demand function. Now an increase in investment,

will cause an increase in the supply of bonds to finance it,

and by equation 2, the rate of interest will rise. But,

7
This is considered to be Keynes' method in the General Theory -
see Hines [1971b, p. 42] and chapter 2.

This point made by Hines can be related to comments in

chapter 2 where it is noted that Keynes 'stopped short', that
is, he investigated the effect of changes in the economic en-
vironment on income and did not proceed further to examine

the repercussions of the income change on the rate of interest.
This can be interpreted as lagging the repercussions of income
changes on the rate of interest.
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according to equation (3a), as the level of income has not
changed, neither will the rate of interest. So that the
conclusion, that the two theories of interest determination
offer different predictions in disequilibrium situations, is
established. This conclusion, however, does not follow if

equation (3a) is replaced by (3b).

Model 2 includes planned expenditure in the money
excess demand function. An increase in planned expenditure
therefore has a simultaneous effect on the bond excess demand
equation and the money excess demand equation. A rise in the

rate of interest is predicted by both, and there is no incon-

sistency. In terms of Walras' Law, the first transaction:
X = —Xb, indicates the sale of bonds and acquisition of cash
to finance the second transaction: Xg = —Xm, that is, the

purchase of goods.

Hines notes two possibilities after the second trans-
action, that is, after the suppliers of capital goods have
received cash. It is assumed that these suppliers have met
the excess demand for their commodity by a passive decumulation
of inventories. Having received an unexpected cash inflow
they may either hold the cash in anticipation of using it in
the following period, or they may 'retire outstanding debt by
an amount equal to the bond creation of active investors [those
who demanded the capital goods] reissuing it at the beginning
of the next period to finance their increased expenditure'

[Hines, 1971b, p. 44].
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If the first possikility obtains then the rate of
interest, having risen, will maintain its new level; the
original excess demand for money by active investors having
been taken over by passive investors. If the second possi-
bility obtains then the rate of interest will fall to its
original level, the original excess supply of bonds by active
investors having been neutralised by an excess demand for
bonds by passive investors. Either case can be equivalently

analysed in terms of bonds or money.

A difficulty (suggested by Patinkin[1958]) is associated
with shifts in the speculative demand schedule, In this case,
it is possible for there to exist at the same time an excess
demand for goods, an excess supply of bonds and an excess
supply of money. In other words asset holders may want to
move out of both money and bonds into goods. The situation
in terms of Walras' Law is that: Xg = —(Xb + Xml)’ where Xml
is the excess supply of speculative balances. On the face of
it this appears to be a situation where the signals offered by
the money market must differ from those offered by the bond
market. This is not so, however, if cognisance is taken of
finance demand. For, allied with the excess demand for goods
there is an excess demand for finance balances. So that:

X =X

, where X is the excess demand for finance balances.
g m2 m2

Substituting sz for Xg in the expression above and rearranging

gives: sz + Xml = -Xb. The excess supply of bonds is exactly

matched by a net excess demand for money, the net excess demand

equalling the excess demand for finance balances minus the
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excess supply of speculative balances.

Hines arrives at his results by replacing income with
planned expenditure in the demand function for money.
Tsiang also uses planned expenditure (Ct + It) but there is no
explicit recognition that it is replacing income. This is
consistent with Tsiang's view that finance demand is in fact
(i) 'really the same thing' as transactions demand [1956, p. 547]
and is (ii) ‘'really nothing but the transactions demand for
money proper' [1966, p. 333]. Elsewhere (chapters 1 and 4)
it has been contended that this is wrong and that the error
springs from trying to differentiate transactions demand from
finance demand on the basis of one being current and the other
ex ante instead of on the basis of expenditure categories.
The validity of this contention may be illustrated by Tsiang's
model in which, it will be recalled, time is divided into
periods short enough to constrain the transactions velocity of
active money balances to equal unity. In the context of this
model Tsiang [1966] proposes that in a money economy Walras'

Law:

d s

M - mS = 5 - ¢y + (8BS - B4

)

be replaced with the budget constraint:

G+ MX = M_ o+ AM + (8S - BY)

This embodies the proposition that planned expenditure on
goods (Gd) [= the demand for active money balances] plus the
demand for idle money balances (M*) plus the excess of the

demand for bonds over the existing supply (Bd - B%), is
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constrained by the existing stock of money (Mb) plus newly
created money (AM). In terms of this constraint to say that
the rate of interest is determined in the bond market (i.e.
when B® = Bd) is equivalent to saying that it is determined

in the money market (i.e. when Gd + M* = MO + AM); the form
of the constraint ensures that the respective signals of the
two markets are mutually consistent, It can be noted that to
write Gd + M* = Mo + AM is formally equivalent in Tsiang's
model to his 1956 statement of the theory of loanable funds9 -

see pages 80~81.

In Tsiang's model the community in aggregate has at the
beginning of a period a stock of money equal to the gross
income of the previous period plus idle balances, Leaving
aside this idle cash which is presumably fulfilling some need
(i.e. speculative or precautionary) the money supporting income
transactions supports both expenditure of a routine and non-
routine nature. It is important to make this distinction.

For if gross expenditure planned for the current period

exceeds gross income of the previous period it may be because

9
The transposition of one to the other is accomplished by the

following substitutions:
d

* *
G~ for It + Ct'
M for Y + MI and
o) t-1 t-1"'
M* for MId.

t
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of an increase in non-routine expenditure or it may be because
of an increase in routine expenditure arising as a multiplier
repercussion of a previous periods increase in non-routine
expenditure. The gestation periods between the planning and
execution of these expenditures are likely to be very differ-
ent as are likely to be the periods between the mobilisation
and expenditure of the required money balances. To be more
specific, the money balances required for non-routine expendi-
ture plans ;may be turned over so much more slowly' [Keynes,
1937b, p. 667] and thus the length of Tsiang's periods, because
they are determined by the velocity of circulation of money
balances, will vary according to the category of planned
expenditure increases.10 In the case of increases in routine
expenditure the periods may be so short that perhaps little is
lost by adopting the method of the General Theory and using as
a first approximation current income instead of planned expen-
diture. In the case of increases in non-routine expenditure,
the periods may be much longer, and the difference between
current income and planned expenditure may be so much greater,
that an explicit consideration of this difference is warranted;

hence Keynes' explicit consideration of the finance motive.

The conclusions of this section are that the theory of

liquidity preference, when it is properly specified, 1is

10
It does not matter what length of period is chosen if planned
expenditure is equal to current income.
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consistent with the theory of loanable funds; that this
proper specification involves an explicit consideration of
the finance motive, and that Walras' Law, at the least, has
to be qualified when placed in the context of a money economy.
However, it would be wrong to create the impression that the
issue is settled. The foregoing account has been selective
in concentrating on the views of Hahn, Tsiang and Hines; the
second section redresses the balance a little by considering

the view of Johnson [1971].

2. The Equivalence of the BF Locus and the Properly Specified
LM Locus

Johnson [1971] concludes that while it does not matter
whether the loanable funds or liquidity preference approach is
used in static equilibrium analysis, for dynamic analysis, the
approaches may give different results. IS-LM analysis is
used to show that the combinations of the rate of interest and
income required for equilibrium in the money market are not,
except in general equilibrium, coincident with those required
for equilibrium in the bond market. This is demonstrated

below in diagram (1).
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Diagram 1.

IS

Point A is a position of equilibrium in the money market, in
other words, a position of zero excess demand for money. At
the income level corresponding to point A the rate of interest
is too low to ensure equilibrium in the goods market: there
is an excess demand for goods. If a three market system is
assumed, consisting of a goods, money and bond market, then at
point A, there must exist an excess supply of bonds. This is
a necessary condition for the sum of excess demands to be
equal to zero. At point B, there is equilibrium in the goods
market, but excess supply in the money market. The bond

market must therefore be in excess demand at point B.

If at point A there is excess supply in the bond market
and at point B excess demand, then the locus of points at which
the bond market is in equilibrium must lie between points A and
B. Such a locus is shown below in diagram (2) and is termed

a Bonds-Funds (BF) relation by Johnson.



94.

Diagram 2.
LM
r
BF
IS

The position of disequilibrium, which may lead to con-
tradictory predictions depending on whether the loanable funds
or liquidity preference approach is used, are shaded in

diagram (3)

Diagram 3.

For illustrative purposes four positions - C, D, E and F - have
been isolated, At positions C and D, the money market is in
equilibrium while the bond market is not. For equilibrium to
be attained in the bond market, the interest rate needs to

rise at C and fall at D. At positions E and F, there is excess
supply and excess demand respectively in the money market,

and also excess supply and excess demand respectively in the

bond market. Whether the interest rate will change, or in what
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direction apparently depends on the strength of the two
markets or on the theoretical stance adopted by the onlooker.
However, before accepting that an impasse has been reached,
it may be pertinent to enquire into the economic rationale of

the disparity between the BF and LM schedules.

Starting from position D, it is known that the attain-
ment of general equilibrium involves a fall both in the rate of
interest and in income. That both the loanable funds and the
liquidity preference approach give the same interest rate in
general equilibrium has been sufficiently canvassed, It is the
path of adjustment which is of interest here. Presumably, for
income to have reached a level corresponding to point D,
investment must have been at a commensurate level. In the
situation presented in diagram (3), income falls at positions
to the right of general equilibrium. This implies that plann-
ed investment falls, and that the demand for money to finance
it similarly falls. The obverse of a fall in the demand for
money to finance planned investment is a reduction in the supply
of bond issues. Other things being equal, this will tend to
lower the rate of interest. A similar reasoning applies for
positions C, E and F. The impasse follows, apparently, only if
planned investment is excluded from the demand function for
money when constructing the LM relation. The adjusted LM
relation LM' based upon the transactions and finance demand
function L = 2,(Y) 4+ 2,(Y* - Y) introduced in the previous chap-
ter by including planned expenditure may resolve the diffi-

culty; it will do this if it can be shown that the BF and LM'
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relations are one and the same, Diagram 2 of the previous
chapter is reproduced below (diagram 4); four positions are

identified C, D, G and H.

Diagram 4.

The proposition that the BF relation is in fact the LM
relation adjusted to take account of the finance motive is
based on two considerations: first, the position of the LM'
locus is consistent with that of the BF locus; and second,
and more important, the positions G and H are not open to the
same strictures as are C and D. For example, at the income
level corresponding with point C, that is Yo there is an
excess supply of money (evidenced by the gap GC) to balance
the excess demand for goods. It is because the slack has been
taken up in anticipation of investment expenditure that there
is not overall an excess supply of money. In other words,
point G is a position of equilibrium in the money market in a
much less restricted sense than is point C. Point G takes
account of the fact that, in order to finance future expendi-
ture, money will be demanded and obversely bonds and debentures

will be supplied. Thus it appears that the finance motive can
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resolve the dilemma posed by Johnson and reconcile loanable-
funds and liquidity-preference predictions in disequilibrium

situations. A more rigorous demonstration of this follows.

Johnson's BF locus is the solution to the equation:

Bs(r, y) - Bd(r, y) = 0

or, equivalently, to the equation:

Gd(r, y) - G%(r, y) + Md(r, y) - M%(x, y) =0

which, without loss of generality, may be simplified to:

I(r) - S(y) + 2(r, y) - M =0 (BF)

where I(r) is planned investment as a function of the rate of
interest, S(y) is planned savings which are assumed to be
realised out of current income, that is, income as at the
beginning of a period or at the end of the previous period;
viewed as a stock these savings are held in either bonds or
money, &(r, y) is the demand for idle and transactions money
balances as a function of the rate of interest and of current
income respectively, and M is the existing stock of money
(including, say, the excess reserves of the banking system).
The equation is a combination of stocks and flows and is
meaningful only in the context of period analysis.11 The

length of each period is equal to the time between the

mobilisation of funds to finance increased investment expendi-

11
See Patinkin [1958, 1959] and Clower [1959] for a discussion
of the use in analysis of stocks and flows.
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ture and the completion of the execution of this expenditure.
Thus, as in Tsiang's analysis, the period is constrained to
the extent that finance released by this expenditure is not
reused in the same period. It is assumed that the price
level, the money supply and expectations are constant through-

out a period.

The LM locus is the solution to the equation:

L(r, y) - M =0 (LM)
In equilibrium, that is, when I(r) = S(y), the solutions to
the (LM) and (BF) equations are the same. Tsiang and Hines

suggest altering the (LM) equation so that it reads:

L(r, y*) - M =0

where y* is planned expenditure, This as explained in section
1 overcomes the apparent difference between the (LM) and (BF)
equations, however, it does present some conceptual problems -
see Chapter 4, pp 65-71. These do not occur if discrepan-
cies between planned and current expenditure are explicitly
considered. In terms of the present analysis, that is, where
increases in consumption and government expenditure can be
disregarded, the equation upon whiéh the LM' schedule is based

can be written as
Ly, ) + 2,(I* - I) = M =0 (LM'")

where I* is planned investment and I is current investment.
This is equivalent to the (BF) equation: current investment I

is equal to current savings S(y) by definition, and 2, =1
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because of the requirement that released finance cannot be

reused during the same period,

Johnson's analysis is, of course, a diagramatic
application of Walras' Law, The divergence between the LM'
[=BF] locus and the LM locus illustrates the inapplicability
of this law in a money economy by drawing attention to the
difference between the exdess demand for a commodity other
than money and that for money. Money, unlike other commodities,
is demanded both as an asset to hold and, transitorily, as a
medium to effect an exchange between other commodities.

The LM locus reflects only the former demand; the LM'

locus reflects both demands.
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CHAPTER 6

CYCLICAL RELATIONSHIPS BETWEEN THE REAL AND MONETARY SECTORS

Introduction

The previous five chapters have been concerned with
the articulation and development; the specification, and
the theoretical perspective of the finance motive. This
chapter goes a stage further and investigates the implica-
tions that would follow, for the cyclical interaction between
the real and the monetary sectors, if finance demand were an
important and significant component of the demand for money.
This investigation is initially pursued within the context
of Friedman's and Schwartz's empirical research; the implica-
tions are compared with the evidence presented by these and
other researchers, There are two main sections: the first
considers the relationship between the money supply and
economic activity; the second brings the rate of interest into
the analysis and also explicitly examines the phase of the

cycle of the velocity of circulation of money balances.,

1. The Cyclical Relationship Between Money and Economic Activity

1.1 Friedman and Schwartz

The investigation of the interaction between the money
and real sectors may be resolved into several inquiries. They
concern (i) the significance of the causal relationship running

from increases in the money supply (not related to past economic
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activity) to changes in the level of economic activity;

(ii) the significance of the causal relationship running from
economic activity (not related to past changes in the money
supply) to changes in the money supply; and (iii) the timing
and quantity relationship between economic activity and the

money supply.

Friedman and Schwartz [1963b] are mainly concerned with
the third of these, having as Friedman [1970d, p. 322] states
'long since accepted the proposition about the direction of

1
influence'. Within this context there are two observables

Care is needed here to interpret Frieman correctly. He

does not rule out influence running from economic activity to
increases in the money supply. Two quotations from Friedman
and Schwartz [1963b] illustrate their position.

"The key question at issue is not whether the direction
of influence is wholly from money to business or
wholly from business to money; it is whether the
influence running from money to business is signifi-
cant, in that it can account for a substantial
fraction of the fluctuations in economic activity".

[p. 49]

The second quotation is a comment on major economic fluctua-
tions in the United States.

"The changes in the stock of money cannot consistently
be explained by the contemporary changes in money
income and prices. The changes in the stock of money
can generally be attributed to specific historical
circumstances that are not in turn attributable

to contemporary changes in money income and prices.
Hence, if the consistent relation between money and
income is not pure coincidence, it must reflect an
influence running from money to business". [p. 50]

While these two statements do not contradict each other they
do indicate the distinction between the questions asked of the
evidence by Friedman and his interpretation of the evidence.
His interpretation is that money consistently and pervasively
dictates the course of economic activity and that while in
principle a reverse causation from activity to money may apply,
it has not done so with any force.
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for which a theoretical explanation is required: the timing
relationship between variations in the money supply and var-
iations in economic activity, and the relative magnitude of
changes in the money supply compared with changes in aggregate

expenditure flows.

The aims of this section are to show, first, that a
Keynesian demand function for money is consistent with the
evidence adduced by Friedman and Schwartz on the timing and
quantity relationships between the real and the monetary
sectors; furthermore to show that it is not subject to the
same limitations as is the function of Friedman and Schwartz;
limitations pointed out by Tobin and conceded, albeit without
dismay, by Friedman, and to show, second, that Friedman's and
Schwartz's empirical results are consistent with an endogenous-
ly determined money supply, that is, with (ii) above being

greater than (i).

Friedman [1959, pp. 329-30] reports that while in the long
run, the income velocity of circulation of money balances in
the U.S.A. has declined, over the reference cycles of the
National Bureau of Economic Research, velocity movements have
reinforced the effects on income due to changes in the money

2 .
supply. Furthermore, Friedman notes that over business

2

R.T. Seldon [1959] reports the same results, that is, that
velocity in the U.S, has declined over the long run and
moved pro-cyclically over the N.B.E.R. reference cycles.



103.

cycles, velocity has a quantitative importance comparable

with that of the money supply in explaining variation in
income, and that this pro-cyclical variation in velocity is
explained by the distinction between measured and permanent
values. When economic activity is expanding, measured money
income is likely to be above its permanent counterpart just

as in recessionary circumstances it is likely to be below its
permanent counterpart, The cyclical configuration of

velocity follows from the permanent-measured dichotomy if it is
assumed that permanent income is a weighted average of current
and past measured incomes; in this case in order for permanent
income to rise by one unit, current measured income has to rise

by an amount greater than one unit.

A.A. Walters [1965, 1973] explains the underlying dynamics
of Friedman's explanation of pro-cyclical velocity by recasting
Friedman's basic demand function for money into one with income

as the dependent variable. The basic demand function is:

d

M = f(Yp(t)) where M e is the demand for money

t t

in period t and Y is permanent income in period t.

p(t)
Assuming a proportional relationship between the demand for

money and permanent income, and that permanent income can be

represented as a geometrically-declining weighted sum of current

and past measured incomes, allows the demand function for money

to be written as:
d

Mt = vy [Yt + A Yt_l + A Yt_2 + ...]

where v > 0 and 0 < X < 1. The money supply M, may be substi-

t
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tuted for M e if it is assumed that the money market is in

Tt
equilibrium. The expression below is derived by performing
this substitution and subtracting XMt from Mt'
Mg =AM, =Y Y

Rearranging this expression in terms of Yt yields:
Te = % t -1

From this it is possible to distinguish the first round and
second round effects of an expansion in the money supply from
the steady state effects. A one unit increase in the money
supply will initially raise income by % units; in the second
period income will fall by % units; thus the steady state
effect is that income rises by % minus % units or (l%A) units.
In other words, income overcompensates in the first period and

so velocity rises.

The most explicit account of the monetarist transmission
mechanism is in Friedman and Schwartz [1963b]. While it is
admitted that precision is not possible because of 'too meager
knowledge', the likely repercussions on economic activity of
open market purchases of securities are explored, The reason
given for income 'overshooting' its eventual equilibrium level -
at least the reason pertinent to the present theme - is that
‘money holders over-estimate the extent of monetary redundancy,
since they evaluate money stocks at unduly low levels of
prices; they are slow, that is, to revise their estimates of

permanent prices upward, hence they initially seek more radical
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readjustments in their port-folios than will ultimately turn
out to be required' [Friedman and Schwartz, 1963b, p. 62].

In other words, the overshooting of income is attributed to
lags between increases in the money supply and the appreciation
by money holders of the effect those increases will have on
permanent income. Suppose that there were no such lags. It
might still be possible to explain pro-cyclical variations in

velocity by distinguishing between stock and flow effects.

Consider two equilibrium states each of which is
associated with a particular configuration of financial and
physical assets: the initial equilibrium and the new one that
ultimately results when the first is disturbed by a monetary
expansion. Suppose that each of these equilibria is static in
the sense that the stock of physical assets is replenished at
the rate at which it decays (where decay equals consumption
plus depreciation) so that income is equal to this rate of
replenishment. If it is assumed that decay per period is a
constant proportion of total physical asset holdings, the
initial goods market equilibrium may be expressed in equational

form as:

A, =K, - aA

0 0 ot ¥

where A, is the value of total physical asset holdings at the

end of period 0, and, is equal to KO’ the value of the asset
holdings at the end of the preceding period, since the rate of

decay aA. is equal to the rate of production YO. For analytie

0

cal convenience it is assumed that production for a period takes
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place instantaneously at the beginning of the period. The
new equilibrium in a later period i can be expressed in simi-

lar form as:

Ai = Ki - aAi + Ai where all the i subscripted terms

are larger than their 0 subscripted counterparts,

If income velocity is the same in the new equilibrium

Y Y
state as in the old then, ﬁ% = ﬁ%. However, the immediate
effect of an increase in the money supply is to lower velocity,
Y Y
that is ﬁg < Mg' The situation in period 1 (the period sub-
i 0

sequent to period 0), assuming income has already risen to

Yi’ can be written as:

Al = K0 = aAi + Yi

But this is only an equilibrium position if aAl equals Yi’
that is, if a[A0 + Yi] equals Yi‘ While the stock of assets
is growing, that is, while income is in excess of decay, the
goods market is not in equilibrium, Clearly, it is possible
to explain a transitional increase in velocity beybnd %% if
the community regards with urgency the need to restore équili-

brium. This depends not on any lack of foresight but rather

on the reverse.

The above explanations of pro-cyclical velocity have two
things in common. First, they assume a line of causation
running from an excess supply of money, and second, they do not
explain a great deal about the underlying economic process. It

is possible that the utilisation of a Keynesian framework may



107.

contribute to an understanding of this process,

1.2 A Keynesian Explanation of Pro-cyclical Velocity

Friedman [1970a, p. 217] suggests that Keynesian
analysis implies a negative short-run association between
velocity and the money supply. This negative association,
however, results from a "Keynesian" analysis which concentrates
on the speculative demand for money and ignores finance and
transactions demand. A Keynesian explanation of the pro-

cyclical variation of velocity follows.

The velocity equation for 'active' money balances may
be written as:

N

R
1 I

1 +w, [ 1]
1 2 M,

V=w

where N is non-routine expenditure and M, is that part of the

1
money stock held to satisfy the requirements of this expendi-

ture; R is routine expenditure and M, is the money held to

2

satisfy the requirements of this type of expenditure. The w's

3
are weights. It is assumed that the momentum of the system

depends upon the non-routine types of expenditure.

_ = M2
> T W F W
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With a fixed money supply and a constant non-routine
expenditure flow, velocity tends to be constant. If finan-
cial provision is sought in advance for non-routine types of
expenditure, an increase in planned expenditure will tend to
depress velocity provided that the banking system, at least
to some extent, expands loans to meet the increased demand.
Consider an equilibrium in period (t-1) with expenditure
flows Nt—l and Rt_1 and associated money balances Ml and M

the situation in period (t) after non-routine expenditure

27

planned for the forthcoming period has increased is:

Ng R
= o t _t
Ve =Wy ! f v g
1 2
where m is the increase in the money supply and where N, = Nt_l
and R, =R _y- Overall, velocity falls, The initial increase

in velocity occurs when the non-routine expenditure plans are

executed; the situation then is:

N R
) e t+1 " t+1
Viel TV [M + m] a4 2 [ M ]
1 2
where Nt+l > Nt but where Rt = Rt+l' This initial increase in

velocity will be compounded in subsequent periods by the second-
round income effects if the money supply does not increase
proportionately. The money supply may not so increase (i)
because the organisational expertise responsible for securing
bank advances in the case of large scale expenditure plans may
not be as evident during the second-round income expansion,

and (ii) because the central bank may curtail the ability of

the banking system to increase advances during the later part of
the cyclical upswing. The situation in period (t+2) if the

money supply does not increase bevond its level of period (t+l)
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is:
Ne+2 Rt+2
= m R "
Vego = W' !+ w5
1 2
where Nt+2 = Nt+l but where Rt+2 > Rt+l' It is to be expect-

ed that the increase in velocity will be accompanied and, at
least in part, precipitated by increases in the rate of
interest. Finally, velocity may receive an additional impetus
if expenditure plans and thus the money supply decline prior to

income peaking - this point is developed below.

This sequence can be illustrated diagramatically (diagram
1) by making use of the combined finance and transactions demand

schedule of diagram 1 of chapter 4 and by considering two levels

of planned éxpenditure.

Diagram 1.
- £ = aY¥Y
t/f -
B 9 (Lt + Lf)
! L, + L
AE D t £
| 'z
! H Y
YT Yp

Consider an initial equilibrium at position A. Velocity
is relatively stable while this equilibrium obtains. An
increase in planned expenditure is illustrated by an upward
shift in the (L

et Lf) schedule. The new equilibrium is at

position C in the diagram, but income remains at YT until the
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increase in planned expenditure is executed. However, the
demand for money has increased and this is illustrated by the
move from A to B. If the banking system responds to this
increased demand for funds, velocity will fall. The execu-
tion of the investment plans and the second-round income
effects are illustrated by the move from B to C, throughout the

period of which velocity is increasing,

This analysis can be carried a stage further by assuming

that YT and Y_ are, abstracting from trend, the respective

P
trough and peak levels of income in a typical cycle. The

path of the cycle from trough to trough is represented by the
path A-+B~>C-»D-+A. Starting from position A it may be observed
that the increase in the demand for money occurs before the
increase in income. Hence (provided that the money supply

is endogenously determined) the timing relationship between the
money supply and income is consistent with money leading income.
The path B>C depicts income increasing from a trough to a peak.
While it may seem from the diagram that the money supply peaks
simultaneously with income, it must be remembered that expendi-
ture plans precede income and that the excess of planned
expenditure over actual income (Y* -~ Y) is likely to be zero
prior to the peak in income; that is, there is likely to be a
lag between the time when the excess of planned expenditure
changes from being positive to being negative and the time when,
in consequence, income turns down. The money supply therefore,
falls off before the peak in income and, of course, continues to

fall after income peaks - the community in general retire loans
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L
acquired when planned expenditure exceeded current income.

As a result, it is possible that velocity will go on rising
after income peaks. It will begin to fall when the income
fall from D to A overwhelms the decline in the money supply
and will fall strongly around the trough in income as the
positive excess of planned expenditure (which precedes the
upturn in activity) induces an increase in the money supply.
It is possible, however, to be more specific about the timing
relationships between the money supply and economic activity
implied by the demand function for money specification intro-

duced in chapter 4.

1.3 Timing Relationships

Tobin [1970] argued that while the demand for money based
on permanent income can explain cyclical fluctuations in
velocity, it is inconsistent with the observed temporal
relationship between income and the money supply. In other
words, the immediate response of measured income to changes in
the money supply implied by Friedman's theory of the amplitude
of cyclical fluctuations is not consistent with the leads
(reported by Friedman) of the rate of change of the money stock
over the rate of change of income and over the level of income.
In reply Friedman [1970c] pointed out that the demand function
referred to by Tobin was intended by Friedman and Schwartz [1963b]

to be 'one element of a theory designed to account for the

4 . . ‘ . . .
Once trend is reintroduced into the analysis it may be possible
on a macroeconomic level to perceive only that the money supply
is increasing at a slower rate than income.
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observed tendency of cyclical fluctuations of income to be
wider in amplitude than cyclical fluctuations in money' and
was not presented 'as accounting for the timing of observa-
tions'. However, no matter what Friedman and Schwartz may
have intended, it is surely a serious matter when a theoretic-
al construct, designed to explain one piece of evidence, is

inconsistent with another.

Using U.S. data, Friedman and Schwartz [1963b] conclud-
ed that the rate of change of the money stock consistently
leads income at business cycle peaks and troughs. Using a
"Keynesian" model, with very special assumptions, Tobin [1970]
demonstrated that a lead of the rate of change of the money
supply over the rate of change of income and over the level of
income is consistent with an endogenously determined money

supply.

Tobin's model assumes that (i) the banks and monetary
authorities provide sufficient funds to keep the rate of
interest constant; (ii), the demand for money is the sum of an
asset demand which is related to wealth and a transactions
demand which is related to current income and (iii), - the
critical assumption - that the government debt is a part of the
private sector's wealth and that at certain high levels of
income a growing budget surplus results in a sufficient decline
in the asset demand for money to outweigh the increasing asset
demand caused by a growing capital stock. The basic demand

function is:



113.

M = ao(r) (D + oK) + a; Y e« « o . (6.1)

where M is money (including time deposits), r is the rate of
interest, D is the government debt, K is the capital stock
and Y is income. As r is constant throughout, taking the

total derivative of (1) with respect to time yields:

aMm _ dD dx dy
d_t_‘ ao [E‘E +cx-d._t] + alaTt— - - . . -(6-2)
It follows from assumption (3) that %% > 0, that is,
the capital stock increases as income increases, and that
dap

beyond a particular level of income, say Yl’ v < 0, that is,
the government debt falls as income increases. Furthermore,

at some level of income Y >Yl,

a %% > a ag %% ///// that is, the
dy dy

rate of fall in the asset demand for money over time through an

increasing budget surplus outweighs the rate of increase in
the asset demand for money over time through an increasing
capital stock, so that, in total the asset demand for money

falls.

Therefore, beyond a certain level of income there are
two conflicting forces influencing the money supply - the
asset demand tending to decrease it and the transactions demand
tending to increase it. Under these circumstances, it is
plausible that the rate of change of the money stock peaks

prior to the peak in the rate of change of income and prior to
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the peak in income which of course lags its own rate of change.

Friedman [1970c] in reply pointed out that Tobin's
results were obtained, not from a Keynesian demand function
for money at all, but from a 'highly peculiar' construct of
Tobin's own. In the present context, the significance of
this exchange is that it highlights the need to provide an
explanation of movements in money and expenditure flows which

is securely grounded in a Keynesian model.

1.4 2 Keynesian Model of Timing Relationships

It is assumed here, as in Tobin's model, that the bank-
ing system and monetary authorities act to keep interest rates
constant by tailoring the supply of money to the demand for
money. In these circumstances a simple Keynesian demand

function for money can be written as:

- * - Yy 7
Mt aYt + b[Yt Yt] + ci e e . . (6.3)

where Mt is the money supply (= demand). Y, is current income,

Yt* is the level of expenditure planned for the next period, i
is the rate of interest held constant at i, aYt is the trans-
actions and revolving fund of finance demand for money,

b[Yt* - Yt] is the excess finance demand for money and ci is
the fixed speculative demand for money. It is further assumed
(i), that [y - Y, _,] has the same sign as [Yt_l* B Yt—1]’
implying that income will start to increase one period after

planned expenditure minus actual expenditure becomes positive

and will go on increasing until one period after planned expendi-
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ture minus actual expenditure becomes negative; (ii), that
the length of this period is about one or two quarters; (iii),
that the relevant 'multiplier' is 2,5 implying that the
amplitude of fluctuations in Y is twice that of [Y* - Y]; and

(iv), that the time paths of Y_ and [Yt* - Yt], abstracting

t

from trend, can be represented by sine curves.

It follows from assumption (iv) that the demand function

above may be written as:

MO = a[K + E sin (6-F)] + b[G sin (0)] « . . (6.4)

where 0 = 360 degrees multiplied by (t/T) where T is the time
period of one complete cycle; K is constant and is the mean

value of Y |E| is the amplitude of fluctuation of Y

t’ t!
F is the phase shift® - that is, the lead in degrees of

[y, * - Yt] over Y and |G| (=;/2|E|) is the amplitude of

t 24
fluctuations of [Yt* - Yt]. The period of one complete cycle,
that is, 360 degrees, is taken to represent a three-year or
four-year business cycle, The results based on a four-year

cycle are in brackets after the corresponding results for a

three-year cycle.

5

The true value of the multiplier probably lies between 1 and 2.

6

F is equal to 90 degrees + (360 degrees multiplied by the ratio
of the length of time that income will be increasing after the
excess of planned expenditure has ceased to be positive to

the time period of one complete cycle). On the graphs F
ecquals 120 degrees.
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It is assumed for the present that a = b. A represen-
tation of the sine curves alK + E sin (6~F)] and b[G sin(0)}],
as well as their sum plus ci, which represents the time path
of the money supply, are graphed overleaf. The graphs are
based on a one-quarter lag between a negative excess of planned

expenditure and the consequent downturn in income.

The graphs show that the money supply leads income by
30 degrees or by one guarter (4 months) and that the rate of
change in the monev supply leads income by 120 degrees or by
one year (16 months).7 Graphs based on a two-quarter lag
between a negative excess of planned expenditure and the down-
turn in income would show leads of approximately 2.4 (3.2)

8
months and 11.4 (15.2) months respectively. These results

7
Graph 2 is used as the reference cycle for income. While the

income cycle may have a different amplitude, its phase is the
same as that of graph 2.

8
With a two-quarter lag the income cycle peaks at 240 degrees

and the phase shift, F, is equal to 150 degrees. To find
the related peak in the money supply cycle, maximise:

M = aK 4+ aE sin (6-F) + bG sin (0) + ci

Taking the first derivative with respect to 0, substituting
in the value of F; the assumed restrictions on a, b, E and
G, and setting the result equal to zero gives:

cos @~ 150°) = -'/cos(0)
which may be written as:

cos (0) cos(150°) + sin(®) sin (150°) = —%& cos (0)
and solved to give a 'maximum' solution of © ~216°. The money
cycle, therefore, leads the income cycle by (240-216)° or by
2.4 months when based on a three-year reference cycle. The

rate of change of the money cycle leads the income cycle by an
additional 90° or by an additional nine months.
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(1)

bGSin (8)
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90°
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(3)
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9
are in line with Friedman's empirical findings, and show

that the Keynesian construct, properly specified,‘can, when
the money supply is endogenously  determined, account for the
timing relationships between money and income. The
explanation further illustrates how, despite the scepticism
of Friedman [1970c, p. 325], the timing relationship between
money and business activity can be reconciled with an

endogenously determined money supply.

It can be noted that the lead times would tend to be
shorter (longer) the greater (smaller) is the magnitude of
the 'multiplier' and the greater is the excess of a over b
(b over a). Anything, in other words, which increases (de-
creases) the dominance of the income cycle over the excess of
planned expenditure cycle in the demand function for money

tends to reduce (increase) the lead times.10

See Friedman [1961] and Friedman and Schwartz [1963bl. 1In
Friedman [1961] it is noted that on average peaks in the rate
of change of the money stock precede N.B.E.R. reference cycle
peaks by 16 months, and that 'such absolute peaks as occur in
the money stock precede reference cycle peaks by less than
five months and may even lag'.

10
The order of magnitude of the results are, however, resil-
ient to moderate changes in the assumptions made on pagell5;
readers are invited to verify this for themselves.
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2. The Cyclical Path of the Rate of Interest and Velocity.

In the previous section it was shown how a Keynesian
demand function for money has implications which are consist-
ent with the cyclical guantity and timing relationships be-
tween economic activity and the money supply. This section
goes a little further and sketches, perhaps speculatively,
the likely path of the rate of interest throughout a cycle.
The timing relationships between the money supply, economic
activity, velocity and the rate of interest, are then drawn
together to give a theoretical backdrop to the cross-spectral

results presented in the next chapter.

2.1 The Rate of Interest

The analysis below is based upon and extends the
analyses of the previous section and of chapter 4. Both the
conventional and finance-demand-modified LM schedules are
used to simulate a complete cycle, The problem is one of
determining the timing relationship between disequilibrium in
the money market and the consequent change in the rate of
intérest. On a theoretical level it is only possible to be
tentative and impressionistic. The configurations traced
below should be considered in this light. IS-LM analysis is
used to infer a possible lag structure when the finance motive

13 important.

In diagram 2 below LM' is the LM schedule based upon

the transactions and finance demand specification
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Diagram 2.

L, = a¥ + b(Y* - Y), where L, is the sum of transactions and
finance demand, Y is income, (Y* - Y) is the excess of

planned expenditure over income, a is the demand for money

for each one dollar of current income and b is the demand for
money for each one dollar of the excess of planned expenditure

over current income. The schedule LM is based upon the con-

ventional transactions demand specification L = aY.

It is assumed that the system is initially in dis-
equilibrium at an income level of Yo and an interest rate of
- It is also assumed that YO and r were the equilibrium
levels of income and the rate of interest in the previous
period. The goods market is in disequilibrium. The money
market is in a 'stationary' stock equilibrium based upon
realised plans of the previous period. (See Hicks [1965, Ch. 8].
But, it is in disequilibrium if plans of the current period

are considered; this is indicated by the divergence of LMi
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from LM. The momentum of the system is initiated by the
goods market disequilibrium. The disequilibrium in the

money market follows on from this.

This shift of the LM' schedule from LMé to LMi is due

directly to the IS schedule shifting from ISO to ISl. (See
Ch. 4, pp. 69-71.) Note that by assumption the new LM'
schedule must cut the new IS.schedule at the same point as

does the conventional LM schedule, that is, at point C. (See

Chl 4-)

The path of adjustment towards equilibrium will depend
on the reaction of the banking system and monetary authorities
and the portfolio preferment of business and individuals.
Initially, two possible paths are suggested. The first:
A+*B+C, assumes a fixed money stock and completely flexible
interest rate. The interest rate rise of r to ry is due to
demand for finance balances; the further rise to re, is due

to the need for cash balances to service the transactions

following from the income rise of Y to p

The second path: A>B+A+C, differs from the first
because of the portfolio preferment of those who sell capital
goods. If on receipt of the cash inflow they retire debt of
an equal magnitude to that which was created by those in need

11 )
of finance, then the interest rate will return to its original

11
This alternative path is suggested by Hines [1971la, bl].
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level. The path A>C and the associated interest rate rise
of r, to ry is indicative of the rise in income and the
associated increased requirement of transactions balances and

of the revolving fund of finance balances.

If the first path obtained then an increase in planned
investment would cause an increase in the rate of interest,
possibly contemporaneously but more probably, if institutional
impediments exist, with a lag. A lull is then likely in the
rise in interest rates until expenditure plans are executed
and the second round income effects initiate further demands

for funds, when the interest rate again may increase.

A similar sequence of events is consistent with the
second path towards equilibrium. The interest rate is likely
to have a more pronounced cycle between the expansion of
expenditure plans and the second round income effects, but the
lag relationships should be broadly the same. It is important
to realise that lags between expenditure flows and the rate
of interest are attributed to institutional rigidities. They
do not follow from the analysis. However, empirically, they
appear to exist. Cagan [1966] found using U.S. data that on
the whole the rate of interest peaked after the business cycle
peaked, the Bank of England [1970] found using U.K. data that
G.D.P. leads interest rates by two quarters, and, foreshadowing
the results of the next chapter, cross-spectral analysis of
Australian data reveals that interest rates in general lag expen-

diture flows by from one to two quarters at business cycle
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frequencies.

Lewis [1977], employing cross-spectral analysis and
using Australian data, found that on the whole velocity move-
ments lead interest rate movements. These results are
entirely consistent, and more will be said of this later, with
Cagan's, the Bank of England's and Chapter 7's conclusion
that interest rates lag expenditure flows. Given this, it is
at first glance surprising that the latter's conclusions seem

unremarkable while Lewis's do not.

It is less surprising if either of two conventional
explanations of the variation in velocity are examined.
Suppose that actual velocity is made functionally dependent
on an expected rate of interest (calculated as a weighted sum
of current and past values), or, that desired velocity is
made functionally dependent on the current rate of interest
with the change in velocity in each period partially adjust-
ing to the difference between desired velocity of that period
and actual velocity of the previous period. Either of these

explanations imply a lead of interest rates over velocity.

Lewis explains his results by assuming that interest
rates bear the brunt of market clearing in the short run but
that rigidities (due to market frictions, to transactions costs,
and to the transitional period between the unexpected accumula-
tion of excess cash balances and their dispersion on bond

purchases) prevent the interest rate from immediately assuming
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its equilibrium value, In these circumstances velocity may
lead interest rates even though interest rates play a causal
role. At issue is the mechanism underlying movements in
velocity. If these, as is usually suggested, are precipi-
tated by changes in the rate of interest, why does the rate
of interest lag and not lead? The explanation below differs
from other explanations in not relying upon institutional

impediments.

A diagram similar to diagram 2 is used except that the
two IS schedules, abstracting from trend, are assumed to
correspond to levels of planned expenditure in the trough and
peak of a typical business cycle. The further crucial
assumption is made that in the trough of a cycle there is
sufficient slack in the economy to allow spending units to
borrow from the banking system without raising the rate of

interest.

Diagram 3
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IS, and ISP are the trough and peak IS schedules

T
respectively. There is an initial equilibrium at point A
with a level of income YT and interest rate Lo Consider

an increase in planned expenditure shifting the IS schedule

to ISP. If the money supply does not increase, the interest

rate will rise to ry as the LM' schedule LM'PT shifts to LM'P.
However, if the banking system allows spending units to borrow
their requirements the interest rate will not rise. The con-
sequent increase in the money supply is shown as a shift in

the LM schedule from LM to LM the LM' schedule remains at

T 2

LM!' instead of shifting to LM'

pT The new equilibrium is at

p*
E instead of at C. Expenditure to the extent of AD can now

go ahead without the rate of interest rising. It is this
amount of expenditure, the horizontal distance between the per-
taining LM' and LM schedules, which is the extent of the
expenditure plans for which funds are available. If, as is
assumed in the previous section, the second-round income
effects are not supported by increases in the money supply then
the rate of interest will rise as income increases beyond D.
This rise is shown as the zigzag path D to E.12 The important
point is that the initial increase in expenditure and'velocity

is due to (i) financial provision being sought in advance of

the expenditure taking place and (ii) the banking system having

12
The zigzag path reflects the effect on the rate of interest
of successive lumps of induced expenditure. All that this
is meant to indicate is that the second-round income effects
will raise the rate of interest, it is not meant as a
diagrammatic depiction of the actual dynamic process.
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sufficient slack to enable spending units to borrow their
requirements. The second-round increases in expenditure and

velocity are supported by increases in the rate of interest.

Consider, after the economy has reached point E, a
decrease in planned expenditure shifting the IS schedule back
to IST. If the money supply does not decrease the interest
rate will fall to r, as the LM' schedule LM'pT shifts to LM'T.
However, if spending units retire bank loans acquired when
expenditure plans were high the interest rate may not fall.
Suppose the decrease in the money supply is just sufficient to

maintain the LM' schedule at LM' The LM schedule will

pT’

shift from LMP to LM_, and the new equilibrium is at A.

T
Expenditure can now fall by FE, the extent of the expenditure
plans for which funds have been depleted, without the rate of
interest falling. If the money supply is not further depleted

the rate of interest will fall as income falls beyond F.

This fall in the rate of interest is shown as the path F to A.

To summarise: expenditure begins to rise before interest
rates rise and begins to fall before interest rates fall. The
path of the interest rate throughout a cycle from trough to
trough is shown as A-+D-E-F->A. However, the interest rate is
rising and falling over only portions of the path. Specific-
ally, it rises from D»E, and falls from F+A, coincident with
the second-round income expansion and contraction respectively.
Expenditure in total will, therefore, lead interest rates at

the trough and peak of a cycle.
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An additional explanatory note on diagram 3

The object is to trace the likely path of the rate
of interest given that the finance motive is import-
ant. Two points are identified: a trough and peak

equilibrium (A and E respectively).

The path between these two equilibria is traced by
employing both LM schedules - one incorporating the
excess of planned expenditure (the finance modified LM)
the other based on the assumption that Y* = Y (the
conventional LM which assumes a zero excess of planned
expenditure). This latter schedule is useful because
it identifies positions where the rate of interest will
begin to rise and fall, after a period of positive or
negative excess of planned expenditure for which a

money supply provision is available - see points D and F.

The modified LM is useful because it shows

(i) the increase in the interest rate which would
occur if planned expenditure increased and the
money supply did not (A - B);

(ii) if the money supply increases just sufficiently
to cater for the increase in planned expenditure,
where the new equilibrium will be - at E, and

(iii) by identifying position E, the extent of expendi-
ture which can proceed without the rate of
interest rising (A - D).

The analysis uses both LM schedules to identify specific

turning points.
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It is not suggested that the above explanation of why
interest rates lag expenditure and velocity is inherently
superior because it does not involve institutional impedi-
ments; these may have to be considered in any complete
explanation. What is suggested is that any complete explana-
tion of the cyclical movement of monetary aggregates must
take cognisance of the finance motive. Certain important
observed monetary phenomenon, which otherwise can be explained
only by contrivance, can be explained quite straightforwardly

once account is taken of the finance motive.

2.2 Velocity

Clearly, the money supply, income and income velocity,
are three variables with only two degrees of freedom. It may
be thought more advantageous to consider the relationship
between the money supply and velocity or, alternatively,
between the money supply and income, but arithmetically it
makes no difference. Given values for any two of the varia-
bles means that the third is also determined. That is to
say, once an explanation of the money supply's cyclical phase
and amplitude and of income's cyclical phase and amplitude
have been provided, so has an explanation of income velocity's

cyclical phase and amplitude.

The finance motive does provide a rationale for velocity
peaking after expenditure or income has peaked; this is bound

up with the money supply turning down before and as income
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peaks, due to the decline in planned expenditure, In fact,

13
and this can be demonstrated algebraically, if sine curves

13
Let the income cycle be represented by:

Y = ¥ + 2K sin (%)
and the money supply cycle by:

M =M+ K sin (x + 30°)

where a bar indicates an average and where K is the
amplitude of fluctuations of the money supply cycle, The
money cycle leads the income cycle by 30° or by one quarter
based on a three year cycle. The income velocity cycle is
given by:

Y

v = B = Y + 2K sin(x)
M

+ K sin (x + 30°%)

M

and the first order condition for a maximum is where

(n) (B)
-K = [2M - .866Y] cos(x) + .5Y sin (x) .. (D)
By putting sin(0) = B and cos (0) = =

A + B /a2 4 p2

(1) may be rewritten as:

-Xx = /a2 + B2 [sin(0) cos(x) + cos(0) sin (x)]

and simplified to:

-K = /A2 + B2 sin(x + 0) L. (2)
B

/a2 + B2

An average of the Australian quarterly estimates of
seasonally adjusted G.D.P. and Ml money, for the period
1952(3) to 1973(4), of $4710m. and $4013m. respectively,
were used as estimates of ¥ and M. The amplitude of the
income cycle (2K) was taken to be 5% of the average value
of income giving a value of K of $118m. Inserting these
values into equation (2) and solving, gives a maximum
solution value of x of approximately 122°. The veloc¢ity
cycle peaks, therefore, 329 (or 1.07 guarters based on a
three year cycle) after the income cycle peaks.

).

where = arcsine (



130.

are used and reasonable values are assumed for the phase and
amplitude of the money supply and of the income cycle -
values consistent with those suggested in section 1 - income
velocity peaks and troughs approximately one quarter after
income peaks and troughs and, therefore, approximately one

quarter before the rate of interest peaks and troughs.

2.3 Summary of timing relationships

The graph below is based upon the timing relationships

suggested in this and the previous section. The emphasis

is on the phase so that all cycles are drawn with the same

amplitude, A three year reference cycle is used,
Y*-Y M Y \Y% i
N NN N DN
ampli- i
tude !
i
I
i
90°

The graph shows the excess of planned expenditure leading
income by four quarters (120°); the money supply leading
income by one quarter (30°) and income leading velocity and
the rate of interest by one quarter (30°) and two quarters
(60°) respectively. The timing relationships between the
money supply, income, velocity and the rate of interest
suggested by the graph correspond approximately with the

empirical evidence - some of which has been cited. It has
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motive can add considerably to an
relationships. The excess of planned
never so far been considered in

next chapter to an extent remedies

be admitted that by its nature, the

variable may be more subject than most to measurement error.

Also, the variable used refers. specifically to investment

plans of business and does not include consumer durable

expenditure plans, Ideally both should be included.
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CHAPTER 7

CROSS-SPECTRAL TESTS OF CYCLICAL TIMING RELATIONSHIPS

Introduction

The timing relationships between the real and the
monetary sectors were considered in the previous chapter.
This chapter reports the results of cross-spectral tests
of the cyclical timing relationships between monetary and
expenditure variables using Australian data. While these
results, as will be explained, must be treated circumspectly,
they do provide independent evidence with which to compare
the findings of the previous chapter, as they may of them-

selves suggest new theoretical explanations.

The format of this chapter is as follows: first,
there is a brief description of cross-spectral output
statistics; second, the variables used in the tests are listed
and some comment made on them; third, there is an explanation
of the filtering procedures used; fourth, some tables of test
statistics are explained and presented; fifth, there is an
explanation of the way the cross-spectral results are tabulat-
ed, and last, the results are presented and suggestions made

on their interpretation.

1. Cross-Spectral Output

Spectral analysis is essentially the decomposition of

the variance of a time series into components attributable to



133.

different frequencies. Cross-spectral analysis investigates
the association between two variables in the frequency domain.
A useful summary of this association is provided by three

statistics: the coherence, the phase, and the gain.

The coherence is analogous to the correlation co-
efficient in time domain analysis; it is the correlation
between the amplitudes of the spectra of two series at a par-
ticular frequency, and is a measure of the strength of the
relationship between two variables in the frequency domain.
The phase is a measure of the extent to which at particular
frequencies one series leads another. However, care has to
be taken when interpreting the phase in terms of time lags.
J.C. Hause [1971] points out that in general only in the case
of pure time delay is there a simple correspondence between
the phase and lags in the time domain. Where complicated
lag structures link one variable to another or where, as would
be expected with economic variables, feedback is present, it
becomes difficult to interpret the phase. It should also be
pointed out that as with time domain analysis, there is no

surety that a discovered short lead is not in fact a long lag.

For these reasons and (i) because of the use of bivariate
as distinct from multivariate spectral analysis, and

(ii) because of the concentration on a particular
frequency band, the spectral results, generally, will not
be used to infer lag structures for the multiple regression
tests of the next chapter.
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The gain is the amplitude of the output for a

sinusoidal input of unit amplitude. It is analogous to a

regression coefficient. This can be appreciated if it is
assumed that a process Yt is the output and a process Xt is
the input. The gain is then the amount by which the ampli-

tude of the process X, at a particular fequency has to be

t
multiplied in order to equal the amplitude of the process Yt

at the same frequency.

2. The Data

There are two sets of quarterly data used in the tests.
They are a seasonally adjusted set and unadjusted set of
undeflated expenditure, planned expenditure, and monetary data.
Some experiments with annual data did not produce promising
results. In some respects the available annual data set,
composed of 114 observations from 1861 to 1974, is superior
to the guarterly data sets. It obviously contains many more
short business cycles than does the twenty or so years of
quarterly data. However, where most of the lags between
series are measured in quarters rather than in years, annual
observations may not produce a sufficient degree of sensitivity.
There is also probably an alaising problem which compounds
cycles of period less than two years with those of more than
cwo years. (See Fishman (1969, p. 37].) It was, therefore,
decided to rely exclusively on the gquarterly data. A list
of the wriables used in the tests is given below; the season-

ally adjusted equivalent (separated by a comma and suffixed by
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the letter S) follows each unadjusted variable.

El, E1S ~ Gross private fixed capital expenditure
(unadjusted, adjusted).

E3, E3S - Consumer durable expenditure.

E4, E4S - G.N.E,

1

E4123, E4123S E4 minus (El + E3 + Gross public fixed

capital expenditure).

*Cl2, Cl28 - interpolated new capital expenditure by
business on machinery, plant and buildings.

*Cl2A, Cl2AS -~ C(Cl2 anticipated six months in advance.

*X3, X3S - Cl2A/Cl2 (the excess of planned expendi-
ture over actual expenditure)

M1, M1S - Current account deposits plus notes and coin.

M2, M2S - M1l plus interest bearing deposits.

M3, M3sS - M2 plus savings bank deposits.

R2 - Two year government bond rate.

V1E4, V1EA4S - E4/Ml.

V2E4, V2EA4S - E4/M2.

V3E4, V3E4S - E4/M3.

V31E4, V31EA4S ~ E4/(M3-M1).

vly, V1¥s - G.N,P./M1.

For most variables there are 87 observations from
1952 (2) to 1973(4) inclusive, Series which are asterisked
contain 80 observations from 1954(1) to 1973(4) inclusive.
E1l and E3 are sometimes referred to as non-routine expenditure
and E4123 as routine expenditure, The planned expenditure
series are published as a six monthly series and have been

converted to a quarterly series by the use of an interpolation
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procedure, More information on each of the variables is
given in the data appendix. If a first difference of the

logarithm is used in the tests it is indicated by prefixing

the variable with the letter D, Thus DM1 is the first
difference of the logarithm of M1, There is no seasonally
adjusted equivalent of R2 - see the data appendix.

3. The Filtering Procedures

The twenty years of dquarterly data which is available
does not ideally satisfy the requirements of spectral analysis.
However, following Fishman [1969] it was considered that some
use could be made of the technique provided the data were
adequately prewhitened, In spectral analysis it 1is not so
much the number of observations which is important but the
ratio of the number of observations to the number of frequency
points for which the spectrum is to be estimated. Granger
and Hatanaka [1964, p. 61] note that N/M, where N is the number
of observations and M the number of lags or frequency points,
should only rarely be as low as 3 and suggest 5 or 6 as reason-
able. The trade off, involved in choosing the number of lags,
is between good resolution of the spectrum (the more discern-
able the peaks the better the resolution) and a low variance
of the spectrum estimates. After some experimentation using
20, 24, 28 and 32 lags it was decided that 24 gave a sufficient
number of frequency points and that using extra lags did not
significantly improve resolution. After filtering, the use of

24 lags resulted in N/M ratios of between 3.04 and 3.54 depend-
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ing on the series involved. Although these N/M ratios are
a little low, they are comparable with the N/M ratio used by
Fishman [1969, Ch. 5] in analysing the income-consumption

relationship of the United States.

All series were log-transformed (to the base e) to
render them more homoscedastic. The filtering technique
used to attenuate variations in the mean was that of quasi-
differencing. The advantages of this method are that the
original spectrum may be recovered, that is, the prewhitened
spectrum may be recoloured, and that the method is computa-

tionally straightforward - see Fishman [1969, pp. 112-118].

With the seasonally adjusted series the object of
filtering is to detrend the series; with the unadjusted series
the object is to detrend and deseasonalise the series. The
effect of the detrending filter is to reduce the amplitude of
the long cycles while increasing the amplitude of the short
cycles. In the time domain sense, trend in all of the series

is adequately removed using the quasi-differencing model:

Y, =X - -95X, 4 (where X, is the original series and Y_ the
filtered series), however, in the harmonic domain most power
still remains in the low frequencies. It is comforting, if

not helpful, to verify that the data used here, when detrended,
produces what Granger [1966] calls the 'typical spectral shape
of an economic variable'. In order to even out the spectra

higher order quasi-differencing models were tried. In general
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the seasonally adjusted series is adequately filtered using

2

a model of the form: Y - X - u2(2)X +atX, oy with

t t t-1

o = .97, Various values of o were tried, and while this
model did not remove power in the lower frequencies for the
money supply series it did for the interest rate and velocity
series. The third order quasi-differencing model, necessary
to filter adequately the money supply series, gave a dis-
proportionate accentuation to the high frequency content of
the other series, As it is necessary, in order to preserve
the phase relationship between two series, to apply the same
filter to them both, there was no question of applying differ-
ent filters to series which were to be compared. Thus the

model .chosen was a compromise,

In general the unadjusted data set was filtered more
successfully than the seasonally adjusted data. The unadjust-

ed data set was deseasonalised using a filter of the form:
|

Zt=Xt—B

Xt-4

Various values of B were tried (.75, .80, .85, .90, .95), and
B = .95 used. Thig filter removed seasonality from most
series without inducing a pronounced dip in the spectrum at
the seasonal frequency point. The filter also removed some
power from the lower frequencies. A filter to remove trend

was applied to the Z,_ series using a model of the form:

t
T = Pp 7 0By
After some experimentation using values of o of .80, .90, .93,

.95 and .97, it was decided that a = .90 was adequate for most
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series. The complete filter used for the unadjusted data

set is:

Y, = X_ - aX - BX

o
t t £-1 B

t-4 5

A limited number of tests were run using first differ-
ence of logarithm data. In these cases the unadjusted data

set is filtered using a filter of the form:

Yt =X, - th_4, B = .95,

where the lower case letters stand for first difference data.
This filter adequately removes both seasonality and any
remaining trend. The seasonally adjusted data set is filter-

ed using a filter of the form:

where o =.35 in cases where the rate of interest is an involved

series, and where a = .50 otherwise.

4, Test Statistics

The purpose of this section is to present two tables
of test statistics. Table I lists significance levels for
estimates of the squared coherence and Table II 1lists
confidence bands for the phase angle. These tables will
provide a convenient way to check the statistical significance

of the results of Section 6.
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The cross—spectral program uses Parzen II weights which
implies an equivalent degrees of freedom (E.D.F.) of 3.7 N/M
where N is the number of observations and M is the number of
lags. Following a procedure in L,H. Koopmans [1974] the 5%
and 10% significant levels for the estimated squared coherence
corresponding to the different E,D.F.'s applying to the test
results were calculated and are recorded below in table 4.1.
It should be noted that the variance of the estimates of the
gain and the phase are inversely related to the coherence
[Fishman, 1969, p. 133], so that these estimates are more

reliable when the coherence is high.

TABLE 4.1

E.D,F C‘ohere‘n‘ce2

10% 5%
13.14 .34 .42
12,68 .35 .43
12.06 037 .45
11.75 .38 .46
11.59 .38 .47

Table 4.2 lists for various values of estimated square
coherence and for two values of E.D.F,, the 95%, the 90% and
the 80% confidence bands for the phase angle. These were
calculated from a formula in Koopmans [1974, p. 285]. A
100 (1-a)% confidence interval for ﬂj’k(k), where ¢j,k(X) is

the phase angle at frequency A, is the set of all values of
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@. . (1) which satisfy the inequality:
ik

. ~ l_ﬁj k(>\)2
Sln(¢j,k(A) - ¢m’k(l)) < |z t, o (a/2)

2 =
Pj’k(k) (2n-2)

where Pj’k(x)2 is the squared coherence; n is equal to one
half of the E.D.F. and tzn_z(u/Z) is the upper ¢/2 boundary
of the t distribution with 2n-2 degrees of freedom. The
figures in the table are the arcsine of the right-hand side

of the inequality, if these are designated as @*, the

confidence interval is:

;Bj’k(x) =P < By 00 < By L)+ g

If the right-hand side of the inequality is equal to or
greater than one, the confidence bands have not been recorded.
As the coefficient of coherence become less, it grows more
likely that the estimate of the phase @j’k(k), because of
statistical error in the sign of the estimated co-spectrum
and quadrature-spectrum, may be displaced by the amount II.

It is, therefore, common practise [see Koopmans, p. 286] to
centre the confidence interval around éj’k(x) only until the
right-hand side of the inequality equals one and thereafter
to indicate that the phase may lie between -1 and TI, the 'no

information' interval.

All the cross-spectral results have E.D.F.'s of between

11 and 15. The confidence intervals are based on these two
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E.D.F.'s and should provide a sufficiently accurate guide to
the actual interval around each of the cross-spectral phase

estimates.

TABLE 4.2

Confidence intervals in radians (zx¢%*)

Confidence Levels

Estimated

Squared

39§eren°e 952 908 80%

p<)

11 E.D.F. 15 E.D.F. 11 E.D.F. 15 E.D.F. 11 E.D.F. 15 E.D.F.

.25 = = 5 1.02 .93 .70
.30 - 1.16 1.20 .85 .78 .61
.35 - .96 .98 .73 .68 .54
.40 1.18 .82 .85 .65 .60 .48
.45 .99 .72 .74 .58 .54 .43
.50 .85 .64 .66 .51 .48 .38
.55 .75 .57 .59 .46 .43 .35
.60 .66 .51 .52 .41 .39 .31
.65 .59 .46 .47 .37 .35 .28
.70 .52 .40 .41 .33 .31 .25
.75 .45 .35 .36 .29 .27 .22
.80 .39 .30 .31 .25 .23 .19
.85 .32 .25 .26 .21 .20 .16

The following formula can be used to convert the confidence

intervals to units of one quarter of a year (t):

- 2*
t =5z T

where T is the time period in quarters of a complete cycle
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5. The Presentation of the Results

Rather than give the complete cross-spectral results

for each pair of series tested an abbreviated procedure has

been followed. Generally the frequency of interest is that
of the short business cycle. Waterman [1972, p. 12] dis-
cerns four cycles within the period 12948 to 1964. Using the

start of the 'boom phase' as a reference point, the relevant
dates are November 1949, April 1954, February 1957,

August 1959 and November 1962. The average length of each
cycle is approximately 39 months; the shortest is 18 months
and the longest 53 months. Assuming a similar pattern has
obtained since 1964 it would be expected that spectral analysis
would indicate some power over the frequency range .146 to
.042, that is, between cycles occurring every 6.9 quarters

and those occurring every 24 quarters. The procedure is to
record the estimated souared coherence and phase over this
frequency range and the average sguared coherence over all
frequencies, In addition, coherence weighted regression
analysis is applied to the phase for frequencies in excess of
the trend and below the seasonal. (See Praetz [1973].)

Three models are tried, a fixed angle lag model, a pure time
delay model, and a mixed model incorporating a fixed angle

lag and a pure time delay. Where both coefficients are
relatively significant using conventional 't' tests, the mixed
model is recorded, otherwise the best fitting of the other

models is recorded provided one or other is significant.?

2
Unless otherwise stated statistical significance is measured
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The form of the model is C + DW, where C is the fixed angle
lag in degrees and D is the pure time delay in quarters. In
the tables of results a positive coefficient indicates that
series A leads series B. An angle lag can be converted to
its corresponding time delay by multiplying C by T/360°,

where T is the length in guarters of the cycle being consid-

ered.

It is mentioned in Section I that a discovered short
lead may in fact be a long lag. However, the problem is a
little more complicated than that. The cross-spectral
program presents all phase values within the range 20+ 11 /2,
including those which are centred around II and are measured
from peak to trough. A circular depiction of a cycle

illustrates the difficulty.
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The estimate of the phase does not distinguish between series

at the 5 per cent level; this applies both in this chapter
and in chapter 8.
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A leading series B by ® radians from peak to peak and

series A leading series B by 6 radians from peak to trough,
that is, it does not distinguish between positions K and L.
This difficulty is additional to that associated with the

fact that a lead of 0 radians can be interpreted as a lag of
21 - © radians. However, while the latter difficulty can be
solved only by resort to economic theory the former difficulty
is susceptible to statistical enquiry. In particular, the
sign of the cross~correlation coefficient around the time lag
corresponding to the estimate of the phase, may indicate
whether the lag is from peak to peak or peak to trough. A
strong negative cross-correlation coefficient indicates that
the lag is from peak to trough; a strong positive coefficient
that it is from peak to peak. The phase estimates in the
next section are therefore supplemented by relevant cross-

correlation coefficients.

6. The Cross-Spectral Results

The emphasis of the tests is on the relationship between
various macro-~expenditure flows and monetary variables. The
aim is not only to discover the phase relationship between
expenditure, velocity, the money supply, and interest rates,
but to see whether different categories of expenditure flows
are similarly related or not. It will be observed that, not-
withstanding the groundwork of the previous chapter, there is
no specific model being tested. Empiricism is playing an

overriding part. Granger and Hatanaka [1964, p. 4] provide
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a succinct statement in support of this approach. They
note:

"At one time the fitting of models to the
available data was considered an essential part
of the analysis but the more recent methods do
not place any great emphasis on model-building.
This is particularly true when relationships be-
tween series are considered, as the relation-
ships are likely to be so complicated that only
with great difficulty can they be fitted into
an easily understood model.

Applications of the results derived from an
analysis will be, for economics at least, either
of a predictive nature or as "facts" to be
compared to a particular economic theory. The
interplay between experimental results and
theories in physics has led to great advances in
the subject, and it is hoped that the sequence
of finding theories to fit the facts and finding
new facts for theories to account for will also
strengthen economics. As all of the data for the
important dynamic aspects of an economy consist
of time series, it is clear that powerful methods
of analysis are recuired for dealing with such
data."

The empirical results have been divided, after some
preliminary comments on the relationship between the planned
and actual fixed capital expenditure series, into three parts.
The first part (6,1) examines the relationships between the
money supply and expenditure flows; the second (6.2) examines
the relationship between velocity and expenditure flows; the
third (6.3) examines the relationship between interest rates
and expenditure flows and, to complete the analysis, examines
the inter-relationships between the money supply, velocity and
interest rates. A summary of the findings (6.4) completes

the chapter.
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As first steps the cross-spectral relationships between
(i) planned new fixed capital expenditure and actual fixed
capital expenditure (new and gross), and (ii) the excess of
actual over planned new fixed capital expenditure and actual
fixed capital expenditure (new and gross), Qere examined.

The results are presented in tabkles 6.1 to 6.8.



Table 6.1 148.
Series A -Cl2a’ Series B -El E.D.F. 11.59
Phase
Cycle Squared | Lead of Average | = Model Cross
Period Coherence| A over B |Coherence c [ D Correlation
24.0 .74 1.58
16.0 .60 1.95
37.9 -
12,0 .54 1.85 .44 +.48(2)
9.6 .44 1,37 8.7) I( =)
8.0 .35 .93
6.9 .42 .66
Table 6,2
Series A - Cl2a Series B - (12 E.D.F. 11.59
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B | Coherence C D Correlation
24.0 .95 3,01
16.0 .93 2.28
- 1.8
12.0 .86 1.90 .49 +.71(2)
9.6 .71 1,77 ( -)1(.1)
8.0 .48 1,95
6.9 .31 -1.42 | o
Table 6.3
Series A - Cl2AS Series B - EIS E.D.F.12.06
Phase
Cycle Squared | Lead of | Average Model Cross
Period |Coherence | A over B | Coherence C l C Correlation
24,0 .97 .33
| 16.0 .83 .58
| - .4 +.31(0)
12,0 .64 .73 .48
9.6 .53 .58 (=)1(9.3) +,54 (2)
8.0 .46 239
6.9 .53 .33
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Table 6.4
Series A - Cl2AS Series B - Cl2s E.D.F. 12.06
Phase
Cycle Squared | Lead of Average Model Cross
Period |Coherence| A over B |Coherence C D Correlation
24.0 .97 .28
16.0 .90 .67 _ o +.41(0)
12,0 .77 .81 .38
9.6 .52 .65 (-)1](3.7) _.62(2)
8.0 .24 .48
6'9 .ll '36
Table 6.5
Series A - X3 Series B - El E.D.F. 11.59
' Phase
Cycle Squared | Lead of Average Model Cross
Period | Cohererce{ A over B |Coherence C T p | Correlation
24.0 .66 -5.65
-.31(-3)
16.0 51 -3.00 N '
92.0 | 1.3 DD
12.0 .35 -2.02 .34
9.6 .23 -1.98 (=3.5) ] ( 2.3) 28
, +.16(4)
8.0 .21 1,79
6.9 .28 1.02
Table 6.6
Series A - X3 Series B ~ (12 E.D.F. 11.59
Phase
Cycle Squared | lead of | Average Model Cross
Period |Coherence | A over B | Coherence C C Correlation
24,0 .92 ~4,31
-.17(=3)
| 16.0 .92 -2,68
| 724 " -.47(=2)
12.0 .86 -1,89 +59 -.50(0)
9.6 77 ~1.38 (-41.3)| (9.7) +.42(2)
8.0 .65 ~,99 +.51(4)
6.9 .51 1 -.75




Table 6.7 150.
Series A - X3S Series B - E1S E.D.F. 12.06
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .15 ~5,85
16.0 .30 -3,27 -97.3 1.3 -.08(-3)
12,0 .29 -1.86 .18
o' iy I (-5.3) | (3.9) ~.15(=2)
8.0 .04 -1.98
6.9 .12 .74
Table 6.8
Series A - X3S Series B - Cl2S E.D.F. 12.06
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24,0 .18 -5.49
16.0 -32 =3.19 -77.6 .9 -.16(-2)
12.0 .46 =1.82 .40
9.6 .38 -.89 (-7.6) | (5.7) +.26(4)
8.0 .26 -.46
6.9 .20 -.24
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The first point to note is that the coherence between
planned and actual expenditure is generally significant at
the 5% level. As expected the planned expenditure series
consistently leads the actual expenditure series throughout
the business cycle frequencies. These results support the
view that the planned expenditure series is a reasonably good

3

predictor of actual expenditure and may therefore be useful

in testing the finance motive.

There is some discrepancy between the results based on
the unadjusted data and those based on seasonally adjusted
data. The results based on the unadjusted data indicate that
the planned expenditure series leads the actual expenditure
series by approximately two quarters; this accords with prior
expectations and is supported by the cross~correlation
statistics using both the unadjusted and seasonally adjusted
data. However, the phase estimates based on the adjusted data
indicate a lead of planned expenditure of something less than
one quarter, There is a tendency throughout for there to be
some discrepancy between the set of results based on the
adjusted data and those based on the unadjusted data. In
general, because the unadjusted data set was more satisfactor-
ily filtered, more confidence can be attached to the results

based on it.

3

This accords with the findings of Preston [1968].
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The phase estimates when comparing the excess of
planned expenditure series with the actual expenditure
series, on the surface, seem to suggest that actual expendi-
ture leads by about two to four quarters, But this is clearly
a peak to trough lead, The cross~correlation statistics
indicate this and furthermore, at least using the unadjusted
data set results, indicate a peak to peak lead of the excess
of planned expenditure over actual expenditure of between two
and four quarters. The graph below depicts the situation;
it is based on a three year reference cycle and shows the
excess of planned expenditure (X3) leading the actual expendi-

ture cycle (Cl2) by 4 quarters from peak to peak.

Cl2

X3
////fﬂﬂ\\<:

\\ Quarters

~

B

The cross-spectral output indicates that Cl12 leads X3 by

2 quarters. However, the meaningful phase relationship is
that of the four quarter lead of X3 over Cl2. This empirical
result ties in very well with the theoretical analysis of
section 1 of chapter 6, where it is assumed that the excess of
planned expenditure cycle leads the income cycle by about 120°

or 4 quarters based on a three year cycle.
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Reference to table 4.2 shows that the phase estimates
are significantly different from zero at business cycle
frequencies. In most cases at the 95% level in all cases at

the 80% level.

6.1 Money and Expenditure flows

The expectation that the money supply leads expenditure
flows is borne out by the tests. Tables 6.9 to 6.32 contain
results using the three usual definitions of the money supply
and four expenditure flows. The four expenditure flows are
private gross fixed capital investment (El), durable consump-
tion expenditure (E3), gross national expenditure (E4), and
routine expenditure (E4123), calculated by subtracting El, E3

and public gross fixed capital expenditure from E4.



Table 6.9 154.
Series A - M1 Series B - m1 E.D.F. 12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence | A over B [Coherence C D Correlation
24.0 .46 4,32
16.0 .37 2,78
79.2 | =.7 +.40(1)
12.0 .42 2.03 .31 +.24(2)
9.6 =5 1,53 ( 5.5)[(-2.0) +.17(3)
8.0 .54 1.10 +.12(4)
6.9 .37 .54 |
Table 6.10
Series A - Ml Series B - E3 E.D.F. 12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C I D Correlation
24.0 .48 -.27
16.0 44 =.02
12.3 - +.53(0)
12.0 D3 .61 _ 240
9.6 .68 .79 (2.2)| ( =) +.35(1)
8.0 .61 .64
6.9 .33 .08
Table 6.11
Series A - ML Series B - F4 E.D.F. 12.68
i Phase
Cycle Squared | lead of | Average Model Cross
Period |Coherence | A over B | Coherence C C Correlation
24.0 .38 2.57
16,0 .33 2,23 508, - +.45(1)
12.0 .50 2.20 _ .40 +.27(2)
9.6 .69 1.86 (13.9)( =) +.29(3)
8.0 .69 1.52
6.9 .54 1.13




Table 6.12 155.

Series A - Ml Series B ~ EA4123 E.D.F, 12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .33 2,24
16.0 .29 2.40 +.36(1)
67.7 -
12.0 .48 2.46 .38 +.24(2)
9.6 .64 2,04 (14.9) [( =) +.26(3)
8.0 .64 1.68 |
6,9 .51 1.33
Table 6.13
Series A - M2 Series B - Fl E.D.F. 12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 33 5.22 +.28 (1)
16.0 21 3.83 102.5 -.9 +.23(2)
12.0 .39 2,67 .24
( 5.3)| (-2.0) +.16(3)
9.6 .50 1.86
8.0 .37 1.31 +.20(4)
6.9 .14 .72
Table 6.14
Series A - M2 Series B - E3 E.D.F. 12.68
l Phase
Cycle Squared | Lead of Average Model Cross
Period |Coherence | A over B | Coherence C C Correlatiom
24.0 21 .52
i6.0 .23 .86 +.37(0)
- 59.4 | =.7
L 12.0 .49 1,20 .29 +.32(1)
r 9,6 .68 1,12 (3.3)] (<1.7) +.24(2)
8.0 52 94
6.9 .18 .39
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Table .15
Series A - M2 Series B - E4 E.D.F. 12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .29 3.64
16,0 .27 3.30 +.28(1)
67.8 53
12.0 .50 2,73 .30 +.30(2)
9.6 .63 2.20 8.7) | Q.7 +.38(3)
8.0 +D5 1.89
6.9 &37 1.66
Table 6.16
Series A - M2 Series B - E4123 E.D.F. 12.
Phase
Cycle Squared | Lead of Average Model - Cross
Period Coherence| A over B |Coherence C D Correlation
24,0 .26 3,52 =.20(=3)
-.20(=2)
16.0 w21 3.53 _ 1.0 —.27(<1)
12.0 .50 2.96 .32 +.17(1)
-) |(-1.9)
9.6 .60 -2,39 ( +.27(2)
8.0 54 ~1.90 +.3803)
6.9 .41 -1.53
Table 6.17
Series A - M3 Series B - ;1 E.D.F. 12.68
Phase
Cycle Squared | Lead of | Average Model Cross
Period |Coherence | A over B | Coherence C C Correlatian
24,0 .46 4.58
16.0 .37 3.11 _ ~ +.37(1)
i2.0 .46 2.21 .29 +.30(2)
9.6 59 1.61 (24.3) | ( =) +.22(3)
8.0 .5l 1.15 +.18(4)
6.9 .22 .68




Table 6.18 157.
Series A - M3 Series B - g3 E.D.F. 12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence | A over B |Coherence c D Correlation
24,0 .32 -.01
16.0 36 .23 21,7 }* = +.48(0)
12.0 .54 .73 .3 '
2 (6.6) | ( =) +.40(1)
9.6 .70 .82
8.0 .59 .69
6.9 .28 .28 -
Table 6.19
Series A - M3 Series B - w4 E.D.F.12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .37 3.05
16.0 232 2.57 44.7 7 +.36 (1)
12.0 .47 2.31 29 +.30(2)
9.6 .57 1,93 (8.1) | (4.9) +.35(3)
8.0 49 1.70
6.9 .31 1.57 —
Table 6,20
Series A - M3 Series B - 4123 E.D.F. 12.68
Phase
Cycle Squared | lLead of | Average Model Cross
Period |Coherence | A over B | Coherence C C Correlation
24.0 .33 5.22
+.28(1)
16.0 27 3.83
I—“ 102.5 -.9 +.23(2)
L 12.0 .39 2.67 24
9.6 .50 1.86 (5.3) [(-2.0) | *+16(3)
.o . o +.20(4)
6.9 14 .72




Table 6.21 158.
Series A - MLS Series B - E1S E.D.F. 13.14
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .88 .30
16.0 .82 1.00
- .9 +.42(0)
12.0 .82 1.26 .43
9.6 .79 1.07 ( =) (6.8) +.55(1)
8.0 .61 .84
6.9 27 .78
Table 6.22
Series A - MI1S Series B - E3S E.D.F. 13.14
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherernce| A over B |Coherence C D Correlation
24.0 .85 .32
16.0 s 12 .23
- o7 +.37(0)
12.0 .63 1.13 .36
9.6 .55 89 (=) (6.2) +.19(1)
8.0 .33 55
6.9 .09 -.02
Table 6.23
Series A - MIS’ Series B - g4g E.D.F. 13.14
Phase
Cycle Squared | lead of | Average Model Cross
Period |Coherence | A over B | Coherence C C Correlatim
24.0 .90 .16
1e,0 .83 .76 B . +.59(0)
'___12.0 .79 1.24 .61 +.56(1)
9.6 | .15 1.31 (=) (4.8) +.45(2)
8.0 69 | 1.12
6.9 60 | .76 |
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Table 6.24
Series A - MIS Series B - E4123S E.D.F. 13,14
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence | A over B |Coherence C D Correlation
24,0 .92 .09
16.0 .84 .63 _ 7 +.49(0)
12.0 .71 1.23 .b6 +.43(1)
9.6 .63 1.42 (=) (4.8) +.38(2)
8.0 .57 1.25
6.9 D5 .85
Table 6.25
Series A - M2S Series B - FI1S E.D.F. 13.14
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherercel A over B |Coherence C D Correlation
24,0 .95 01
16.0 <87 -43 13.5 | 1.0 +.45(0)
12.0 .75 71 .40 _
9.6 .65 61 (-4.3)| (7.0) +.58(1)
8.0 46 .41
6.9 .12 .37
Table 6.26
Series A - M2S Series B - E3S E.D.F. 13.14
Phase
Cycle Squared | Lead of | Average Model Cross
Period |Coherence | A over B | Coherence C l C Correlation
24.0 .92 .01
16.0 .77 .47 _ 4 +.25(0)
12.0 .59 .80 .33
9.6 .44 oy (=) (2.9 +.29(1)
8.0 21 44
6.9 | .05 | -.51
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Table 6.27
Series A - M2S Series B - E4S E.D.F. 13.14
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence | A over B |Coherence C D Correlation
24.0 .96 -.10
16.0 .89 W22
- - +.65(0)
12.0 .69 .63 .43
9.6 .47 .90 (=)[(=) +.53(1)
8.0 .32 .96
6.9 .19 .93
Table ¢, 28
Series A - Mm2g Series B - 41235 E.D.F. 13,14
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C 1 D Correlation
24.0 .97 -, 17
16.0 89 09 - - +.57(0)
12.0 .57 .58 37
9.6 .33 1.10 (=)= +.36(1)
8.0 22 1.31
6.9 17 1.26
Table 6.29
Series A - M3S Series B - FEl1S E.D.F. 13.14
Phase
Cycle Squared | Lead of | Average Model Cross
Period |Coherence | A over B | Coherence C C Correlation
24.0 .98 .08
16,0 .91 .39 9.5 ; £.55(0)
; 12.0 .80 56 46
9.6 «15 Al (-=2.9) | (4.9) +.61 (1)
8.0 .64 .46
6.9 .36 1 .59




Table 6.30 l61l.
Series A - M3S Series B - E38 E.D.F. 13.14
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .95 .07
16.0 .82 .39
- .3 +.36(0)
12.0 .59 .59 .34
9,6 .44 .47 (=) (2.9) +.32(1)
8.0 .26 24
6.9 .08 -.13
Table 6.31
Series A -M3s Series B -w4sg E.D.F.13.14
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .99 -.02
16.0 Q4 18 _ B +.69(0)
12.0 .76 .43 .45
9.6 .53 60 (=] (=) +.61(1)
8.0 .34 62
6.9 17 .48
Table 6.32
Series A - M3s Series B - p412s E.D.F. 13.14
Phase
Cycle Squared | Lead of | Average Model Cross
Period |Coherence | A over B | Coherence C C Correlation
24.0 .99 ~.08
16.0 .93 .05
- - +.56(0)
12.0 .64 .34 .36
9.6 .35 67 (=)l (=) +.46(1)
8.0 .18 .79
6.9 .08 .60
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The evidence of tables 6.9 to 6.20 points to a two
quarter lag between changes in the money supply and (except
for durable consumption expenditure) the subsequent change in
expenditure. Using tables 6.10 and 6.11 as an example, the
lead of M1l over E3, at say the twelve quarter cycle, is sig-
nificantly less at the 95% level (see table 4.2) than the lead
of M1 over E4. There is some very tentative evidence, at
least where coherence is highest, that Ml leads routine

expenditure by a greater amount than it leads either E4 or El.

The evidence using seasonally adjusted data (tables 6.21
to 6.32) differs slightly from the above. The lead of the money
supply over expenditure is about one quarter, and while in
general the lead over durable consumption expenditure is less,

the difference is less marked,

The overall picture is one of the money supply, however
defined, pervasively leading expenditure flows. In the main
the estimated squared coherence is significant at the 5%
level. There is no evidence of a geometrically declining
distributed lag relationship between the money supply and gross
national expenditure (see page 198 for an explanation of the
kind of phase and gain results that would be expected if there
were a geometrically declining distributed lag relationship

between two variables).

It is unfortunate, given the distinctive phase of the

durable consumption expenditure cycle, that planned durable
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consumption figures are not available. They are obviously
important in testing the finance motive and may add signifi-
cantly to any explanation of the demand for money. However,
planned investment expenditure data are available and the
series of special interest is the excess of planned over actual

investment expenditure (X3).

It was found (page 152) that the X3 series leads actual
investment expenditure by between two and four quarters. It
follows, given that the money supply series lead investment
expenditure by two quarters, that the X3 series should lead the
money supply series by between zero and two quarters, and that
the rate of change of the money supply series, because it leads
the money supply series by 90°, should lead the X3 series by

between two and four quarters based on a four year cycle.

The proportional change in the money supply (the first
difference of logarithms) is used in this series of tests
because it seems to make more sense to associate a change in the
money supply with the X3 series. The X3 series is closely
related to a change-in series, it is largely devoid of trend
and emphasises deviations from current levels of expenditure

rather than the magnitude of the level.

Tables 6.33 to 6.42 present the cross-spectral results
of testing X3 with M1, M2 and M3, and their first differences

DM1, DM2 and DM3.
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Table 6.33
Series A - X3 Series B - M E.D.F. 11.59
Phase
Cycle Squared | Iead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .39 .76
16.0 .22 ~-.07 _ _ £.23(0)
12.0 .19 -.56 .19
9.6 .20 -.38 (=) (=) +.26(1)
8.0 215 .06
6.9 .14 .30
Table 6.34
Series A - X3 Series B - M2 E.D.F. 11.59
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B | Coherence C D Correlation
24.0 .33 .03
16. o - R .
6.0 26 76 i5.8 T <13 +.24(=2)
12,0 .25 -,98 _ .15 +.15(0)
9.6 19 =-83. (1.9)] (=7.0) +.14 (1)
8.0 .06 -.68
6.9 .0l -1.10
Table ¢ 35
Series A - X3 Series B -M3 E.D.F. 11.59
Phase
Cycle Squared | Lead of Average Model Cross
Period |Coherence | A over B | Coherence C C Correlation
24.0 ) .59
el = =08 30.9 | -1.4 +.15(0)
12.0 .18 - 44 12
9.6 .13 -.24 (3.2)| (=5.5) +.16 (1)
8.0 .03 67
6.9 02 | -1.27
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Table 6.36
Series A -~ X3S Series B - MlS E.D.F. 12.06
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .17 4.13
+.17(=2)
16,0 .25 2,55
83.6 -1.5 +.15(1)
12.0 1 1.80 .12
-.07(2)
9.6 .01 .66 (4.0) | (-3.5)
-.04(3)
8.0 .02 -.84
6.9 .16 -,42
Table ¢ 37
Series A - X3 Series B - pMm1 E.D.F. 11.75
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .55 -4.14
i . =3.04 +.14 (-4
16.0 34 -58.5 _ (-4)
12.0 .22 =2.72 .23 +.30(=3)
9.6 .20 -2.28 (=7.7y (=) +.42(=2)
8.0 .15 -1.63
6.9 .13 ~1.08
Table ¢, 38
Series A - X3 Series B - DM2 E.D.F. 11.75
Phase
Cycle Squared | Lead of | Average Model Cross
Period |Coherence | A over B | Coherence C C Correlation
24,0 .52 -4.,39
+.27(~4)
16.0 .39 ~3.40 0.3 | 1.6 +.37(=3)
12.0 .26 2.95 _a22 +.39(-2)
9.6 .19 2.13 (=2.1) | (2.2) -.23(2)
~-.17(3)
8.0 07 1.62
6.9 .02 .83




Table 6.39 le6.
Series A - X3 Series B - DM3 E.D.F.11.75
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence | A over B |Coherence C D Correlation
24,0 .52 -4.23
16-0 .38 _3.02 _98.3 1.6 +-25(-4)
12.0 .22 -2.56 .18 +.33(=3)
9.6 .13 =-2.11 (-9.8)| (6.4) +.36(-2)
8.0 .03 -1.26
6.9 .08 1.01
Table 6.40
Series A - X3S Series B - DM1S E.D.F. 12.06
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .31 -4.62
16.0 -39 =2.91 1047 | 1.6 +.16(-3)
12.0 .29 =2.02 .20
9.6 .17 -1.42 (-3.2)| (2.1) +.35(-2)
8.0 .09 =.98
6.9 12 -1.14
Table ¢,41
Series A - x3s Series B - pw2s E.D.F. 12.06
Phase
Cycle Squared | lead of | Average Model Cross
Period |Coherence | A over B | Coherence C C Correlation
24.0 .20 =5.44
_*',ouo .34 -3.50 | 140.0 2.6 +.06(-4)
12.0 .33 -2.49 .20 +.14 (-3)
9.6 17 -1.83 (-9.4)| (8.9) +.36(-2)
8.0 .03 ~-1.46
6.9 .02 .86
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Tableg.42
Series A - X3 Series B - DM3S E.D.F. 12.06
Phase

Cycle Squared | Lead of Average Model Cross

Period Coherence| A over B [Coherence C D Correlation
24.0 .21 -5.26
16.0 -34 -3.22 115.1 | 2.0 +.11(-5)
12.0 .31 -2.08 .16 +.08 (-4)
2.6 .18 =1.15 (-8.9) | (6.9) +.14 (-3)
8.0 .06 -.04 +.31(-2)
6.9 .01 1.16
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As expected the estimated coherence is higher when the
change in the money supply series are used. However, con-
sidering the limitations of the data and the particular
construction of the X3 variable, a construction which makes
no condescension to the pursuit of high Rz's, it is a promis-
ing result that when the unadjusted M1, M2, and M3 series are
used the estimated coherence, where it is highest, is margin-
ally significant at the 10% level. When the unadjusted DM1,
DM2, and DM3 series are used the estimated coherence, where
it is highest, is significant at the 5% level. The results
based upon the seasonally adjusted money supply series are not
as convincing, although the estimated coherence using DM1S,
DM2S and DM3S maintains marginal significance at the 10% level.
The results based upon M1S, M2S and M3S are not significant
and only one table of results, those based upon M1S5, is record-

ed.

The phase and cross-correlation estimates indicate that
the change in the money supply leads X3 by between two and
four quarters. The evidence using M1, M2 and M3 is a little
unclear, Where coherence is highest X3 leads by something less
than a quarter but generally lags by something less than a
quarter elsewhere. As none of the phase estimates are signifi-
cantly different from zero at the 20% level, it is probably
best to rely upon the phase estimates based upon the change
in the money supply; these indicate that the X3 series leads
the money supply series by about one quarter. To appreciate

how this result is derived consider the phase estimate at the
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16 quarter cycle in table 6.37. This indicates that DML
leads X3 bv three quarters. As the DMl cycle is 90° ahead

of the Ml cycle, four quarters have to be subtracted from this
lead in order to derive the phase relationship between X3 and

M1.

These phase estimates between X3 and the money supply
are not wholly consistent with the previously presented phase
estimates between the money supply and expenditure and between
X3 and expenditure. The expectation from these results is
that X3 would lead the money supply by about two quarters
rather than one. However, it needs to be remembered that
the estimates are precisely that and no more and that for each
there is an appropriate confidence interval. In these terms

the estimates are mutually consistent.

If any precise conclusion can be drawn so far it is
that while the phase relationship between X3 and expenditure
conforms to the predictions: of the theoretical model of the
previous chapter (see pp.114~131), the phase relationships
between X3 and the money supply and between the money supply
and expenditure differ slightly from those predictions. The
money supply appears to lead expenditure by rather more than
the 30° predicted by the model and as a corollary lags the X3
series by rather less. Two points can be made, First, the
expenditure plans upon which the construction of the X3 series
is based, although solicited from business six months in advance,

may well have been formulated at an earlier date; thus the
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lead of X3 over the money supply may be greater than it really
appears. Second, it is noted in chapter 6, page 118 that

the length of the lead of the money supply over expenditure
depends on the relative dominance of the excess of planned
expenditure vis-a-vis income in determining the demand for
money. If for some reason, the excess of planned expendi-
ture were relatively more dominant than assumed in the model,
the lead of the money supply over income would be greater and

the lead of X3 over the money supply would be less.

6.2 Velocity and Expenditure Flows

Tables 6.43 to 6.60 present the results of tests of the
cross-spectral relationships between three measures of gross
national expenditure velocity and various expenditure flows.
The three measures of velocity are computed by dividing gross
national expenditure by M1, M2 and M3 respectively. The
expenditure flows are: gross private fixed capital expenditure
(E1), durable consumption expenditure (E3), and routine

expenditure (E4123) computed as before.
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Series A - v1r4 Series B - g E.D.F. 12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .38 -1.12
16.0 .33 -1,22 -10.3 -.9 +.22(=2)
12.0 .45 -1.37 .31 +.33(-1)
2.6 -53 -1.27 (-2.0) | (=7.1) +.21(0)
8.0 .45 -1.07
6.9 31 -.87
Table 6.44
Series A - VIE4 Series B - E3 E.D.F. 12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .25 -3.93
16.0 20 -3.24 5.4 . +.16 (0)
* 2 +.34(1)
12.0 .40 -2,52 .29
+.12(2)
9.6 .62 —1.94 (_7-6) (2-4) +.36(3)
8.0 53 =1.60
6.9 .37 -1.44
Table ¢ 45 :
Series A ~ VI1E4 Series B - E4123 E.D.F. 12.68
[ Phase
Cycle Squared | Lead of | Average Model Cross
Period |Coherence | A over B | Coherence C L ¢ | Correlation
24.0 .49 -1.85
16.0 .50 ~1.41
~-55.3 X
12.0 W71 ~1.03 .73 +.84(0)
9.6 .85 -.74 (-10.7) | (7.7)
8.0 .89 -.55

6.9 .85 ~.41
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Table 6.46
Series A - V2E4 Series B - E1 E.D.F. 12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |[Coherence C D Correlation
24.0 o1 -.13
16.0 .51 "'.48 _ —-8 +.33(—l)
12.0 .57 -.96 .35
9.6 .55 -1.00 (=)](-9.6) +.28(0)
8.0 .43 -.81
6.9 .32 -.58
Table 6.47
Series A - V2E4 Series B - E3 E.D.F.12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherernce| A over B |Coherence C D Correlation
24.0 .50 -2.87
16.0 .43 -2,32 +.36(-3)
=57.3| - +.17 (=2)
12.0 .56 -2.10 .36
, +.38(-1)
9.6 .68 ~1.71 (-15.5) (=) +.27(0)
8.0 63 =1.40
6.9 .37 -1.24 -
Table ¢, 48
Series A - yom4 Series B - E4123 E.D.F. 12,68
Phase
Cycle Squared | Lead of Average Model Cross
Period |Coherence | A over B | Coherence C C Correlation
24.0 .69 -1.44
16.0 12 =97 -40.5 .6 +.04 (-1)
12.0 82 -.73 .83
9.6 .90 =.52 (-10.8)| (8.4) +.86(0)
8.0 92 - ’%H
6.9 .91 -.24
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Series A - V3E4 Series B - El E.D.F. 12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence | A over B |Coherence C D Correlation
24,0 .51 -.12
16.0 .52 -.42
- -.7 +.34 (-1)
12.0 .57 -.83 .39
9.6 .57 -.85 (-) [(-11.1) +.27(0)
8.0 47 -.69
6.9 .38 -.53
Table 6.50
Series A - V3E4 Series B - E3 E.D.F.12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B | Coherence C D Correlation
24.0 .52 -2.82
16.0 .45 =-2.22 -51.2 - +.32(=3)
12.0 .56 -1.88 .40 +.13(-2)
+.41 (-1
9.6 67 -1.50 (=15.3) (=) (=1)
+.30(0)
8.0 .63 -1.26
6.9 .41 -1.18 i
Table 6.51
Series A -V3F4 Series B -E4123 E.D.F.12.68
Phase
Cycle Squared | lead of Average Model Cross
Period |Cohererice | A over B | Coherence C C Correlation
24.0 .74 -1.30
I 16,0 .16 -.81
- - -28.1 .44 +.18 (-3)
12.0 .86 -.49 .88
9.6 | .93 =.3] (-25.9) | (22.1) +.91(0)
8.0 .95 -.19
6.9 .95 -1 | -
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Table 6.52
Series A - v1mE4s Series B - mlg E.D.F. 13.4
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence c D Correlation
24.0 .90 -.18
16,0 .74 -.79 .
12.4 | -1.2 +.25(=2)
9.6 .48 -1.17 ( 3.3)[-11.4) +.35(0)
8.0 .35 -.99
6,9 .29 -.69
Table 6.53
Series A - VI1F4S Series B - E38 E.D.F. 13.14
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .92 _-2Q
+.35(-3)
16.0 i -.78
- - .00(-2)
12.0 .62 -1.33 .01
9.6 .54 -1.46 (=) | (=) .18 (=1)
8.0 .40 -1.40 +.27(0)
6.9 .14 ~1,01
Table 6.54
Series A - V1E4S Series B - F4123S E.D.F. 13.14
Phase
Cycle Squared | Lead of | Average Model Cross
Period |Coherence | A over B | Coherence C C Correlatim
24.0 .88 -.29
16.0 .78 -1.05 ] +.35(=2)
12.0 .85 -1.15 .76 ~.13(-1)
2.6 88 L =.78 (=) 1(-2.2) +.85(0)
8.0 .87 _=.52
6.9 77| =32 |
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Series A - V2EAS Series B - EIS E.D.F. 13.14
Phase
Cycle Squared | lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .75 .17
16,0 24 =H5t 13.8 | -1.0 +.17(-1)
12.0 .43 -.83 .36
9.6 .30 -.81 (3.4) {(-10.5) +.27(0)
].0 .18 -.63
6.9 .16 -.39
Table 6,56
Series A - V2F4S Series B - E3S E.D.F.13.14
B Phase ‘
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .80 .13
16.0 .66 -.76
- - -.03(-1)
12.0 .60 ~1.21 A7
9.6 .48 =1.24 (=) ¢ =) +.33(0)
8.0 .29 =1.15
6.9 .08 -.64 -
Table 6.57
Series A - V2E4S Series B -F4123S E.D.F. 13.14
Phase
Cycle Squared | Lead of | Average Model Cross
Period |Coherence | A over B | Coherence C ‘ C Correlation
24.0 .72 .06
16.0 .57 -.84
— e -26.8 4 -.21(-1)
12,0 | .70 | -.73 .72
9.6 .83 . -,43 (-3.0)| (2.3) +.71(0)
8.0 .86 -.28
6.9 .83 -,21
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Series A - V3E4S Series B - ElS E.D.F.13.14
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence | A over B |Coherence c D Correlation
24.0 .70 .36
L A £,38 26.8 | -1.4 +.07(=1)
12.0 .48 ~-.61 .32
a.6 36 -.63 (6.6) (-12.9) +.23(0)
8.0 .23 -.56
6.9 .16 -.51
Table ¢,59
Series A -vy3E4S Series B - E3s E.D.F. 13,14
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24 .0 .75 .35
16.0 .61 -.65
-11.5 - .00(=1)
12.0 .60 -1.08 41
9.6 .53 =1.13 (- 1.5 1 (=) +.24(0)
8.0 .36 -1.13
6.9 .15 - .82
Table 6.60
‘ Series A - V3EAS Series B - E4123S E.D.F. 13.14
Phase
Cycle Squared | Lead of | Average Model Cross
Period |Coherence | A over B | Coherence C C Correlation
| 24,0 .67 .16
a0 JE a3l —23.8 | .5 ~.33(-1)
I 12.0 .73 -.54 .80
9.6 7 -.23 (-4.6) | (5.3) +.71(0)
| 8.0 .90 -.06
| 6.9 .89 .03
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As predicted in the previous chapter expenditure leads
velocity. The margin for routine expenditure is about the
same as that suggested in that chapter. Fixed capital
expenditure leads by much the same margin, although there is
some tentative evidence using unadjusted data that its lead is
slightly greater. There is, however, much more convincing
evidence that durable consumption expenditure leads by a great-
er margin. Table 6.44, for example, shows durable consumption
expenditure leading V1E4 by 2.5 quarters at the 12 quarter
cycle and, where coherence is higher, at the 9.6 quarter cycle
by 1.9 guarters. This different phase of the durable con-
sumption expenditure cycle is, of course, consistent with the
findings reported in section 6.1. For all of the tests there
is some cycle period where the estimated coherence is signifi-

cant at the 5% level.

Another point is worth noting. Although it is not
statistically significant, velocity when computed using the
narrow definition of money (V1E4) tends to lag more strongly
than does velocity computed using the two broader definitions
of money (V2E4 and V3E4). This applies to both the results
based upon the unadjusted data and those based upon the
seasonally adjusted data, and suggests that the demand for
narrow money balances per unit of national expenditure may
lead the demand for broader money balances per unit of national
expenditure. Further comment on this is postponed to later on

in the section when more evidence is presented.
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From earlier results it was expected that X3 would lead
velocity by about four to five quarters at the 12 and 16
quarter period cycles, That is, a lead slightly in excess
of the lead of X3 over expenditure reported at the beginning
of this section. The cross-spectral relationships between
X3 and velocity, and between X3 and the change in velocity
are presented in tables 6,61 and 6.76. The velocity measures
are supplemented by one computed by dividing gross national

product by M1 (VIY).
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Table 6.61
Series A - X3 Series B - vir4 E.D.F. 11.59
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .55 5.19
-.04(-4)
16.0 .42 -3.89
- N -.34(-3)
12,0 .25 -2.93 .26
-.15(=~2)
9.6 .20 1.94 (=) (=)
8.0 .18 1.11 +.32(1)
6.9 .24 .63
Table 6,62
Series A - X3 Series B - V2F4 E.D.F. 11.59
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherernce| A over B | Coherence C I D Correlation
24.0 .09 3.43
—— w28 360 108.1 | 1.0
12.0 .47 2.99 .24
9.6 .31 2.24 (6.6)| (-3.0)
8.0 .15 1.42
6.9 17 .68 ]
Table 6.63
Series A -X3 Series B - V3E4 E.D.F.11.59
Phase
Cycle Squared ‘| Lead of | Average Model Cross
Period |Coherence | A over B | Coherence C C Correlation
24.0 .54 5.05
1630 939 —4100
32.1 - -.05(=4)
12,0 .24 2.99 .26
9.6 .19 1.86 (2.6)| (=) -.34(=3)
8.0 19 1.06
6.9 26 .60
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Table 6.64
Series A - X3 Series B -~ V1Y E.D.F. 11.59
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence | A over B |Coherence C D Correlation
24.0 b2 5.32
16.0 .30 -3.68 ~ _ -.12(~4)
12.0 .18 -2.18 .23 -.29(-3)
9.6 .10 -2.40 (=) (=) -.09(-2)
8.0 .16 .63
6.9 .37 .06
Table ¢,65
Series A - X3S Series B - V1E4AS E.D.F. 12.06
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .11 -5.11
-.21(-5)
16.0 31 =288 1 138.8 | 3.1 +.20(~4)
12,0 .31 -2.02 .14 -.10(-3)
9.6 .14 -1.97 (-5.2)| (4.6)|  Tri2¢2)
+.08 (1)
8.0 O 1-E4
6.9 «19 .95
Table 6.66
Series A - X3S Series B -vy2F4s E.D.F.12.06
Phase
Cycle Squared | lead of | Average Model Cross
Period |Coherence | A over B | Coherence C L C Correlation
24,0 .12 -5.65
o -.16(-5)
,_16.0 .33 =3.30 121.4 | 2.8 +.17(~4)
2 -.12(-3)
| :Iéz__o % 30 '_2- 60 .19 -, 13 (_2)
. .18 2 n +.18(=1)
9.6 s 2,23 (=3.1)| (3.2) +.13(1)
8.0 .17 1.18
6.9 .31 .74
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Series A - X3S Series B - v3E4s E.D.F. 12.06
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .29 ~5.49 -.13(-5)
16.0 .39 -3.25 +.17(-4)
-117.8 | 2.5 .16(-3)
12.0 .24 =2,70 | .21 _.09(-2)
9.6 13 1,95 (-4.2)| (3.8) +.19(-1)
8.0 16 85 +.15(1)
6.9 .33 .51
Table 6.68
Series A - X3S Series B - V1YS E.D.F. 12.06
Phase
Cycle Squared | Lead of Average Model Cross ‘
Period Coherencel A over B |Coherence C D Correlation
24.0 .10 -4.99 -.18(-5)
16.0 .25 —2.:47 -83.6 1.4 +.12(-4)
-.01(-3)
12.0 A2 -1.25 _ .12
' -.15(~2)
8.0 .02 1.17 .00(1)
6.9 .10 .13
Table 6.69
Series A -X3 Series B -DV1E4" E.D.F.11.25
Phase
Cycle Squared | Lead of | Average Model Cross
Period |Coherence | A over B | Coherence c C Correlatio
24.0 D5 2.88
180 i Cois 69.2 | -1.2 +.32(1)
12.0 .32 1.56 .23
9.6 .23 .96 (8.1)| (-5.3) +.17(2)
8.0 .13 525
6.9 A4 -.4l




Table 6.70 182.
Series A - x3 Series B - py2r4 E.D.F. 11.75
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence c D Correlation
24.0 251 2.03
16. 49 1.66
6.0 _ 58.6 | -1.3 +.32(1)
12.0 42 1.31 27 |
9.6 32 .70 (5.8) |(-5.5) +.11(2)
8.0 23 -.07
6.9 .18 -.53 3
Table 6.71
Series A - X3 Series B - DV3E4 E.D.F. 11.75
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 255 1.66
16.0 42 1.41
52.1 | -1.3 +.29(1)
12.0 .27 1,13 _227
9.6 .18 .48 (5.3) |(-5.8) +.06(2)
8.0 16 -.33
6.9 .27 -.72
Table 6,72
Series A - X3 Series B - pviy E.D.F. 11.75
Phase
Cycle Squared | Lead of | Average Model Cross
Period |Coherence | A over B | Coherence C C Correlatiom
24.0 .63 4.52
+.20(1)
| 16.0 .47 3.10 Y05 61 =2
12,0 | .36 2.41 22 +.17(2)
2.6 .23 1.82 ( 5.9)|(-3.3) | *13
8.0 5 12 +.21(4)
6.9 .11 -1.10
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Series A - X3S Series B - DV1E4S E.D.F. 12.06
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .42 2,90
16.0 .41 2,26
77.1| -1.3 +,17(1)
12.0 .33 1.89 21
9.6 .20 1.30 (5.8)(=3.8) +.07(2)
8.0 .12 .49
6.9 .19 -.10
Table 6,74
Series A - X33 Series B - py2E4s E.D.F.12.06
Phase
Cycle Squared | Lead of Average Model Cross
Period Cohererxce| A over B |Coherence C | D Correlation
24 .0 41 1.57
16.0 -42 1.5 61.8 -1.3 +,21 (1)
12.0 .35 1.56 .24
9.6 .22 1.09 (5.1) |(-4.4) +.06 (2)
8.0 .15 21
6.9 27 -.30
Table g, 75
Series A - X3S Series B - DV3E4S E.D.F. 12.06
Phase
Cycle Squared | Lead of | Average Model Cross
Period |[Coherence | A over B | Coherence C 1 C | Correlation
24.0 .50 1.23
[  16.0 .44 1.31 50.5 -1.2 +.20(1)
| 12.0 .30 1.37 .24
9.6 .17 .91 (3.7) |(=3.6) +.02(2)
8.0 .12 -.03
6.9 .26 -.50
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Table ¢.76
Series A - X3S Series B - DV1YS E.D.F. 12.06
Phase
Cycle Squared | Iead of Average Model Cross
Period Coherence| A over B |Coherence c D Correlation
24.0 .48 4,74
16.0 .54 3.46
125.2 | -2.2 +.11(2)
12.0 .46 2.81 .21 +.10(3)
9.6 .25 2.12 (6.2)] (=3.3) +.08 (4)
8.0 .04 .16
6.9 11 -.94 |
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Tables 6,61 to 6.63, and 6.66 and 6.67, show a lead
of X3 over velocity of slightly less than expected. But
otherwise the results are as expected. Apart from tables
6.65 to 6.67, containing results based upon seasonally adjust-
ed expenditure velocity, the estimated coherence, where it is

highest, is significant at the 5% level.

In order to correctly interpret some of the phase
estimates it is necessary, as before, to consider the cross-
correlation statistics. In table 6.61, for example, the 2.9
gquarter lead of V1E4 over X3 is in fact a peak to trough lead;
the cross-correlation coefficient is equal to -.34 when V1E4

leads X3 by 3 quarters,

Although the evidence of tables 6.61 to 6.68 is a little
ambiguous, the results using the first difference of velocity
(tables 6.69 to 6.76) support the view canvassed earlier,
that V1E4 tends to lag both V2E4 and V3E4. In order to get
a clearer picture the cross-spectral relationships between
(1) V1E4 and V2E4; (2) V1E4 and V3E4, and (3) V1E4 and
velocity computed by dividing gross national expenditure by
M3 minus M1 (V31lE4), were examined. The results are present-

ed in tables 6.77 to 6.82.
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Table 6.77
Series A - V1E4 Series B - V2F4 E.D.F12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .17 .14
16.4 «18 =3 - | +.95(0)
12.0 .88 -.17 91
9,6 .96 -.19 ( -) l(-6.6) +.13(-1)
8.0 .97 -.16
6.9 .96 ~.14
Table 6.78
Series A - VI1E4 Series B - V3E4 E.D.F.12.68
Phase
Cycle Squared | Lead of Average Model Cross_
Period Coherence| A over B |Coherence C D Correlation
24.0 .81 -.20
16.0 -84 =28 -19.5 .2 +.94(0)
12.0 91 -.39 .91
9.6 .96 -.38 (-4.2) (2.3) +.12(-1)
8.0 .96 ~.32
6.9 .93 -.25
Table 6,79
Series A - V1F4 Series B - v31E4 E.D.F. 12.68
Phase
Cycle Squared | Lead of | Average Model Cross
Period |Coherence | A over B | Coherence C [ C Correlation
24,0 .54 -.33
i) 522 =t [ -39.7 A +.85(0)
12.0 .73 -.75 .76
9.6 .88 -.72 (-4.4)y (2.7) +.17(-1)
8.0 .89 -.58
6.9 .81 ~-.44
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Table 6.80
Series A - V1EAS Series B - V2E4S E.D.F.13.14
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence c D Correlation
24.0 .92 -.47
16.0 .83 -.26
-6.3 -.1
12.0 .86 -.28 .89 +.92(0)
9,6 .91 -.24 (=7.1)|(-4.0)
8.0 .92 -.21
6.9 .92 -.21
Table 6.81
Series A - V1E4S Series B - V3E4S E.D.F. 13.14
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .78 ~.56
16.0 .74 -.29
-16.6 sl
12.0 .84 -.43 .87 +.89(0)
9.6 .91 -.40 (=5.0)] (1.7)
3.0 : 92 -.33
6.9 .89 -.29
Table 6.82
Series A - V1E4S Series B - V31E4S E.D.F.13.14
Phase
Cycle Squared | Lead of | Average Model Cross
Period |Coherence | A over B | Coherence C C Correlation
24.0 .62 .70
16.0 .03 3.85 8
_12.0 | .49 -1.04 .64 +.69(0)
9.6 oy 5] -.19 (=) |(-3.8)
8.0 .78 -.59
6.9 .75 -.47
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The results support the hypothesis that the velocity
of narrowly defined money lags the velocity of broadly de-
fined money; similarly they support the hypothesis that the
demand for narrowly defined money per unit of national expend-
iture leads the demand for broadly defined money per unit of
national expenditure. The test of special interest is that
involving the velocity of money defined to exclude Ml.

Tables 6.79 and 6.82 contain the results. If, for example,
the 12 quarter cycle is considered, the phase estimates using
both the unadjusted and seasonally adjusted data are signifi-
cantly different from zero, provided that the 80% confidence
band of table 4.2 constitutes the significance level. . It is
probable that more than one theory could be found to explain
this phase difference. Of interest here is the possible

relevance of the finance motive,

In the previous chapter it was suggested that a major
determinant of the configuration of the demand for money cycle
is the excess-of-planned-over-actual-expenditure cycle.
Furthermore, it was sugggested that a downturn in this latter
cycle precipitates a downturn in the money supply cycle pro-
vided that the money supply is responsive in a downward
direction to a lessening of demand. This will be the case if
bank advances acquired when planned expenditure is high are
retired when planned expenditure falls. It is to be expected
that the initial effect of these retirements will be on Ml
rather than on interest bearing deposits. That is, it is to

be expected that initially current account deposits will fall
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as loans are repaid. Thus the finance motive provides an
explanation for the velocity of narrowly defined money
balances lagging the velocity of broadly defined money
balances; it is not, however, pretended that it is the only

possible explanation.

Up to now the monetary aggregates considered have been
either the money supply or velocity - the reciprocal of the
money supply per unit of income. The implication, perhaps,
is that it is the variation in the money supply which has to
be explained when considering the demand function for money.
But this may not be totally warranted. It is by no means
certain that the money supply rather than the rate of interest
contributes most in the short-run to the elimination of dis-
equilibrium in the money market. Certainly, movements in the
rate of interest may be a significant factor. Section 6.3
looks at the relationship between the interest rate and expen-
diture flows and also, to complete the cross-spectral analysis,
at the relationships between the interest rate and velocity,

and between the interest rate and the money supply.

6.3 Interest Rates, Expenditure Flows, Money, and Velocity

Tables 6.83 to 6.90 contain the results of tests of the
cross-spectral relationship between the two year government
bond rate (R2) and various expenditure flows. Originally the
long-term government bond rate was also included in the tests.

These results have not been recorded (i) because the phase



190.

estimates are similar to those obtained using the two year
rate of interest, and (ii) because the estimated coherence
is lower, in some cases much lower, than when the two year

rate of interest is used,



Table 6.83 191.
Series A - R2 Series B - El E.D.F.12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence | A over B {Coherence C D Correlation
24.0 .53 -1.65
16,0 .29 -1.09
=30.7 | - +.25(~1)
12,0 .12 -1.10 .24
9.6 .14 -1.71 (—2.9)] (=) +.32(=2)
8.0 .30 =1.75
6.9 .44 -1,70
Table 6.84
Series A - R2 Series B -E3 E.D.F.12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherernce| A over B |Coherence C D Correlation
+.29(-3)
16.0 223 3.0 177.9| -2.8 +.33(=2)
-.32(1)
12.0 .20 2.40 .36 ~.38(2)
9.6 .36 2.0 (3.8) (-3.4) _05(3)
8.0 .52 1.75
6,9 .51 1.39
Table ¢.85
Series A - R2 Series B - B4 E.D.F. 12.68
Phase
Cycle Squared | Lead of | Average Model Cross
Period |Coherence | A over B | Coherence C C Correlation
24.0 .35 -3.80
16.0 .20 -2.49
[ -42.4 -.4 +.36(-1)
{  12.0 .19 -1,64 .30
9.5 33 -1.34 (=5.0) (-2.7) +.30(-2)
8.0 ‘“:40 -1.15
6.9 .33 =-1.15
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Table 6.86
Series A - R2 Series B - E4123 E.D.F. 12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period |Coherence|A over B |Coherence c D Correlation
24.0 .32 -4.33
16.0 .19 -2.83 22 = e 2002)
12.0 .21 -1.66 .27
9.6 .37 -1,21 (=27.7) (=) +.35(-1)
8.0 .38 -.97
6.9 .25 -.95
Table 6.87
Series A - R2 Series B - EIS E.D.F.13.14
Phase
Cycle Squared | Lead of Average Model Cross
Period Cohererce| A over B |Coherence C p | Correlation
24.0 .58 -.76
16.0 .44 -.36
-20.5 .6 +.13(-2)
12.0 .24 -.28 .18
9.6 .09 -1.27 (-1.7)| (1.5) +.06(-1)
8.0 .08 1.83
6.9 .08 .82
Table 6.88
Series A - R2 Series B - E3S E.D.F. 13.14
Phase
Cycle Squared | lead of | Average Model Cross
Period |Coherence | A over B | Coherence C C Correlation
24.0 .52 - 94
16.0 31 -.85
30.4 =
12.0 .16 -1.35 .27
9,6 .27 2..39 (2.8)| (=)
8.0 .49 1.53
6.9 .48 1.18




193.

Table 6,89
Series A -R2 Series B - E4s E.D.F. 13.14
Phase

Cycle Squared | Lead of Average Model Cross

Period Coherence| A over B |Coherence C D Correlation
24,0 .56 ~1.06
16.0 .45 -.83 _ 5 5 +.20(=2)
12.0 .39 -.68 .30 +.24(-1)
9.6 .35 ~1.04 (=) [(-13.2)  _ 46(0)
8.0 .36 -1.18
6.9 .35 -1.19

Table 6.90
Series A - R2 Series B - E4123s E.D.F. 13.14
Phase

Cycle Squared | Lead of Average Model Cross

Period Cohererce| A over B |Coherence | ¢ D Correlation
24.0 .56 -1.21
16.0 47 =1.04 _31.9 _ +.14(-2)
12.0 .46 -.85 .36 +.31(-1)
9.6 .45 -.99 (5.0) | ( =) -.12(0)
8.0 42 - Q6
6.9 .38 -.96
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The results contained in tables 6.83 to 6.90 are similar
to those obtained by Cagan [1966] and by the Bank of England
[1970]. The rate of interest lags expenditure flows. For
the unadjusted data (tables 6.83 to 6.86) the margin of the
lag varies from 1 to 2 quarters for fixed capital expenditure
(E1), to a little over that for routine expenditure (E4123),
and as expected to a much greater length of from 2 to 7
quarters (3.6 quarters at the 12 quarter cycle) for durable
consumption expenditure. (Note the cross~-correlation
coefficients in order to correctly evaluate the durable con-
sumption expenditure lag). The estimated coherence, where
it is highest, is significant at the 10% level and sometimes

at the 5% level.

Using seasonally adjusted data (tables 6.87 to 6.90)
the margin of the lag of the rate of interest is slightly less
but nevertheless remains evident. The seasonally adjusted
durable consumption expenditure cycle, as was previously
discovered, does not seem to have as distinctive a phase as
does the unadjusted durable consumption expenditure cycle.

In fact table 6.88 is difficult to appraise because the cross-
correlation statistics do not give any strong indication of
the sign of the correlation between the two series when each
in turn is lagged by 1 or 2 guarters. The estimated
coherence, where it is highest, is in each case significant at

the 5% level.
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As in sections 6.1 and 6.2 the next series of tests
involve the excess of planned expenditure series (X3).
Again only the results using the two year rate of interest
are recorded. However, this is not because of a low
estimated coherence between the series (the coherence is sig-
nificant using the long-term rate of interest), but because
the results using the long-term rate of interest are very much
the same as those recorded, Tables 6.91 to 6.94 contain the
results of tests of the cross-spectral relationship between

X3 and R2, and between X3 and the first difference of R2(DR2).
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Table 6.91
Series A - X3 Series B - R2 E.D.F. 11.59
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .55 -4.82
-.12(-4)
16.0 .53 -3.62 - -
~32.8 | - -24(=3)
12.0 .54 2.96 .32 -.03(=2)
"'039 _l
9.6 .41 -2.28 (=2:0) | ( =) (1)
+.36(3)
8.0 .25 -1.12 +.27(4)
6.9 3D -.55
Table g.92
Series A - X3s Series B - R2 E'D'F'12.06
Phase
Cycle Squared | Lead of Average Model Cross
Period Cohererce| A over B |Coherence C D Correlation
24.0 .51 -4,68 -.07(-4)
16.0 .54 -3.60 | 153.88 2.0 -.15(-3)
12,0 43 2.91 . . i
. i -2 31
~.31(-1)
8.0 18 -.66 +.04 (4)
6.9 .27 -.61
Table 6.93
Series A - X3 Series B - DR2 E.D.F. 11.75
Phase
Cycle Squared | Lead of | Average Model Cross
Period |Coherence | A over B | Coherence C L ¢ | Correlatiomn
24.0 .60 1.78
16.0 .61 1.01
_ 1.0 +.48(0)
| _ }g.O .61 .54 .35 +.54 (1)
9.6 .47 .53 (=)] (6.9 +.38(2)
8.0 .26 1.20
6.9 .34 1.63




Table 6.94 197.

Series A - X3S Series B - DR2 E.D.F. 12.06
Phase
Cycle Squared | lead of Average Model Cross
Period Coherence| A over B |Coherence c D Correlation
24.0 .52 2.80
+.32(0)
16.0 .55 1.45 31.8
° +.26(1)
12.0 .58 .61 .32
+.21(2)
9,6 .49 .40 (6.7
8.0 .26 .95 +.24(3)
6.9 .28 1.41
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The results are convincing. The estimated coherence
is relatively high; it is generally significant at the 5%
level for at least half of the cycle lengths recorded in each
table. Care again is needed to interpret correctly the phase
estimates. An examination of the cross~correlation coeffic-
ients reveals that the leads of R2 over X3 and X3S reported in
tables 6.91 and 6.92 are in fact peak to trough leads. In
table 6.91, for example, the 3.6 quarter lead of R2 over X3
should be interpreted as a peak to peak lead of X3 over R2 of
4.4 gquarters, Tables 6.92 and 6.93 substantiate this by
showing that X3 and X3S lead DR2 by about 1 quarter at the
four year cycle period. Given that DR2 leads R2 by 90° this
would mean that X3 and X3S lead R2 by 5 quarters at the four
year cycle period. These phase estimates are consistent with

those already reported.

There has until now been no convincing evidence of a
distributed lag relationship between any two variables tested.
However, the cross-spectral relationship between X3 and DR2
does indicate that the change in the rate of interest may
respond in a geometrically declining lag fashion to an excess

of planned expenditure,

Malinvaud [1970, p. 500] notes that a geometrically

, o , , _ 2
declining distributed lag model, of the form X, = i=0aizt_i+ £¢

with weights a, = ab® where 0<b< 1, generates a phase

relationship such that the process N leads X, at all frequen-
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cies, and the gain declines regqularly as frequency increases.
Below is listed the gain and phase, through the frequency

range .0208 to .2292, for the series X3 and DRS.

CYCLE LEAD OF X3 AMPLITUDEGélgPECTRUM(XB)
FREQUENCY OVER DRS
.0208 2,78 .57
.0417 1.78 .55
. 0625 1.01 .55
.0833 .54 .54
.1042 .53 ; .49
.1250 1.20 .38
.1458 1.63 .42
.1667 1.34 .42
.1875 .77 .34
.2083 .02 .18
.2292 =i o OBE .07

* zero coherence at this frequency.

There is clearly some evidence of a distributed lag relation-

ship.

So far in this section some overseas results on the
phase relationship between expenditure and interest rates have
been paralleled using Australian data. It has been shown

that the excess of planned expenditure variable may contribute
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significantly to the explanation of variation in the change

in the rate of intereéest and that an appropriate model to test
this is a geometrically declining distributed lag model -

the next chapter examines this hypothesis using regression
analysis. Table 6.95 to 6.102 report the results of tests

of the cross-spectral relationship between the rate of interest

(R2) and velocity.
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Table 6.95
Series A - R2 Series B - viE4 E.D.F. 12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence | A over B |Coherence C D Correlation
24.0 .26 1.68
+.27 (-1)
16.0 .26 1.90 Ecnby i =1 G
12.0 .27 .86 .21 +.18(0)
9.6 . -,
38 02 4.9(] (=5.2) +.28(1)
8.0 .37 -.24 +.06(2)
6.9 .18 -.29
Table 6.96
Series A - R2 Series B - V2E4 E.D.F. 12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period | Coherencel A over B |Coherence| ¢ p | Correlation
24.0 .12 .26
16.0 .10 .93
34.1 -1.3 +.32(-1)
12.0 .20 .21 .18 +.15(0)
9.6 .37 -.34 (2.9) [(-5.2) +.22(1)
8.0 .36 -.50
6.9 .18 -.68
Table 6.97
Series A - R2 Series B - y3g4 E.D.F. 12,68
Phase
Cycle Squared | Lead of | Average Model Cross
Period |Coherence | A over B | Coherence C C Correlatim
24.0 .15 -.09
16,0 11 .67 | 34 2 _ £.32(-1)
12.0 17 —-.03 20 +.13(0)
8.0 35 =69
6.9 | .19 ~.86




Table 6.98 202.
Series A - R2Z Series B - V31E4 E.D.F. 12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period |Coherence|A over B |Coherence c D Correlation
24.0 .10 -1.90
16.0 -06 —1.11 -56.8 - +.26(-2)
12.0 .13 -1,04 .21 +.32(-1)
9.6 .31 -1.13 (-18.7)) (=)} +.06(0)
8.0 .35 -1.10
6.9 .25 -1.22
Table 6.99
Series A - R2 Series B - V1E4S E.D.F.13.14
o Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C D Correlation
24.0 .42 -.23
lo I a .
16 24 = - -.4 +.21(-1)
12.0 .42 .38 .26 -.12(0)
9.6 .46 -.30 (=)(=2.3) +.27(1)
8.0 39 =6l
6.9 .23 -.93
Table 6.100
Series A - R2 Series B - V2E4S E.D.F. 13.14
Phase
Cycle Squared | lead of | Average Model Cross
Period |Coherence | A over B | Coherence C ] ¢ | Correlatiom
24.0 .31 -.50
16.0 .22 .
= -23.9 = +.24 (-1)
12.0 35 V=39 | _.23 -.16(0)
9.6 .51 -.71 (-5.1) (=) +.23(1)
8.0 .42 —.81
6.9 .23 o, 97




Table 6.101
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Series A - R2 Series B - V3E4S E.D.F. 13.14
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence c D Correlation
24.0 41 -.51
16.0 .30 .10
- -1.0 +.24 (-1)
12,0 .35 -.57 31 -.20(0)
+.20(1)
9.6 .50 ".96 ( — ) (_5-1)
8.0 .46 -1.05
6.9 .35 -1.21
Table 6.102
Series A -R2 Series B -V31E4S E.D.F.13.14
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B | Coherence C D Correlation
24.0 .16 .27
16.0 .04 -3.29 597 | = e 12007
12,0 .28 -1.69 4 26 +.18(-1)
9.6 .50 -1.42 (-12.6) | ( =) -.29(0)
8.0 51 =1.34
6.9 .45 -1.36 ]




204.

The interesting point to emerge from the tests is that
while the phase relationship between the rate of interest and
the velocity of narrow money balances in unclear (see tables
6.95 and 6.99), the velocity of interest bearing deposits
clearly leads the rate of interest (see tables 6.98 and 6.102).
These results are in line with the previously suggested hypoth-
esis that the velocity of narrow money balances leads the

velocity of broad money balances.

It has been established in section 6.1 that the money
supply leads expenditure by approximately 2 quarters and that
expenditure leads the rate of interest by approximately 1 to 2
quarters. It is therefore to be expected that the money supply
leads the rate of interest by approximately 3 to 4 quarters.
The cross-spectral relationships between the interest rate and
M1, M2 and M3 bear out this expectation. Tables 6.103 to
6.105 present the results based upon the unadjusted data set.
The peak to peak lead of, for example, Ml over R2 (table 6.103)
at the 12 gquarter cycle is 3.7 quarters and at the 16 quarter
cycle is 4.5 quarters. The estimated coherence at these
cycle frequencies is significant at the 5% level as are the

phase estimates.

There is also evidence of a distributed lag relationship
between the money supply and the rate of interest. The gain
estimates applying to the three definitions of the money supply
at cycle frequencies lower than the seasonal are listed below.

It can be noted that the money supply, however defined, con-
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Table 6.103
Series A - R2 Series B - Ml E.D.F. 12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence | A over B |Coherence C D Correlation
24.0 .73 5.39 +.24(-5)
+,32(~4)
16.0 .64 3.47 +.42(-3)
— 73.4 - +.39(-2)
12.0 .55 2.27 .47 +.14(-1)
-.19(0)
9,6 .55 1,56 - -.40(1)
(24.7) | ( ) —.45(2)
8.0 .50 1,38 -.33(3)
-.12(4)
6.9 .43 1.43 -
Table 6.104
Series A - R2 Series B - m2 E.D.F.12.68
Phase
Cycle Squared | Lead of Average Model Cross
Period Coherence| A over B |Coherence C 1 D Correlation
24.0 .63 5.85 +.34 (-4)
+.38(-3)
16.0 50 3.54 N +.30(-2)
86.6 .6 5L
12.0 .45 1.99 .33 ~16(0)
9.6 .52 1.22 (8.2) |(-1.9) ::giﬁég
-.22(3
8.0 40 108 —.o5§4;
6.9 22 1.27
Table 6.105
Series A - R2 Series B -M3 E.D.F. 12.68
Ph;ge
Cycle Squared | Lead of | Average Model Cross
Period |Coherence | A over B | Coherence C ] ¢ | Correlation
24,0 .72 5,78 +.39 (-4)
16.0 61 3,62 ==
N . . . B +.38(=2)
i 89.6 .5 +1300)
| 12.0 .48 2.26 .40 -.13(0)
-.37(1)
9.6 48 1.46 (13.8) | (-2.9) ~.39(2)
-.29(3)
8.0 .39 1.31 e
6.9 27 | 1.49
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sistently leads the rate of interest throughout this frequency

range.

CYCLE GAIN

FREQUENCY AMP./SPECT. (M1) AMP./SPECT. (M2) AMP./SPECT. (M3)
.0208 4.99 5.34 5.35
.0417 4,59 5.46 6.56
.0625 3.57 4,20 5.62
.0833 2.68 3.12 4,22
.1042 2.40 2.86 3.83
.1250 2.40 2.55 _ 3.71
.1458 2.36 1.96 3.33
.1667 2.10 1.58 2.86
.1875 1.88 1.40 2.67
.2083 1.86 1.20 2.84
.2292 1.55 .85 2.94

6.4 2 Summary of the Findings

In general the cross-spectral results are consistent
with the finance motive being empirically important. The
excess of planned expenditure is confirmed as an important
variable as it is confirmed that the separation of various
categories of actual expenditure may be important. The phase
relationships between variables suggested in chapter 6 as being

consistent with an empirically important finance motive have
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not been contradicted by the tests.

The major findings of the tests are:

(1)

(ii)

(iii)

(iv)

(v)

(vi)

(vii)

that the planned expenditure series is a good
predictor of actual expenditure and may therefore

be useful in testing the finance motive;

that the excess of planned expenditure series leads
actual expenditure by about the 120° predicted by

the theoretical model of chapter 6;

that consistent with overseas evidence, the money
supply leads expenditure flows by about 2 quarters;
that the durable consumption expenditure cycle prob-
ably has a distinctive phase which may have an
important bearing on the demand-for-money cycle;

that the excess of planned expenditure cycle is more
closely related to the change in the money supply
cycle than to the money supply cycle;

that the excess of planned expenditure cycle leads

the money supply cycle by approximately 1 guarter,

a little less than predicted by the model of chapter 6.
that the velocity of money, as expected, lags expendi-

ture flows;

(viii) that the velocity of narrow money balances probably

(ix)

leads the velocity of broad money balances;
that consistent with overseas evidence the rate of
interest lags expenditure flows by about 1 to 2

quarters;
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(x) that the excess of planned expenditure is signifi-
cantly related to and leads the interest rate cycle
by approximately 5 quarters at the 16 quarter period
cycle - a result which is both consistent with the
preceding results and with the prediction of the
theoretical model, and

(xi) that the excess of planned expenditure and the change
in the rate of interest may be related by a geomet-
rically declining disttibuted lag model, as may be
the money supply and the rate of interest. These two
discovered relationships may not, of course, be

mutually independent.
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CHAPTER 8

MULTIPLE REGRESSION TESTS OF DEMAND FUNCTIONS FOR MONEY

Introduction

United States data and to a lesser extent United
Kingdom data, have been used repeatedly to estimate demand
functions for money. In comparison Australian data is virgin
territory, and in a general sense this chapter will not alter
this. It will not explicitly deal with those questions which
predominate in the eiisting demand-for-money literature. It
has the specific objective of testing the empirical signifi-
cance of the finance motive, This is not to say that matters
of definition and specification which impinge upon this objec-
tive will be ignored. It is to say that they are peripheral

and will be treated more cursorily than usual.

Questions of definition and specification are a major
preoccupation of the demand-for-money literature. Unfortun-
ately the determination of the form of the demand function for
money has tended to become an end in itself rather than a
preamble to the substantive issue; namely, how the monetary
and real sectors interact. The result of this is that the
worth of particular functions is judged on their degree of
expianation measured in terms of R2 and on their stability over
time. These are important considerations but they are not the
only considerations nor are they necessarily the most important.

It is, perhaps, equally, if not more, important to investigate
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the implications of particular functions for the dynamic
interaction between the real and monetary sectors and to see
how these implications accord with the empirical evidence.

A good example of this is Friedman's use of the concept of
permanent income - the main argument in his long-run demand
function - to explain the observed cyclical fluctuations of

velocity. (See chapter 6.)

Chapter 6 had as its major theme a theoretical explana-
tion of the interaction between the real and the monetary
sectors based upon the demand for money function introduced
in chapter 4. It was found that a demand function for money
which included finance demand had important implications for
this interaction and that these implications were consistent
with the evidence. This is a significant finding, which is
not being retested in this chapter. This chapter is primarily
concerned with the testing of the significance of imperfect
proxies for the excess of planned over actual expenditure in
explaining variation in interest rates and in the demand for
money, and, of course, the results may be affected by the

specification and definition of variables and functions.

In an effort to resolve some of these questions of
definition and specification most researchers have relied upon
the single-equation estimation and investigation of structural
demand functions for money, Those who have relied upon more
sophisticated simultaneous equatioﬁ techniques, such as Brunner

and Meltzer [1964], Teigen [1964] or Weintraub and Hosek [1970],
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have not arrived at radically different conclusions.
Specific questions remain unresolved because, unlike the
seventy translators of the Septuagint,1 researchers with
similar data sets at their disposal are unable to reach

concord. Some issues, however, are more settled than others.

Notwithstanding the dissent of Friedman[1959] and
Seldon [1959] there is a large measure of agreement that the
rate of interest is an important argument in the demand
function for money;2 this is so even though the question of

the relevant rate of interest has not yet been settled.

1

This analogy was used by J.M. Keynes [Economic Journal,
March 1940, and reproduced in The Collected Writings,
Vol. 14, p. 318] in commenting on Tinbergen’'s statistical
method. The relevant quote is reproduced below:

"It will be remembered that seventy translators

of the Septuagint were shut up in seventy separate
rooms with the Hebrew text and brought out with
them, when they emerged, seventy identical trans-
lations. Would the same miracle be vouchsafed if
seventy multiple correlators were shut up with the
same statistical material".

See for examples Brunner [1965], Brunner and Meltzer [1964],
Chow [1966], Heller [1965]), Klein [1973], Latanne [1954,
1960], Meltzer [1963al, Laidler [1966a, bl, Teigen [1964]

and Weintraub and Hosek [1970] all using United States data,
and Kavanagh and Walters [1966], using United Kingdom data.
Laidler [1966b] used the same data set that Friedman [1959]
employed. Laidler's method varied from Friedman's to the
extent of including the interest rate in the estimating
function rather than trying to fit the rate of interest to the
residuals calculated after velocity was estimated by regress-
ing cyclical average velocity on cyclical average permanent
income. Interest rates were found to be significant.

Laidler reconciled his findings with Friedman's by suggesting
that the inclusion solely of permanent income in the estimating
equation meant that permanent income picked up influence prop-
erly ascribable to the rate of interest.
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Theoretically, the appropriate rate of interest may depend
upon the definition of money. For example, if money is

defined narrowly to exclude interest bearing deposits, the
short rate may be appropriate, whereas the long rate may be

3
appropriate if money is defined more broadly.

The definition of money is another unsettled issue.
Friedman's definition of money which includes interest bear-
ing deposits at trading banks is, for the most part, an
empirical rather than theoretical imperative. However, once
interest bearing deposits are included it becomes difficult
to know where tc draw the line. Should, for example, savings
bank deposits be included in the definition of money, and if
so, should deposits with non-bank financial institutions be
cons idered? It is, in a sense, more satisfactory to use the
narrow definition of money, for, at least, a rationale for
this particular benchmark can be provided. Both Keynes [1930,1i,
pp. 42-43] and Latanne [1954, 1960] emphasise the means-of-

payment approach to the demand for money and therefore exclude

Money defined exclusive of interest bearing deposits suggests
a transactions approach to the demand for money and, there-
fore, it seems more reasonable, when the rate of interest
rises, to expect a temporary economising on balances held
rather than a permanent port-folio readjustment; this being
so, the short rate of interest is the appropriate rate.
Alternatively, money defined inclusive of interest bearing
deposits suggests an asset or store of value approach to the
demand for money, implying a permanent port-folio response to
changes in the rate of interest; this being so, the long
rate is the appropriate rate.
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L
interest bearing deposits from their definition of money.

Another unresolved issue is the appropriate constraint
to use in the demand function for money. Those who favour
the means of payment approach to the demand for money tend
to favour current income; those who view the demand for money
as being analogous to the demand for any other asset, tend to
favour wealth or permanent income. Rather more important,
it seems, than the particular choice of variable, is the need
to relate empirical findings to the particular definitions
used. For example, the conclusion that money is a luxury good
is meaningless, unless it is augmented by a definition of
money and by a definition of the income or wealth constraint.
Meltzer's [1963a] findings that money, when narrowly defined,
is not a luxury good, is perfectly compatible (as both authors
realise) with Friedman's [1959] findings, that money, more

broadly defined, is a luxury good.

The method of this chapter is to test the significance
and robustness of the excess of planned expenditure proxies
using a variety of demand function specifications and using a
variety of definitions of the money supply and rates of

interest. Particular results, therefore, in some respects,

Keynes cdid not exclude interest bearing bank deposits merely
because they earned a rate of interest but because they were
regarded as an investment and not a means of payment.
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may well be unique to the specification and definitions used

and ought to be appraised accordingly.

There are six sections to the chapter: the first
considers the data and the choice of variables; the second
the use of anticipation variables in economic analysis; the
third the construction of the excess of planned private
investment expenditure variables; the fourth the models and
the statistical techniques; the fifth, and main section,
contains the empirical results, and the last section summarises
the major findings. There are also three appendices; the
content and purpose of these will be made clear as the chapter

unfolds.

1. The Data and the Choice of Variables

The data set is Australian seasonally adjusted quarterly
data for the period 1954 (1) to 1973(4). Data for most of the
series involved in the tests are available for two or three
years before 1954, but it is convenient, because the planned
investment series plays a prominent part in the tests, to begin
from the time that data for this series is available. 1In
general most recently revised data estimates have been used.
However, in recognition of the statistical problems associated
with data revision - see Burns [1973] - it was decided not to
extend the period of testing beyond 1973, although it was
feasible at the time of data collection to record original

estimates for 1974.
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In the main gross national expenditure is used as the
constraint variable in the demand function for money. G.N.E.
is preferred tonational income because it is more in keeping
with the basic transactions and finance motive approach.

The dominant theoretical approach since Keynes considers the
demand for money in the context of port-folio choice with an
over-riding wealth constraint. An alternative approach,

best exemplified by the Fisherian quantity theory, sees money
as essentially a medium of exchange with a stable relationship
between the value of transactions and the demand for money.
While the approach here does not correspond to either of the
above, it is, in an important respect, attuned to the Fisherian
approach in emphasising the medium of exchange function of
money. Given this, it is considered that expenditure rather
than income is the appropriate variable when transactions and
finance needs are appraised by spending units, In a closed
system, that is, one in which there are no international
transactions, income and expenditure are equal. In an open
system they are unequal to the extent that the value of exports
differs from the value of imports. It should be noted that the
use of G.N.E. instead of national income is unlikely to have

very much effect on the statistical results.

Five definitions of money are used in the tests. M1,
M2, and M3 correspond with the usual definitions of these
variables. Kl is equal to Ml plus unused overdraft limits,
K2 is equal to Kl plus holdings of government treasury notes and

short-term money market deposits. Unused overdraft limits have
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been included for two reasons. First, to the holders these
limits represent readily available purchasing power and
therefore come within the ambit of those liquid assets which
may be used to service current transaction and finance needs;
second, a reasonable supposition is that those in need of
ligquid assets to finance future expenditure may seek to obtain
an overdraft limit or to increase their existing overdraft
facility, so that a part of the increased demand for money may
be exhibited in overdraft limits rather than in bank deposits.
Further support for the inclusion of unused overdraft limits
may be gained by considering Keynes' own views. In the
Treatise division of money into income deposits, business
deposits and savings deposits, a sharp distinction is drawn
between a cash facility (by which it is meant a means of pay-
ment) and an investment. Savings deposits, or in modern
parlance, time deposits, are largely regarded as an investment
and a 'scarcely money at all' whereas unused overdraft limits
are included within the cash facility category [Keynes, 1930,
i, pp. 42-43]. Also in the rTreatise there is a strong indica-
tion that temporary surplus balances invested in bills and in
the money market ought to be included within the definition of
money, hence the K2 definition of money. The rationale is
that rather than hold cashto meet anticipated expenditure
commitments, business will tend to invest in relatively risk-
free assets which can be readily converted into cash at the

appropriate time.

The interest rates included in the tests are the two year
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Government bond rate, the long-term Government bond rate and
the short-term money market rate. This latter rate is
included (i) because it is available for a longer period than
are other short-term rate of interest series and (ii) because
it is useful to have a rate of interest which is not a Govern-

ment administered rate.

There are three excess of planned over actual expendi-
ture variables used in the tests. However, for two reasons
most attention is directed towards the excess of planned
private new investment over actual private new investment.
First, of the three, this variable is the only one based on
observations of planned expenditure generated independently of
actual expenditure, and second, the planned investment expendi-
ture of business was, to say the least, highlighted by Keynes
in his discussion of the finance motive, notwithstanding that
consumer durable expenditure and government investment expendi-

ture also came within the ambit of the finance motive.

A list of the variables used in the tests is given below.

E4S = G.N.E.

YS - G.D.P.

M1S - Current account deposits plus notes and coin.
M2S - M1S plus interest bearing deposits.

M3S - M2S plus savings banks deposits.

K1s - M1S plus unused overdraft limits.



K2s -

R2 =

XCs -

XGS =

XP1lS =~

XpP2S -

XpP3s -

X38 -

V1E4S

V2EA4S

V3E4S

VK1E4S

Vk2E4S

V1Ys

V2YS

V3¥s -

VK1YS

VK2YS

W -
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K1S plus holdings of treasury notes plus

S.T.M.M. deposits.

long-term government bond rate.

two year government bond rate.

s. T.M.M. rate.

the excess of consumer durable planned expenditure.

the excess of government investment planned

expenditure.

the excess of private
ture on new buildings
the excess of private
ture on fixed capital
and structures.

XP1lS + XP2S,

investment planned expendi-
and structures.
investment planned expendi-

other than on new buildings

An unlagged version of XP3S, See the section on

the construction of XP3S.

E4S/M1S.
E4S/M2S.
E4S/M3S.
E4S/K1S.
E4S/K2S.
ys/M1s.
YS/M2S.
YS/M3S.
YS/K1S.
YS/K2S.
A series of variables

but are calculated as

which correspond to velocity

Et/Mt_l where Et is
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national expenditure in period t and Mﬁ—l is

the money supply lagged one quarter.

For most variables there are 80 observations from
1954 (1) to 1973(4). The exceptions are RMS for which there
is 59 observations from 1959(2) to 1973(4); K1S for which
there is 50 observations from 1961 (3) to 1973(4) and K2S for
which there is 46 observations from 1962(3) to 1973(4). All
the variables used in the tests are in logarithm form; if a
first difference of the logarithm of a vériable is used it is
indicated by prefixing the variable with the letter D. A
lagged variable is indicated by subscripting the variable by
the number of quarters it is lagged; a variable prefixed by
the letter B is in the form, x - bx, where x is the first
difference of the logarithm of the variable and b is a constant
with a value between zero and one; a prime after a variable
indicates that it is price deflated. Generally, more informa-
tion on each variable is given in the data appendix, however,
the design and use in regression analysis of anticipatory
variables creates special problems; these problems and their
resolution for the purpose of testing are the subject of the

next two sections.

2. Anticipation Variables in Economic Analysis

The main difficulty in applying regression analysis to
test the finance motive is that of designing variables which

accurately reflect the expenditure plans of spending units.
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This is, in part, the reason for concentrating on that portion
of expenditure plans which exceed or fall short of realised
expenditure of the current period. Little would be gained by
replacing realised expenditure with total planned expenditure
in the demand function for money, if the imperfect measure of
planned expenditure were, as is likely, highly correlated with
the imperfect (but probably more accurate) measure of realised
expenditure; that is, reliable conclusions would not follow
from such a procedure.5 On the other hand, a test of a demand
function which includes both current realised expenditure and
the deviation of planned expenditure has the potential to
discern a distinctive and separate influence ascribable to the
finance motive. The problem still remains, however, of
designing variables which go some way towards accurately meésur—

ing this deviation.

For the most part the use of anticipatory variables in

5

The cross-correlation matrix for G.N.E. (E4S), planned
private new capital expenditure (Cl12AS) and the money supply
(M1S), is printed below:

E4S .98
M1S .94 .98
Cl2AS E4S

The degree of association between the variables is evident
from the matrix, and indicates the difficulty of dis-
criminating between competing hypotheses.
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economic analysis has had the objective of improving prediction.
(For some evidence of this see articles by Adams and Klein
[1972], Katona [1972], Hymans [1970], and Jorgenson [1971].)
Seldom is the estimation of anticipations, expectations or

plans an objective in itself. Rather, the objective is to
predict the variation in observable economic variables.

The extent to which a model does this measures its success.

For example, a model incorporating the expenditure plans of
consumers is usually judged on the extent to which it can
predict future consumption expenditure. Clearly, a model which
seeks to explain rather than predict would be better off includ-
ing as a variable future consumption expenditure instead of a
predicted value of future consumption expenditure. In other
words, if planned consumption expenditure is to be included in
an explanatory model, there is no advantage in substituting

Ct* for C when the estimated planned variable C,* has been

t+i t

designed to predict the actual observed variable Citi and when

the only criterion for judging the accuracy of Ct* is to com-

pare it with Ct+i‘
A major difficulty arises if a crucial aspect of some

explanatory model is the distinction between planned and observ-

ed magnitudes. It is very difficult, and perhaps impossible,

to estimate reliable anticipatory variables if the nature of

the experiment precludes them from being tested and refined by .

comparing them with their corresponding future observed values.

This is precisely the difficulty in directly testing the

finance motive. If a planned expenditure variable is
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designed to accord with future realised expenditure, then it
may be preferable to include the latter rather than the former

as an explanatory variable.

This is, in fact, the technique used to construct the
excess of planned durable consumption variable (XCS) and the
excess of planned government investment variable (XGS) . The
assumptions of this technique are that non-routine expenditure
of the forthcoming period is planned in the current or in a
previous period and that plans are exactly realised, That is,
it is assumed that Xt* = Xiygv where X is an expenditure
variable, where the asterisk indicates expenditure planned for
the next period and where the subscript refers to the time
period in quarters. This is not an ideal procedure. An
alternative is to go ahead and construct anticipatory varia-
bles, say, on the basis of past observations., This technique
is used by Meyer and Neri [1975]. The trouble with it is
that nothing really can be claimed for the accuracy of the
planned variables it throws up- again, short of comparing them
with future realised magnitudes, Nevertheless, an appendix
to this chapter (8.2) examines Meyer and Neri's technique and
results, and repeats their procedure using Australian annual

data.

The ideal alternative is to use a planned expenditure
series whose construction is not based on realised magnitudes
and whose verification does not reguire comparison with

realised magnitudes. The only way to generate such a series
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is by directly seeking information on planned expenditﬁre
from those involved in the planning process. The XPS series
are based upon a planned investment series generated in this
way. Detailed information on this latter series is in the
data appendix. The construction of the XPS series, for use
in regression analysis, poses a special problem and the next

section considers this,

3. The Construction of the XPS Series

The demand functions for money being tested in this
chapter are variants of the function introduced in chapter 4.
One such general variant is the function:

md = (y, r, I* -1I)

where md is the change in the demand for money, y is the change
in income, r is the change in the rate of interest, I* is
planned private investment and I is realised private investment.
In the tests XPS stands for I* -I. The problem is to deter-
mine the appropriate time subscripts when the demand-for-money
variable md is replaced with the money supply (m) in the

estimating equation.

The inclusion of finance demand in the demand function
for money does not necessarily imply that the money supply is
endogenously determined, However, the empirical verification
of the finance motive using regression analysis with the stock
of money as the dependent variable does require that the money

supply is, at least, partially responsive to demand, although
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it does not require (or should not if the tests are to be of
any use) that the money supply immediately and completely
adjusts to a change in the demand. If the money supply does
respond it is likely to lag, and it is important to determine
the length of this lag especially when the explanatory variable
is, as in this case, not dominated by trend. However, even

if the length of the lag is determined accurately a problem

remains.

The problem is one of disentangling the effects on the
money supply of a change in planned expenditure from the effects
of a change in realised expenditure. If, say, the money supply
takes i periods to respond to an increase in planned investment
and during that period realised expenditure increases [in part
or in whole due to the increase in planned investment] there
will be a positive correlation between the money supply and
realised expenditure which is spurious to the extent that the
increase in the money supply is due not to the change in
realised expenditure but to the change in planned investment.
This spurious correlation may give rise to misleading regression
results. One way of overcoming this problem is to lag planned
expenditure but not actual expenditure in the construction of
the excess of planned expenditure over actual expenditure

variable. The demand function to be estimated is then:

= * -
me = Ry oo TR - T

The problem and the procedure suggested to overcome it
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can be more easily understood in the context of a diagram.

The diagram below is a 45 degree diagram which shows an initial
equilibrium at position B, which is disturbed in period 1 by

an upward shift in the aggregate demand schedule from ADl to
AD2 (where aggregate demand in this instance is the expenditure
flow planned for forthcoming production periods but where there
is no implication that plans will be exactly realised or will

remain unrevised).

$ AD

S0 AD

e R . ot

1 "i+l

Assume a discrete lag of i periods between the demand for money
and the supply response and that during the period of this lag
income increases to Y.,r an analysis of the relative movement
of variables during the interval 2 to i+l would show, providéd’

the aggregate demand schedule AD, obtains in period i+l, a

2
zero autonomous change in the excess of planned expenditure
variable and positive changes in both the money supply and in-
come., It is clearly necessary to lag the excess of planned
expenditure variable. However, if the money supply has
primarily responded in period i+l to a change in planned expendi-

ture in period 1 it would be misleading to explain the change in

the money supply between periods 1 and i+l in terms of the change
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in income between 1 ‘and i+l and as well in terms of the excess
of planned expenditure (A - B). A procedure which allows

the effects of the excess of planned expenditure variable to

be disentangled and isolated is to consider in period i+l the
excess of planned expenditure level CD. In the diagram this
is positive, it may, depending on the length of the lag and

the associated change in income, be either positive or negative.
It may be negative if, for example, plans are revised upwards
during the period of the lag. In this case by the time the
money supply has responded to the original increase in plans

the revision may have carried actual expenditure beyond the
originally planned level. Considering the level CD is
analogous to lagging investment plans by i periods in construct-
ing the excess of planned over actual investment expenditure

variable.

3.1 The empirical estimation of the length of the lag.

The money supply (two definitions) was regressed on the
excess of planned private investment expenditure variable
(lagged from 0 to 4 quarters), G.N.E., the two year government
bond rate, and the money supply lagged one period. The
variables are in first difference of logarithm form except for
the excess of planned expenditure variable which is already
in a difference form - see p.163, pp.236-237 and p.345.

The tests were run for various time periods; the object was
to discover the lag which performed best. It could be argued

that this procedure is methodologically questionable in that the
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choice of the ;best lag' may predispose later tests to assign
significance to the excess of planned expenditure variable.
However, there is no feasible alternative, and as well, the
information on lags is useful in its own right, apart from

its use in correctiy forming the excess of planned expenditure
variable. A selection of the results of this preliminary
experimentation is given beiow in Table 3.1. The two
definitions .0f money used were M1l and K2. The excess of
planned expenditure variable is denoted by Xi where i is the
length of the lag in quarters, X2 is constructed, for example,
by subtracting from planned expenditure of two quarters ago

the actual expenditure of the current quarter.
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Table 3.1
Explanatory Variables
g © b= R?
=) 3] time
ek S
o .8 @ - _
&5 e period
a” | O Xy X, X, Xy X, DE4S | DR2 d, |DW
01 -.01 01 .06 ~-,03 .09 -.10 .01 .57 .73 144,871
’
s (3.90) | (0.35) (0.35) | (1.09) (-.71) (2.70) | (~.93) (.46) (2.84) 1.93
.01 .02 -.02 .16 -.03 .15 .11 .04 .66
Mis [44,87]
(4.84) (.67) (-.38) | (2.92) (-.85)] (4.95) | (1,22) (1.54) 1.64
.01 -.01 .01 .00 -.03 .12 07 -,04 .45 .67
DK2S (44,87]
(3.07) |(-.16) (.28) (.C0) (-.55)] (2.70) (.65) | (~1.18) (2,56) | 2,04
.02 02 .00 .10 -.04 .18 W17 -,04 .61
DK2S ’ [44,87]
(4,11) (.60) (=.03) | (1.50) (-.82) (4.74) | (1.52) | (-1.14) 1,51
.00 .01 -,03 -.05 .79 .57
MLS [15,87)
(1.39) (,44) (~.42) | (-2.24)| (7.60) | 2.20
.00 .03 .28 -.02 .20
s [15,87]
(1.42) ((1.08) (3.42) (~.76) .87
.00 .01 -.03 ~-.05 .30 W57
s [15,87]
{1.46) (.37) (-.40) | (=2,19)| (7.7¢) | 2.20
01 .02 .30 ~-.02 .19
DMLS [15,87]
L (1.73) (.55) (3,72) (~.52) .89

The 't' statistic is in brackets beneath the estimated regression coefficient,

d—l - lagred dependent variable. D.W =~ the Durbin-Watson statistic.
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Table 3.1 cont.

Explanatory Variables
= 2
g @ = R .
° 5 8 time
o .= 7] —_
e = period
P S X 3 D.W.
a O Xq % X, Xy %, DE4S | DR2 a W,
.01 ~,01 .03 -.07 .74 .56
DK2S | 144,87
(1.55) (~.32) (.23) | (~1.90) (6.09) 2.28
.01 .06 .29 -,10 .14
DK2S {44,871
(2.07) (1,10) (1.88) | (-2.21) .83
.01 ~-,05 .02 -.07 .78 .57
DK2E [44,87]
(1.57) (-.63) (.19) | (-2.28)| (5.41) 2,25
.01 .19 .24 -.09 .24
DK2S [44,87)
(4.67) (6.32) (2.73) | (-5.02) 1.10
.01 .06 05 -.06 63 .58
DK2S [44,87]
(1,.88) (1,44) (.43) | (-2.19) (4.82) 2.31
.01 .15 .27 -.06 .34
DK28 [44,87]
(3.29) (3,60) (2,03) | (-1.60) 1.43
.01 .10 .08 -,04 .45 .67
DK2S [44,87]
(3,31) (3.48) (.73) | (<1.38)| (3.46) 2.05
.02 .17 .21 ~-,02 .56
DK2S [44,87]
(5.43) (6,35) | 1.93) (-.67) 1.30
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Explanatory Variables
-
o = R?
=pes 8 time
o .8 7] =
%§ S period
@) QO |x X % Xy DEAS DR2 a, |DW
0L | ~.03 ~12 | ~.05| .85 .61
DMLS (44,71)
(2.86) |~1.25) (-.99) | (-1.65) (5.33) | 2.17
0 | .; .20 | -.08 .13
LS 144,71]
(2.29) | (.48) (1.34) | (-1.60 .85
.01 .01 -10 [ -.06| .77 .59
DS (2.32) (.42) (-.91) | (-1.20) (4.85) | 1.03 [144/7H]
.01 .04 .20 | -,08 17
(BT (1.14) (1.44) | (-1.75) .82 |144-71)
.01 .04 -.08 | -.07| .72 .60
DMLS [44,71)
(2.44) (.84) (~.66) | (-1.99) (4.23)| 2.12
.01 .15 23 | -.09 .28
oMLS [44,71]
(2.38) (2.32) (1.74) | (-1.94 1.21
.01 .07 21 | -.02| .68 .67
nMis (44,711
(3.54) (2.46) (-.29) | (-1.15) (4.75)| 2.29
.01 J1 16 | -.03 .34
oS [44,71]
(3.81) (2,89) 1.25) | (=.72) 1.27
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Explanatory Variables
= 2
) K “ R .
T 5B o {ime
= o -
[.% -1 %] — .
e = period
251 S8 R | a DW.
) O % %, X, X, DEAS D L5 L W.
.00 -.03 -, 04 ~.05| .82 .57
mis [15,87]
(1.95) (~,66) (-.53) | (=2.07)| (7.59) | 2.19
.00 .06 .32 -.02 .20
DMIS [15,87]
(1.40) (1.24) (4.14) | (~.65) .99
.00 .03 oL | -.05| .76 .57
DM1S [15.87]
(1.71) (1,25) (.02) | (=2.19)| (7.23) | 2.20
.01 .08 .35 -.01 .25
s . |l15,87]
(1.96) (2,42) (4.58)| (.24) 1.14
.01 .04 .01 -.03] .73 .59
DMLS [15,87)
{2.35) (2.07) | (.19) | (-1.54)| (6.95) | 2.16
.01 .08 .33 .01 .30
DMLS {15,87]
(3.05) {3.38) | (4.55) (.56) 1.16
.01 |-,03 .03 -.05| .76 .57
DS [44,87]
(1.81) [(-.99) (.23) | (-1.48)| (6.36) | 2.27
.01 .03 .30 -.10 .13
DK2S [44,87]
(2.07) (.64) (1,92) | (-1,95) .80
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Explanatory Variables

= 2
§ - R )
=ies o time
58| 9 - _
g8l § period
Q” | O X, X, X, |opess | DRz | 4, DW.
.01 06 | =12 | ~02| .62 .66
MlS (44,713
(3.60) (2,29) [~1.11) | (~.67)](3.93) | 2.03
.02 .10 .07 .00 .44
DMLS (44,71]
(4.77) (3.64) | (.63) | (.00 1.06
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When all of the lagged excess of planned expenditure
variables were included together as regressors (the first
four regressions), X4 performed best in almost always having
a positive coefficient significantly different from zero.
It should, however, be noted that the simple correlation co-
efficient between X, and X, is in the region of 0.7 and that
therefore too much reliance cannot be placed on the values of
their respective coefficients. When the lagged variables
were inserted separately, the estimated coefficient of XO
alternated between being positive and negative and was always
insignificant; the coefficient of Xl was predominantly
positive but was never significant; the coefficient of X,
was predominantly positive and was significant & number of
times; the coefficient of X3 was always positive and usually
significant, and the coefficient of X, was always positive and
always significant. Preliminary experiments indicated that the
use of more highly lagged variables did not improve on the

performance of X4.

1f models which did not include the adjustment variable
(the lagged dependent variable) are chsidered, the use of X4
instead of a lower lagged variable (especially XO' Xy, OF X2)
significantly increases the proportion of the variation of the
dependent variable explained - often convertihg a low Rz
intc a respectable size considering the use of first difference

data - and reduces the problem of first order autocorrelation

of the residuals,
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On the basis of these tests it was decided to lag
planned new private investment expenditure by four quarters
in constructing the XP3S variable. However , experiments
indicated that when this variable was split into its constit-
uent parts, XPlS and XP2S, the appropriate lags were three
and four quarters respectively; these variables were con-

structed on this basis.

4. Regression Models and Statistical Technique

There are those economic models which have completeness
and accurate prediction as their objectives, and there are
those much more simply structured models which have as their
objective the discovery or verification of fundamental econonmic
relationships. The kind of models with which Friedman works
provide, perhaps, some of the best examples of the latter;
the former are best exemplified by models under the auspices of
institutions, for example, the Reserve Bank's model of the
Australian economy. The models used in this chapter belong
strictly to the category of those whose objective is to discover
fundamental relationships, and it is this objective which
guides both the choice of the structures of the models and the

choice of the testing procedure.

The models to be tested are all adaptions of a basic
Keynesian demand function for money, which relates the demand
for money to three variables: current expenditure, the rate

of interest and the excess of planned over actual non-routine
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expenditure. The a priori attribution of variance is that
current expenditure and the rate of interest explain that
part of the variance of the demand for money due to the-
adjustment of the economy towards equilibrium; this encom-
passes transactions, precautionary and speculative demand,
while the excess of planned expenditure explains that part

due to the divergence of the economy from a previous equilibrium;

this encompasses finance demand. (See chapters 3 and 4 for
clarification of this demarcation.) The statistical technique
used is ordinary least squares. Thus this procedure 1is, at

least, in respect of the single equation estimation of struc-
tural demand functions for money attuned to most of the research
in this area. It, of course, disregards the possibility of
simultaneous—-equation bias. However, the attempt to take
account of this possibility by devising more complex simul-
taneous-equation models has its own costs; and anyway those

who have used these more complex models, as has been noted,

have not reached very different conclusions.

The use of quarterly data indicates that the demand
functions to be estimated are short-run functions. This is
clearly appropriate for testing the finance motive, The
estimation of long-run functions, say by Friedman's method of
using cyclical average data, would tend to involve the ironing
~ut of fluctuations which have to be considered explicitly when
testing the finance motive. Demand functions for money
usually nave the money supply as the dependent variable, and

it is either assumed that the money supply is equal to the demand
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demand for money or that the money supply responds in some
stable determinable way as the demand varies (usually that
changes in supply are a constant proportion of the difference
between the current period's demand and the previous period's
supply) . However, sometimes the rate of interest is preferr-
ed as the dependent variable. The tests which follow use
both sbecifications. (Some comment is made on the choice of

dependent variables in appendix 8.1.)

In the main, except for the excess of planned expendi-
ture variables, the variables are cast in first difference
form. The excess of planned expenditure variables are, as
they stand, in a 'difference' form and it is appropriate and
necessary (if meaningful gquantitative relationships are to be
obtained) to lessen the dominance of trend in the other
variables. The standard reasons for using first difference
data are (i) that any time trend in the relationship under
test is reduced to zero; (ii) that serial correlation, if it
exists, may be significantly reduced6 and (iii) that multi-
collinearity between independent variables through a common
trend will be reduced. However, first difference data are
likely to be more sensitive to errors of measurement; accord-
ingly, the significant reduction in explanation which usually

accompanies the transformation of data into first difference

.
The use of first difference data to reduce serial correlation
strictly implies an autoregressive patterns of residuals of
Elhie) SGexm: e, = pe, + u.; where ug has the usual desirable

properties of an error term, and where p=1.
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form does not necessarily support the view that relationships
found in untransformed data are due merely to a common trend.
It is possible that good results obtained using untransformed
data reflect causal relationships dominating errors whereas
inferior results using transformed data reflect errors distort-
ing and dominating causal relationships. Unfortunately, even
if true, this is not very helpful in situations where any
number of trend dominated economic variables can more than
adequately explain the variation in any one variable. And,
more to the point, it is, perhaps, more pertinent in growing
economies to look at deviations rather than trends. In other
words, the use of first difference data may be dictated by

economic as much as by statistical considerations.

5. The Empirical Results

5.1 Model 1

Theoretically, the finance motive effect may be evident
in the variation of three variables: the money supply, the
velocity of circulation of money, and the rate of interest.

A positive relationship would be expected between the excess of
planned expenditure variable and (1) the money supply and (2)
the rate of interest,7 and a negative relationship would be
expected between the excess of planned expenditure variable and

velocity. These relationships are not independent. For

example, the faster and more completely the money supply

7
See Ch. & for clarification.
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responds to demand, the less will the rate of interest tend to
rise and the greater will be the initial fall in velocity and

the less the subsequent rise.

Model 1 is the most straightforward of the models

being tested. It can be expressed in general form as:
md=5L(e r X,) (8.1)
t t’ t’ t L . L) L L] L °

where mi is the change in the demand for money, e, is the

change in national expenditure, ry is the change in the rate
of interest and Xt is the excess of planned over realised non-
routine expenditure. The operational form of equation (1)

being tested is a multiplicative or linear in logarithms

specification:
. B1 B2 B3
mt aet rt Xt
or: in m, = Ilno + Bllnet + lenrt + R3 lnXt . . -(8.2)

where m, is the change in the money supply (in this model it

t
is assumed that m£ = m%), and o and the Bi's are structural
parameters. The model is tested over four time periods,

using five definitions of the money supply and three rates of
interest. The excess of planned expenditure variables enter
the estimating equations in several forms. Sometimes the
excess of planned new investment variable (XP3s) or its con-
stituent variables (XP1lS and XP2S) enter alone, and sometimes
the excess of planned consumer durable expenditure variable

(XCS) is also included. The excess of planned government
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investment variable (XGS) is not included in the tests:

this is because it is unlikely given the complications of the
relationship between government expenditure and the money
supply, that any useful information would be forthcoming

using present methods. (See chapter 3, pp.49-50 and n.5.)

Table 5.1 presents some results using the three
conventional definitions of the money supply for the inclusive

period 1954 (3) to 1973(4).
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Table 5.1
Explanatory Variables i
g = - time
= & :% £ period
S gl §8 9 R? D.W. =
5"2 &5 § |obeas |DR2 xe3s | xcs A0
[~ av»| O n
.01 .30 -,01 [10,87]
1. DM1S
(2.25) (4.02)| (-.35) i R (.
‘ .01 .20 .02| .o5f .08 [10,87]
2y DMLS .30 1.14
(2.31) (4.02) (.76)] (2.76)| (2.20) 78
.01 .25 .01 {10,87
3. DM28 .13 .54
(4.78)| (3.27) {.45) 78
.01 .24 .05 07 ,08 [10,87]}
4. DM2S +30 .83
(5.19) (3.38)] (1.78)| (3,53} (2.09) 78
.01 .20 ,01 [10,87]
5. DM3S .15 .45
(8.05)| (3.57) (.48) 78
.01 .19 .04 .05 .07 [10,87]
6. DM3S .33 .74
(8.63)| (3.70)| (1.89)| (3.61) (2.46) 78

The 't' statistic is in brackets beneath the estimated regression coefficient.

b el

D.W.

the number of observations,

- the Durbin-Watson statistic.
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On the whole the results are not very satisfactory.
Even granted that first difference data is being used the
degree of explanation is poor, and there is evidence of
positive serial correlation. As well, the interest rate
variable (in this case the two year government bond rate)
is mainly incorrectly signed and insignificant. However,
there are some redeeming features. Both of the excess of
planned expenditure variables enter the demand functions
significantly with the expected sign; their entry approxi-
mately doubles the degree of explanation, and although there

remains evidence of serial correlation it is somewhat reduced.

Tables 5.2, 5.3 and 5.4 present results using the same
model specification but over three sub-periods. The sub-
periods are; 1961(2) to 1973(4), 1961(2) to 1972(1), and
1954 (3) to 1961(1). These sub-periods were chosen after some
preliminary experimentation. The object of this experimenta-
+ion was to discover whether relationships holding over the
whole period also held over various sub-periods. It was found
that they did not. Specifically, it was found that the excess
of planned expenditure variables were insignificant during the
1950°'s or that, at least, during this period there were certain
dominant movements in monetary aggregates which were not
explained by movements in planned expenditure. Appendix 8.1
-0 +nis chapter goes into some detail on this question and
reaches the conclusion, if a little tentatively, that the
dominant factors influencing monetary aggregates in the 1950's

were not the same as those in subsequent years; and that in
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fact the non-significant and even perverse relationship
between planned expenditure and the money supply is to be
expected. The kind of statistical results thrown up by this
early period are illustrated in Table 5.4. Table 5.2
presents results for the period subseguent to the period upon
which the results of table 5.4 are based. This period of
the 1960's and early 1970's provides the main testing-ground
for the finance motive: from an economic point of view it is
a period when endogenous forces influencing monetary aggregates
were relatively more dominant (see appendix 8.1); from a
statistical point of view, data on overdraft limits, short-
term money market holdings, treasury note holdings and the
short-term money market rate of interest are not available

for earlier periods. The reasons for examining the sub-
period 1961 (2) to 1972(1), the results of which are presented
in table 5.3, are first to test the stability of the estimated
parameters when the period is extended, and second to test how

well estimated functions based upon this time period can predict.
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Table 5.2
Explanatory Variables .
=] a - tiime
R g W = period
(%] ) D 3]
& o S ) 7 RZ D.W.
©Z| 5§ § | Dpms | DR XP3s | XCS s
[ ar| O n
.01 .24 .03 (37,87]
7. DS .15 .72
(3,34)] (2.31) (,90) 51
.01 .24 .07 13 ,03 [37,87]
8, DM1S .51 | 1.40
(4.81)] (2.93)| (2,79 (5.60)| (,94) 51
.02 .22 .05 [37,87]
9. oM2s .20 .43
(5.98)| (2.25)| (1.67) 51
02| 2| 0| 3| o3 137,87]
10, DM2S .58 1.23
(8.61)| (3.04)| (4.07)| (6.36)| (.86) 51
.02 .20 ,03 [37,87]
11, DM38 223 .37
(8.40)| (2,76)| (1,46) 51
.02 .20 .07 .09 .03 137,871
12, M3S .58 .99
(11.35) | (3.60) | (3.64) | (5.96) | (1.16) 51
]
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Table 5.3
Explanatory Variables .
o € - time
i g 9 ¢ period
7 ) 0 (3]
S gl & iz R2 D.W. -
é:oz &5 5 | pE4s | DRz XP3s XCS B
&, a~”| © n
.01 12 .00 (37,801
13. |oM1s .06 | 1.00
(4,18)] (1.60) (.07) 44
.01 16 ,03 .06 ,00 [37,80)
14, |mMis 19 | 1.22
(4,75} (2.07)| (1.22)| (2.45)| (.12) 44
.01 .06 .01 [37,80]
15, |DM2s .03 .86
(9.85) (.98) (.48) 44
.02 .09 ,04 .06 .00 (37,80]
16, |pMzs .24 | 1.06
(10.97)| (1.60)| (1.97)| (3.21) (,20) 44
.02 .08 .00 (37,801
17. DM3s .08 .69
(15.24) | (1.85)! (.26) 44
.02 .09 .02 .03 .01 (37,801
18. IDM3S 21 .72
(15.62) | (2.31) | (1.40) | (2.47) | (.43) 44
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Explanatory Variables

: 2 . tinie
= |
& R % c period
o o S'e ] R2 D.W. .
:?:DZ &5 g DEAS DR2 XP3S XCS A
e Aa”| O n
.00 20| ~,09 (10, 36)
19, nMls .34 | 1,17
(,24)| (2.11)] (-1.96) 27
.00 .20 | ~,05| =,03 .10 [10,36]
20. nMis .43 | 1.38
(-.65)| (2.09)| (-.84)|(-1.20)| (1.14) 27
0L .07 | ~.08 {10,36]
21. DM28 .22 | 1.39
(1.87}| (,90) | (~1.97) 27
.00 07 | -9 | -.01 05 (10,36]
22. DM2S .25 | 1.44
(1.04)| (.86)|(-1.11)| (-.62)| (.65} 27
.01 .05 | =,05 [10,36]
23, DM3S .22 | 1.15
(5.24) | (.95) [(~1.97) 27
.01 06 | -.02 .00 .07 [10,36]
24. DM3S 30 | 1.22
(3.52) | (1.,07) | (~,48) | (~,38) | (1.43) 27
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Table 5.2 provides the most promising evidence so far
for the importance of the finance motive. Consider regressions
number 7 and 8. The introduction of XP3S and XCS increases
the degree of explanation of the variation in DM1S from .15 to
.31, a result which, if not outstanding, is reasonable consid-
ering that first difference data is being used. As well,
there is no conclusive indication [at the 5 per cent level] of
serial correlation in regression number 8. Another point
worth noting is the decline in the coefficient on the excess
of planned investment variable (XP3S) when the definition of
money is expanded to include savings bank deposits. It would
be unlikely that increases in the money supply generated to
finance planned investment would take the form of increases in
savings bank deposits, and the lower coefficient when DM3S is
the dependent variable is consistent with this and provides,
at least, indirect support for the proposition that the
empirical results are in fact reflecting a finance motive
effect. There are two detracting aspects of the results: the
interest rate coefficient is again perversely signed and the
excess of planned durable consumption expenditure variable,

although having the expected sign, is not significant.

Unfortunately, while these detracting aspects carry
over to table 5.3 not all of the redeeming features do; in
particuiar, the degree of explanation falls considerably.
However, the XP3S variable remains significant at the 1 per
cent level although, in common with all of the explanatory

variables, the size of its regression coefficient is approx-
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imately halved.
8
A Chow stability test was performed on regressions

number 8 and 14. As a casual observation would suggest, and
as the computed F(=4.92) value indicates, the estimated
structural parameters are not stable over the period 1961 (2)
to 1973(4). On the face of it, it seems unlikely, given this
instability, that an equation estimated for the shorter period
would predict accurately; nevertheless, a Theil prediction

9
coefficient for regression number 14 of 0.57, calculated over

The Chow test is based on the F distribution and indicates

that the null hypothesis be rejected, i.e., that the

structural parameters be considered unstable, if F*> F
where F () is the critical value of F at

the o level ‘of significance with m and n-k degrees of

freedom, and where,

2
(Ze2 - Te’) m
F¥ = ntm n /

m,n—k(ah

m,n-k

re? / (n-k)

n
where n§me2 ig the sum of the sguared residuals resulting from
the estimation over the whole period, §e2 is the corresponding

sum for the initial n observations, n+m is the total number of
observations and k is the number of estimated parameters
including the constant.

9
The Theil prediction coefficient (U) is equal to

+ T(p; - 83)% / n
N A2
LA / n
sere Py iz the predicted change in the dependent variable, and
A ¢ is the zctual change; n is the number of observations. A
value of U less than one indicates that the predictions of the
model zre suserior to a naive zero-change hypothesis. The

closer U is to zero, the better is the predictive power of
the model.
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the period 1972(2) to 1973(4) inclusive, represents a consid-
erable gain on the néive no change hypothesis and is also an
improvement on the prediction coefficient of .72 applying

to regression number 13.

The next series of results (tables 5.5 to 5.11)
involve the K1 and K2 definitions of the money supply; three
rates of interest, and the change in gross domestic product
(DYS) as well as DEA4S. The excess of planned consumer durable
expenditure is dropped from all but two of the estimating
equations and XP3S is split into its constituent parts

XP1lS and XP2S.
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fable 5.5
Explanatory Variables .
<] = " time
2 g v o period
7] T B «
sl 58 7 R2 D.W. s
AR E |DE4s |DRL XP3s [XPlS |XP2S - VY.
& arl O n
.01 17 ~.14 [44,80]
DK1S .16 .96
(2.98)] (1.44)| (-2.50) 37
.01 .12 ~-.05 .09 [44,80]
DK1S . .43 1.06
(4.91)f (1.14)| (-.96)| (3.94) 37
.01 W12 -.01 .03 .09 :
DK1S ' .48 1.07 | [44,80]
4.42)| (1.22)| (~.17) (1,89)| (3.68) ) 37
.01 38| -1 (44,87]
DK1S Jl .63
(2.13)| (2.17)| (-1.49) 44
.02 .20 .02 .18 [44,87]
{DK1S .60 1.25
(5.21)1 (1.61) (.30)| (6.87) 44
.02 +20 .06 .06 .15 [44,87]
DK1S .59 1,28
(4,39)| (1.58)| (1.02) (2.82)| (5.18) 44
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Table 5.6
Explanatory Variables .
- time
g [=1 - o
8 ¥ = period
2 | B38| & i
v O. Y o= - -—
wZ | S8 § |peas |pr2  |xP3s | xPls | xp2s R D.W.
& a”| O n
01 09| ~07 [44,80)
31, |pKis A3 | .92
(3.50) (.80 (-2,18) EY)
01 .08 | ~,02 .10 ‘ [44,80]
32. |pKis .42 | 1,00
(5.44) (.89)| (-.60)}| (4.08) ' 37
.02 a1 .00 .03 .09 (44,80]
33. |pKis .48.| 1.08
(4.92)| @.25)| (.01 1.87)| (3.88) 37
.01 29| -.04 (44,87
34, |DKis .08 .61
(2.49)| (.85)| (-1.00) 44
.02 .19 .02 19 (44,87
35. |pKis .59 | 1.29
(5.5M| @.75)| (.73)| (7.12) 44
02| .22 .04 .06 .15 {44,871
36, |DKIS .60 | 1.39
(4.68)| (2,05)| (1.23) (2.79)| (5.44) 44
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Table 5.7
Explanatory Variables )
= =] - time
R g o = period
7 (23| §
v g| @ .8 2 R? D.W. -
wZ| & & 5 |oess DRMS | XP3S XPls | X2 A
& ar Q n
.01 .21 -.15 . [44,80]
37. DK1S +26 1.05
(3.22)] (1.86)] (=3.37) 37
.01 .17 -,09 .08 [44,80]
38. DK1S .51 1.06
(5,16)| (1.83)| (~2.48)| (4.10) 37
.01 .19 ~,08 .03 .07 [44,80]
39, DK1S .53 1.09
(4.41){ (1.98)] (~1.91) (2,04)| (3.54) 37
.01 .53 ~.19 [44,87]
40. |DKisS .35 .80
(1.89)| (3.75)] (-4.33) 44
.01 .38 -.10 %15 [44,87]
41, DK1S .66 1.20
(4.54)| (3.63)|(~3.03)| (6.11) 44
.02 .40 -.09 .06 10 [44,87]
42, DK1S .64 1.27
(3.29)| (3.58)|(=2.46) (3.09)| (3.94) 44
XCs
,01 .37 ~.10 A5 | TL06 [44,87]1
43. DK1S .69 1.32
(4.24) | (3,59) |(~=3.07) | (6,20)| (1.68) 44
.01 .31 ~-,04 .12 {44,87]
44, DM1S .51 1.37
{4.54) | (2.91) |[(=1.27) | (4,73) 44
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Table 5.8
Explanatory Variables .
g = - time
2 o v e period
2 Tl &
o 0 - 2] 2
Lo | &E| § | oms |ore |xess | oxels | xess R® |DW | -
& ar”| © n
,01 25| -.17 {44,80]
45, |DK2S .22 | 1.16
(2.81)) (2.98)] (-3.00) 37
.01 20| -,09 .08 {44,80]
46. DK2S 41 1.24
(4.26)| (1.76)| (-1.63)| (3.23) : 37
.01 .20 | -.05 .03 .08 144,80]
47.  |pres 47| 1.26
4.0y @.82)| (=77 (L.49)| (3.29) kY]
.01 43| ~.18 (44,87]
48, |pK2S .17 .80
(2.20)| (2.61)| (=2.51) 44
.02 .27 | ~.07 .16 [44,87]
49. |DK2S .56 | 1.38
(4.82)| (2.17)|(-1L.16)| (6.,00) 44
.02 .27 | =02 .05 13 {44,871
50, |DK2S 57| 1l.41
(4.04)| (2.14)| (-.38) (2.46)| (4.50) 44
|
-
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Table 5,9
Explanatory Variables .
= ] - time
] g u| € period
2] =} e «
& =] S ! o RZ D.W.
@wZ| 96| & |oms [DRe [xe3s [xels | xe2s -V
4 A”| O n
.01 .15 ~,08 [44,80]
51, DK25 .19 1.06
(3.41) (1,23} (-2.65) 37
.01 .14 -.04 .09 [44,80)
52, DK2S +39 1.09
(4.85)| (1.34)| (-1.27)| (3.34) 37
.02 .17 ~.02 .03 .09 [44,80]
53, DK25 .47 1.17
(4.58) (1.69)| (=,57) (1,49)| (3.50) 37
01 31 ~.08 [44,87]
54. DK2S .12 .76
(2.69) (2.02)] (-1.91) 44
.02 .21 =,02 1,7 [44,87)
55, DK2s 55 1.31
(5.35)| (1.93)| (-.65)| (6,22) 44
.02 .24 .00 .05 14 [44,87]
56, DK2S . .57 1.40
(5.06)| (2.20)| (~.06) (2.41)) (4.87) 44
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Table s5.10
Explanatory Variables .
= = = time
8 2 K = period
2 | &8 2 )
Y o [T @ —
7| e %] 5 |oms | ors | xess | wls | xe2s R® | DW
a)
et ar| © n
.01 .26 ~-.14 [44,80)
57, DK2S 022 1.28
(3.03)} (2.03)] (-2,99) 37
.01 21| ~,09 .08 {44,80)
58, DK2s 44 1.33
(4.59) (1.98)] (~2.08)| (3.54) 37
.01 .22 ~-.06 .03 ,08 [44,80]
59. DK25 .49 1.37
(4.32)] (2.11)} (-1.43) (1.52)| (3.59) 37
,01 52| =20 (44,87]
60. DK28 .39 1.14
(2.19)] (3.82)| (-4.81) 44
.01 .38 =-.12 .14 [44,87]
61. DK2S .66 1.57
(4,67 (3.64)] (-3.60)| (5.62) 44
.0l +39 =11 .05 .10 [44,87)
62. DK2S .64 1.62
(3.72) (3.64)| (~2.91) (2.56)| (4.01) 44
Xcs
o1 37| o~z s | (44,87
63. DK2S .69 1.63
(4.3 (3.64)| (~3.72)| (5.81)| (2.08) 44
L—
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Table 5,11
Explanatory Variables .
= = - time
-8 e % = period
O ) 5 = 7] RZ D.W. -
?:”Z & & 5 DYS |DRMS |xP3s A
4 A»| O n
.01 .31 ~-.13 [44,80]
64, DK1S8 .29 1.23
(1.96) (2.32)] (~3.25) 37
.01 .22 -,08 .08 [44,80]
65. DK1S .51 1.14
(3.71)| (1.85)| (-2.62)] (3,81) 37
.00 .74 -.17 [44,87]
66. DK1S .45 1.16
(.40)| (4.82)] (-4,61) 44
.01 .48 ~-.10 .13 [44,87]
67. DK1S .67 1.29
(2.85)] (3.64)| (-2.89)| (5.14) 44
.01 .32 ~12 [44,80]
68, DK2sS .23 1.40
{2.03)| (2.08)| (~2,67) 37
.01 22 | ~,07 .08 144,80]
69. DK2S .42 1.35
(3.47)| (1.60)|(-1.67)| (3.26) 37
.00 70 ] ~,18 [44,87]
70. DK2S +46 1.48
{ .76)] (4.72)](~5.06) 44
b
.01 .46 .11 .12 [44,87]
L. ;DK25 «65 1.63
: (3.01)| (3.52) | (~3.40) | (4.69) 44
| T
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There are several interesting features of the results.
it seems clear that the excess of planned investment variable
(XP38) enters more significantly into this néw context than
into the previous one; this is indicated by the generally
higher level of statistical significance and the increased
magnitude of the regression coefficients. (Compare regression
number 44 with number 41; number 44 has been included in
order that the different specifications may be compared over
the same time period.) Moreover, the model supplemented by
XP38 or XP1S and XP2S retains a much higher R2 for the shorter
period than exhibited in tables 5.1 to 5.3. Despite this
there is evidence of instability: a Chow test performed on:
regressions number 38 and 41 gives an F value of 6.79.
However, as before, Theil coefficients of .67 and .60 applying
to regressions number 37 and 38 respectively, indicate that

the model has some predictive power.

Tt will be noted that while the estimated coefficient on
both the long-term and two-year government bond rate are more
often than not positively signed and not significant, and thus
parallel the results in table 5.1 to 5.3, the estimated
coefficient on the S.T.M.M, rate is always negative and except
in one case (regression number 59) significant. The explan-
atory power of the model is improved by the introduction of
the $.7,.M.M. rate instead of the long-term bond rates, lending
support to the view of Bronfenbrenner and Mayer [1960],

Teigen [i964], Heller [1965] and Laidler [1966b], that the

short-rate is the appropriate argument in the demand function
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for money. The estimated short-run S.T.M,M. rate of interest
elasticity of demand for money of between -0.07 and -0.20

is similar to that found by other researchers. Heller
employing quarterly U.S. data found short-term interest
elasticities of between -0.03 and -0.18 depending upon the
definition of money and of the constraint variable.
Bronfenbrenner and Mayer estimated the elasticity to be -0.09
as did Teigen. Laidler, using U.S. annual data over the
period 1892-1960, estimated the short-term interest rate
elasticity of demand for M2 as being -0.155 when levels of data

were used and -0.097 when first difference data were used.

The estimated elasticities of the various arguments
of the demand functions with respect to the demand for money
are, Of course, generally equal to the estimated regression
coefficients. This follows from the conversion of the data
into natural logarithm form. However, this is not the case
with the excess of planned expenditure variables. For
example, the estimated coefficient of .18 in regression number
29 should be read as an estimate of the XP3S elasticity of the
change in the demand for money. As such it underestimates
the XP3S elasticity of the demand for money. Appendix 8.3
explains this in some detail and tentatively suggests the kind
of guantitative relationship that is likely to obtain between

the two elasticities.
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5.2 Model 2

Model 2 can be expressed in general form as:
m = gmd, m__.) (8.3)
't t' tpql L] - - * - L]

where as in model 1, mi = Q(et, Ly Xt). The operational

form of equation (8.3) being tested is:

B d : A
m o= (mg /m ) Wy
or: lnmt = Alno + AB1lnet + ulenrt + a83lnxt+ (l--)\)lnmt_l

v » e s +(8.4)

where A is a partial adjustment coefficient with a value
between 0 and 1. The assumption of the model is that the
change in the money supply only partially adjusts towards the
desired change in the money supply each quarter, and further,
that the adjustment which takes place is a constant propor-
tion of the excess of the desired over the actual change of
the previous period. Provided that this assumption is
realistic, the model enables the estimation of both short and
long-run elasticities. An estimate of long~run elasticity

(ﬁi) is given by:

B, = [AB;1 / [1-(1-M)1.

Tables 5.12 to 5.16 present the results uéiﬁg‘much the

sare format as with model 1.
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Table s5.12
Explanatory Variables .
« E - time
g o = period
o O 0 3]
S sl §&| 9 2
57| &% £  DE4S DR2 XP3s |xcs d R D.W. -
g [P Q -1
[ ar| © n
.00 -,01 -.04 .78 [10,87]
72. DMLS .56 2.16
(1.91) (~.17)| (-2,20) (8.11) 78
.00 .01 -.03 .02 .04 .72 [10,87])
73, Mls g .58 2.17 :
(1.91) (,11)| (-1.33) (1.37)| (1.24)| (7.01) 78
.00 .02 -,01 .19 [10,87]
4. DM2S .64 2.07
(2.26) (.45)| (~.78) (10.33) 78
.00 .04 .00 .03 .02 .72 (10,87]
75. Dv2s .67 2.11
(2.81) (.79) (.19) (2.39) (.94)| (9.11) 78
00| =01 ~.02 .92 (10,87]
76. M3s .77 2.12
(1.90)| (~.39)| (~2.,12) (14.05) 78
00| .00 -.01 .01 .02 .86 {10,87]
77, |D3s .78 | 2.1
(2,34} | (-.11) | (~1.13) (1,59)| (1.43)](12.21) 78

d

=1 =~ lagged dependent variable,
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Table 5.13
Explanatory Variables .
= E . time
8 g v c period
2 | B8] S
ESI&E| g |oms |om DRMS | XP3S | XCS da, | R |[DW | -
W .M

I~ ar &) n

oLl ~23 | -02 .01 (37,87
78, |oas .63 | 1.97

(3.62)] (-2.51)| (=.72) (7.87) 51

oL -1 .02 .07 0L | .69 [37,87]
79. |mas .70 | 1.96

(4.59)| (-1.25)| (.80) (3.26)| (.21)| (5.46) 51

oL| -7 -.06 .88 (37,871
80. |DMLS .68 | 2.26

(3.72)] (-1.92) (~2.55) (8.34) 51

oL ~.10 ~.04 .05 .00 .76 [37,87]
gl. |oas 72 | 2.24

(4.30)| (-1.10) (-1.73)| 2,63)| (o] (6.77) 51

oL | ~.03 .00 .85 (37,871
82, |mos .69 | 2.06

2.22)| (-.50)| (~.22) (8.51) 51

.01 .04 .03 .07 .00 .62 (37,87
83, |mes .75 | 1.9

(3,87 (.55)] (1.55) (3.448)| (.08)| (5.50) 51

01| -.03 .01 .84 (37,87]
8d. [Drms .69 | 2.09

2.37) | (~.42) (~.38) (8.92) 51

01| .03 .01 06| .00| .70 (37,87]
85, |pM2s 74 | 2.03

(3.57 | (,39) (.71 | (3,07 (.03)]| (6.92) 51




Table 5.13

cont.,
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Explanatory Variables

o = time
K g v = period
2 2ol 3 s
S g C -
2| 85| & |vms |ore foms | xs| xs | a, | R |DW
& a”| © n
.00 -.03 -,02 .9 [37,87)
86, |DM3s 77| 1.83
(1.88) (-.55)| (~1.22) (10.44) 51
.01 .02 .01 .04 .01 413 [37,87]
87. |pw3s ' 82 | 1,72
(3.60)) (.47)| (.60) (3.50)| (.52)| (7.70) 51
00| -0 -,02 .88 (37,87)
88. |pM3s 78 | 1.99
(2.30) (-.23) (-1.77) (10.98) 51
.01 .02 ~.01 .04 .01 .77 (37,87
89, [DM3S 82 | 1.9
(3.59)|  (.54) (-.62)| (3.24)| (.42)| (2.34) 51




Table s5.14
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Explanatory Variables

o = - time
(=} [} .
2 kY 2 = period
Po|l 88| % R [DW | -
wZ| 8| 8§ |oms | om x3s | x5 |4, S
e avr O n
.00 15| -.04 -,02 11 .43 {10,36)
80. |nDMLs .54 | 1.83
(~96)] (1.58)| (~.63) -1.01)| .31 .as) 27
.00 .06 -~.03 .00 .07 .28 {20,361
o1, |momzs ' .32 | 1.86
.59 7] (=47 -.19) (.88)| (1.46) 27
.00 .02 .00 .00 .08 .54 {10,36)
92, |mws 52 | 2.12
@a12)|  .36)] (-.15) =39 @.7mm| (3.11) 27
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Table s5.15
Explanatory Variables .
5 € - time
3 g < = period
7] o =) «Q
& o 5 i 2 I{Z D.W. _
;;fz & 5| & |oes |DRR |DRMS | XP3S a, A
[ a”| O n
.01 ~,03 ~-.06 .60 [44,80]
93. DK1S : .46 2.20
(2,43)] (~.33) (-2.55) (4.46) 37
.01 .07 ~11 .53 [44,80]
94, DKLS ' .50 2.12
(2,30)| (,74) (-3.14) (4.00) 37
.01 .08 -.08 .06 .39 [44;80]
95, DK1S .63 2.05
(3.89) (.89) (-2,49)| (3.35) (3.25) 37
.01 .03 ~-.07 .52 [44,80]
96. DR2S 42 2.17
(2.26) (,28)] (-=2.44) (3.68) 37
.01 .11 -.09 .46 [44,80]
97. DK2S .39 2.15
(2.10) (.85) (-2.02) (3.05) 37
.01 .12 -.07 .07 .33 : [44,80]
98, DK25 .52 1.99
(3.36)| (1.04) (-1.54)| (2.84) (2.28) 37
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Table 5.16
Explanatory Variables i
fo = N time
8 o W = period
g | B8 &
LS| &5| & |oms | | pms |es a,| B |DW. | -
[
e |ar| O n
.01 -,08 ~.06 .87 [44,87]
99, DK18 .67 2.25
(1.87) (=.77)] (~2,44) (8.52) 44
.00 .10 ~.13 <74 [44,87]
100. |DKi1S .76 2.29
(1.63) (.97) (-4.70) (8.19) 44
.01 .13 ~-.10 .08 .55 [44,87]
101. |DK1S .82 2.29
(3.46)| (1.47) (~-3.94) [ (3.79) (5.90) 44
.01 .03 -.07 .73 [44,87]
102. |DK2s ' .56 2.26
(1.55) (.23) | (-2.41) (6.35) 44
.00 .20 ~.13 .58 [44,87]
103. |DK2S .64 2.35
(1.44) | (1.63) (~3.90) (5.23) 44
.01 .23 - 11 .09 .36 [44,87]
104, |DK2S W73 2.26
(3.20) | (2.14) (-3.43) | (3.55) (3.07} 44
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The results again confirm the importance of the excess
of planned investment variable. The excess of planned con-
sumption variable, however, although correctly signed, is not
statistically significant. It is as well to repeat that this
does not mean that planned consumption expenditure has no
significant effect on the demand for money; it means that no

such effect is apparent when the XCS proxy is used,

The elasticity associated with XP3S varies with the
time period under consideration and the specification of the
demand function. The results of table 5.13 and 5.16 covering
the time periods 1961(2) to 1973(4) and 1963(1) to 1973(4)
respectively, indicate, when the S.T.M.M. rate is included in
the demand function, a long-run elasticity of approximately 0.2.
The evidence again supports the use of a short rather than a

long rate of interest.

A disturbing feature of the results is the implausibly
low elasticity associated with gross national expenditure.
However, it has to be remembered, especially in the cases where
a4 negative elasticity is reported, that the presence of a
lagged dependent variable may give rise to misleading results.
This is often evident when levels rather than first difference
of data is used, The possibility then exists, because of
high collinearity between the lagged dependent variable and
(i) the dependent variable and (ii) other regressors, of the
estimated coefficient on the lagged dependent variable being

greater than one; a result which makes no sense when inter-
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preted in terms of a partial adjustment model. While the use
of first difference data lessens the possibility of distor-
tion because of multicollinearity, in the present case it

does not remove it. For example, in the time period 1961 (2)
to 1973(4) the simple correlation coefficients between DM1S

and DM1S and between DM1S_; and DE4S are 0.76 and 0.69

-1
respectively. The simple correlation coefficients for the
period 1963(1l) to 1973(4) when DK1S and DK2S are the dependent
variables give rise to less concern about the problem of
multicollinearity, and in fact the regression coefficients of
DE4S are at least sensibly signed for this period. For the
regressions which include DRMS and XP3S as regressors (number
101 and 104) the estimated long-run elasticities associated

with DE4S are 0.29 when DK1S is the dependent variable and 0.36

when DK2S is the dependent variable.

Empirical estimates of the income elasticity of demand
for money are subject to a deal of variability depending upon
the specification of the demand function, the choice of data,
and the time period. The most popular estimate is unity.10
For example, Latane [1960], Bronfenbrenner and Mayer [19601,

Heller [1965], Kavanagh and Walters [1966] (using U.K. data)

and Teigen [1964] (using annual U.S. data), found this to be

10
Jacobs [1974]1 contends that where data is dominated by time
trend, the use of money and income data undeflated by price
and population leads to regression estimates of the income

elasticity of the demand for money being biased towards unity.
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approximately the case, at least, when levels of data were
used. The use of first difference data generally lowers the
estimate. Kavanagh and Walters reported that over a corres-
ponding period (1926-1961) the elasticity estimate fell from
0.96 when levels of data were used to 0.38 when first differ-
ence data were used; and incidently R2 fell from 0.97 to 0.23.
It also might be worthwhile noting that when using quarterly
data over the period 1946 to 1959 Teigen estimated the long-run

elasticity to be 0.51.

Results based upon the use of annual data are not com-
parable with those based upon the use of first difference of
seasonally adjusted quarterly data. What remains unclear is
which is the more meaningful, The advantage of using annual
data is that to an extent it makes allowance for things to work
themselves out; the disadvantage is that it permits the
dominance of a trend factor. Fortunately, or unfortunately,
the main objective of this chapter has dictated the choice of

data - see page 235,

In terms of the degree of explanation and of the appar-

11
ent indications of the Durbin-Watson statistic, functions

which include a lagged dependent variable as an argument, as

11
Although the Durbin-Watson statistic is biased towards 2 if
the lagged dependent variable is included on the right-hand
side of a regression equation, this bias is less serious if
there are other explanatory variables besides the lagged
dependent variable [Koutsoyiannis, 1973, p. 299].
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expected, perform better. A Chow stability test performed
on regressions number 95 and 101 to an extent also bear this
out in that the computed F value of 3.25 marginally indicates

stability at the 1 per cent level,

5.3 Model 3

Model 3 is used to denote the price deflated equivalent
of either model 1 or model 2 and can be expressed in general

form as:

m_Z - P = h(et—P, Teo X fP*,

. -P ) . « « (8.5)

t Mem17%-1

where in the tests P is the difference in logarithms of an
implicit gross national expenditure price deflator index.

The same index is used to deflate the excess of planned consump-
tion expenditure;12 in this case the resultant variable is
XCSt/Pt, where Py is the index for period t. This has been
especially noted because of the difficulty of deciding which
index of Pt and Pt+l to use. The difficulty becomes more
acute in the case of the excess of planned investment variable.
There are three options: to deflate by the index applicable
(i) when the plans are made (in period t-i); (ii) when the
planned expenditure is executed (in period t-g) or (iii) when

the money supply is adjudged to have most markedly responded

p*

. . . * — *
(in period t), that is, to deflateI =i I, by P =i’ t-g’

1 t

12
An implicit consumer durable price index could not be cal-
culated because of the unavailability of constant price
data for the earlier part of the period.
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or P*t, where t-i < t-g < t. The first option assumes that
business in making plans g period ahead does not take account
of expected inflation during this period, and will therefore
result in an overstatement of the demand for real balances

if in fact this is not the case; the third option assumes
that when plans are made, account is taken of expected infla-
tion beyond the gestation period, and will result in an
understatement of the demand for real balances if this is not
the case; the second option seems the more realistic by
assuming that account is taken of inflation for the gestation
period of planned investment, but that inflation thereafter
would precipate an increase in the demand for nominal money
balances in order to maintain real expenditure levels. This
second option is used in the construction of the price deflated
XP3S wvariable. The price index used, P*, is an implicit
gross private fixed investment price deflator, and g is equal

to 2 - the number of quarters that expenditure is planned ahead.

The tests of model 3 are more selective in considering
only two definitions of the money supply and two rates of
interests; nevertheless, they provide a good indication of the
worth of the model. The results are presented in tables 5.17

and 5.18.
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Table 5,17
Explanatory Variables .
o = = time
= g v = period
2 | E5| £
[\ o' 3] ‘,! %] 2 .
oZ| 8§ § | pe4st |DR2 xp3s' | xcs! a, R D.W.
& ar| O n
.00 37| ~.03 [20,87]
105. | pMis! .20 1.65
(-.87) (4.22) (~.97) 78
.00 .37 -,02 .05 -.02 [10,87]
106, | DMis! . +29 1.88
(-.13) (4.40) (~.62) (2,07)| (-1.32) 78
.00 .33 ~,03 .15 [10,87]
107. |DMis : 22| 1.98
(-.80) (3,59)| (~,97) (1.36) 8
.00 35| 02 05| -.01 .07 [10,87]
108. |pMs' 29| 2.02
-.15) (3.93)] (-.61) 2.00)| (-1.13)| (.65) 78
.00 .43 -,01 [37,871
109. |DMis’ .18 1.72
(A7) (3.16)| (-.22) 51
.00 .42 .04 .13 .02 [37,87]
110. |oias' ' .39 2.11
(.46)| (3.50)| (1.01) (3.86) (.93) 51
.00 42 | -.01 .02 [37,87]
111, |DMls? .18 1.77
(.16)| (2.91)| (-.22) (.15) 51
.00 .45 .04 .14 .02 -.09 137,87}
112. |pis! .40 | 1.93
(.46) | (3.52)| (1.03) (3,91) (.85) | (-.74) 51




Table 5,17

cont.
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Explanatory Variables

e o time
) So| € period
2 | B2 &
J ©
2| & e g DE4S' | DR2 xe3s' | xcs' | 4, R? |DW | -
[*] 4
& ar| © n
00| 18| .01 [37,80)
113, |mas a1 | 119
(.38) (2.16)] (.21) 44
00| 19| .05 07 | .02 [37,80)
114, |pas' 27| 13
.o8)| (2.44)| (1.51) (2.73)| (1.38) : 44
, 00| .09 | .01 .29 (37,801
115, |peis' .20 | 1.65
(651 (o7 (.44) (2.14) 44
00| 11| .04 06 | .02 | .26 [37,80]
116. (oMis' 34 | 173
(1.20)| (1.25) | (1.65) (2.59) | (1.48) | (2.03) 44




Table 5,18

Explanatory Variables .
o = tune
>) Py = . d
2 g 2 = perio
v | g3 -
[VE e QD am 4] 2 —
wZ| 85| § |vees DRMS | xP3s! a, K D.W.
é" o @) n
.00 .64 ~.24 [40,87]
117. | DKIS!' .54 1.40
(.25] (4,93) (-6.07) 48
.00 .61 -,20 12 [40,87]
118. | DK1s! .70 2.01
(.77} (5.68) (-5.90)] (4.72) 48
00| .61 -.23 .10 [40,87)
119. |Dpxis .55 | 1.67
(,09) (4.55) (5,63} (.95) 48
.00 ,62 ~.20 .13 ~.04 [40,87]
120. | DKlLS!' .70 1.90
(.84) (5.98) (-5.84)| (4.56) (~.46) 48
.00 42 -17 {40,801
121, |pris' .37 1.32
(-.35)| (4,06) (~3.71) 41
,00 41 ~.14 .07 {40,80]
122. |DKls' .48 1.32
(.37)] (4.36) (-3.07| (2.69) 41
.00 .31 ~.11 .38 [40,80]
123. |DKl1s! .49 1.77
(-.67)| (3.13) (-2.43) (2.92) 41
.00 .32 -.09 .06 33 [40,80]
i24. |DKLS' .56 1.78
(.01)| (3.45) (-2.07)| (2.39) (2.63) 41




Table 5:18 cont‘.
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Explanatory Variables

g = = time
(=] [ H
2 <4 = period
Cgl &8 B R? | D.W.
§°Z &5 S |omast DRMS | xp3s' | xcs! d, - YV
e, Q7 ®) n
.00 .34 -.11 .09 .03 [40,80]
125 DK1s! .54 1.25
(,97) (3.50) (=2.65)| (3.43)| (2.21) 41
.00 .62 -.20 .12 .00 [40,87]
126, | DKis! .70 2.03
(.61)] (5.49) {(~5.42)| (3.59)| (~.24)

48
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The improvement in performance of model 3 over the
previous two models is most noteworthy in regression number
118. This is a convincing result. The degree of explana-
tion is high - to explain 70% of the variation of the first
difference of the price deflated seasonally adjusted money
supply using three explanatory variables is probably the most
that could be hoped for - and the introduction of Xp3s'
(compare regression number 117) rids the regression of any
apparent serial correlation. The regression coefficients
are plausible, and this applies, unlike the previous results,
equally to the coefficient of DEAS' as to the coefficients of
the other regressors. In this period at least, the intro-
duction of a lagged dependent variable does not improve the
model. The other results reported, for sub-period 1962(1)
to 1972(1l) with DK1S' as the dependent variable, and for those
with DM1S' as the dependent variable and with DR2 as the
interest rate variable, are to varying extends not as impressive.
Nevertheless, the regression coefficient of XP3s' is always
positively signed and significant; the same can not be said of
the coefficient of XCS' which again, although in the main

positive, is, with one exception, not significant.

A chow test on regressions 118 and 122 (F = 5.83) shows
that deflating by a price index does not perceptibly reduce
the instability found in model 1. However, Theil coefficients
of .66 and .57 applying to regressions number 121 and 122
respectively, show that the predictive power of the model is

improved by the introduction of XP3S'.
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5.4 Model 4

In this model the expenditure velocity of circulation
of money is the dependent variable. Because velocity is less
dominated by trend than is the money supply, levels of data
are used in the tests, The general form of the model to be

tested is developed from the basic demand function:

d _
Mg = L(E , R, X) . v« . .(8.6)
where Md is the demand for money, E. is gross national expen-
diture, and Rt is the rate of interest. Two alternative

adjustment mechanisms are tried. One is based on the nominal
money supply partially adjusting towards the desired money
supply each period; the other is based on money per unit of
nominal gross expenditure or its inverse gross expenditure
velocity, partially adjusting towards its desired level each

period. The two adjustment mechanisms are:

_ d z
(A1) M= (M7 /M )V M

t t-1

in the former case, and

oo (3, -8/, B

in the latter case., The desired velocity variable[%] is
t

related to the dependent variable of equation (8.8) below.
However, writing it in this form, indicates that both income
and the money supply may adjust in the short-run in response

to disequilibrium.
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If equation (8.6) is assumed to be homogenous in degree
one in gross expenditure, its division by gross expenditure

results in the following equation:

(g en

MIZ

= L(Rt' Xt) i s vws s (8.7)

t

which may be inverted to give:

Bl
Q| ot

-1
L (Rt,Xt) « « o « & (8.8)

An operational form of equation (8.8) is:

E

_ Bay B
e aRt Xt e s o« o« . (8.9)

s
o,

and the following equation, used in the tests, can be derived

by substituting (Al) into (8.9).

(3]

B = Zn ZBzx zZB3;

S = _t
M O B t

t-1

.« « «(8.10)

=

The alternative estimating equation based on the

adjustment mechanism (A2) is derived by replacing EE with

Md
B )* :
IME in equation (8.9); the substituion of (A2) into the
t

resulting equation gives the following equation:

Bea1
Mea

, l-w
_t o Wy WB2y wB 3

P’_[ t t - . - - - (8-11)

Tables 5.19 to 5.23 present the results of testing

equations (8.10) and (8.11).
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Table 5.19
Explanatory Variables .
g |8, | - time
R v Y = period
» Y5 «
) [°] 5 S| 7 RZ D.W. =
wZ| &5 5. | r xP3s W a, 4
= a»| © n
-.01 .01 ~.06 .98 [10,87]
127, | VIE4S .99 | 2.16
(=.36) (,72) (~2.01) (70.3) 78
-.06 .04 -.03 .95 (10,87)
128, |vimss .99 77
(=3.42)| (3.08) (-1.56) (111.4) 78
.00 .00 ~.06 .94 [10,87)
129, |v2E4s .96 | 1.96
(=.15)| (-.01) (~2.27) (34.7) 78
-.04 .01 -.04 .93 [10,87]
130. |V2E4s .98 .58
(-1.90)| (.63) (-2.38) (55.3) 78
-.15 .02 -.05 .84 {10,87]
131. |V3E4s .85 [ 1.99
(~2.38)| (1.12) (-1.83) (15.4) 78
-.12 .01 -.03 .90 [10,87]
132, |V3F4S .96 .43
(-3.79) | (1.29) (-2.41) (32.0) 78
-.07 .03 -.02 .97 (10,87)
133, iys .99 | 2.25
(-1,62) | (2.18) (-1.71) (102.9) 78
-.07 .04 -.02 .95 (10,87]
134, [1YS .99 .80
(~3.99) | (3.67) (-1.18) (116.9) 78
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Table 5.20
Explanatory Variables .
o - = time
8= g v o period
7] e~} ) «©
8ol 88| B R? | D.W.
wZ| &5 g |r RS | XP3s W a, Y%
& ar| © n
~,03 .03 -.12 .95 [37,87]
135, | ViE4S .28 2.24
(-1.01) (1.44) (~3.29) (35.4) 51
~.05 .03 ~,08 .92 [37,87]
136. | VIE4S .99 .92
(=2.52)| (2.62) (~3.70) (59.0) 51
~.07 .07 -.13 .90 (37,87]
137, |ViE4s .98 2,20
(-1.99) (2,39)| (-3.81) (24.3) 51
-.09 .08 -,09 .86 {37,871
138. | VIE4S .99 .98
(~5.07) (5.21)| (-5.17) (46.5) 51
-.03 .01 -13 .91 [37,87])
139. |V2E4S .90 1.79
{~.95) (.70) (~3.58) (17.0) 51
=-,02 .00 ~.10 .94 [37,87]
140. |V2E4S .95 .50
(=.02)| (~.29) (~3,88) (24.8) 51
~.08 .04 -.13 .84 [37,87]
141, |V2E4S .90 1.74
(=1.94) (1.74) | (=3,96) (12,2) 51
-.04 .00 -,10 .92 {37,87]
142, |V2E4S .95 .48
(-1.20) (.24} (-3.89) (17.8) 51
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Table 5.20 cont.

Explanatory Variables

o =] time
) g v = period
) 2~ 0 «
gl 58| B 2
£2| &% £ R RIS Xp3s W a,| R DW.| -
o .8
& ar| © n
-~.23 .04 ~-.08 .77 [37,87])
143, |V3E4s .78 1,72
(~=3.03)] (2.27) (-2,28) (9.55) 51
=12 .01 -.06 .90 [37,87]
144, |V3E4S . .92 .35
(-2.44)| (1.16) (=2.99) (17.8) 51
-.04 ,08 | ~.08 .60 [37,87]
145, |V3E4S .82 1.63
(~4,51) (3,94) 1 (-2.87) (6.43) 51
-.18 .03 -,06 .83 (37,87}
146, |V3E4S .92 .33

(-2.77 (1.84) | (~3.39) (12.5) 51
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Table 5,21
Explanatory Variables .
=] ] " time
g g 9 = period
2 2| 8
[ [#] U eme 24 2 —
»Z| 88| & |w RMS XP38 W d_y R | DW
e ke Q n
.00 .01 -, 10 .97 [37,80]
147, | viE4s .98 2.12
(-.08 (.40) (~2,56) (31.9) 44
-.05 .04 ~-.04 94 [37,80]
148, | V1E4S A .99 1.19
(-3.68)| (3.53) (-2,26) (77.4) 44
~.05 .05 =12 .92 [37,80]
149, | V1E4S .98 2.08
(-1,06) (1.33)] (-2.89) (19.5) 44
~-.08 .07 -.06 .20 [37,80]
150. | V1E4S «99 1.35
(~4.65) (4.51)} (-3.75) (51.0) 44
-.03 .02 -,10 .92 [37,80]
151. |v2E4s .91 1.65
(=.74) (.62) (-2.51) (14.2) 44
-,06 .02 -.04 .93 [37,80]
152, |v2K4s .99 1.32
(-4,39)| (2.92) (~2.,60) (45,0) 44
~.13 .08 -.12 .76 [37,80]
153. |V2E4S .92 1.54
(~2.27) (2.19) | (-3.06) (8.03) 44
-, 08 .04 -.05 .87 {37,80]
154, |V2E4S .99 1.44
(-4,56) (3.42) | (-3.67) (28.7) 44




Table 5.21

cont.
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Explanatory Variables

o ] time
.2 g & = period
7/} g~ i) ]
] <) 5 e 7 RZ D.W.
wZ | 8.8 5 | re RS | X3S W a LY
¢z Aar| O n
-.25 .05 ~.06 .76 (37,80]
155, | V3E4S .80 | 1.52
(-2.46)% (1.98) (-1.67) (7.51) 44
-.13 .03 -0l .91 (37,80]
156. | V3E4S 99| 1.36
(-5.88) (5.79) (~1,14) (41.2) 44
~-.51 Al ~,07 .50 [37,80]
157, | V3E4s .85 | 1.39
(~4.43) (4.09) (-2.21) (4.27) 44
~.16 .04 -,02 .87 [37,80]
158. | V3E4S .99 | 1.06
(-4,75) (4.46)| (~2.24) (24.9) 44




282.

Table 5.22
Explanatory Variables )

o ‘E - time
g ] c period
a |28l £ i
@ O' QD e ©w —
502 R 5. |r RIS | XP3s W a, R D.W.
1~ ar ®) n

-.15 .10 -.09 .87 [44,87]
159, | VKLE4S .08 | 2.36

(-3.88)[ (3.93) (-2.15) (23.5) 44

-.07 .03 -.15 .94 [44,87]
160. | VKIE4S .99 .96

(-2.33) (1.60) (~4.71) (31.4) 44

-.21 .14 ~.13 .80 [44,87]
161. |VKLE4S .98 | 2.15

(-4.53) (4.57)| (-3.79) (17.7) .44

-.14 .08 | -.15 .88 [44,87]
162, |VKIF4S .99 .88

(-4.19) (3.53)] (~6.17) (25.5) 44

-.20 12 ~.07 .82 144,871
163, |VK2E4S 97| 2.25

(-4.93)| (4.94) (~1,83) (20.4) 44

=11 .05 ~.13 .92 (44,871
164. | vkeE4s .98 | 1.22

(-3.09)| (2.38) (~4.34) (26.9) 44

-.27 27| -3 .73 [44,87)
165. |VK2E4S .97 1.92

(-5.17) (5.17) | (-3,92) (14.0) 44

-.17 .10 | -5 .85 (44,87]
166. |VK2E4S 99 | 1.22

(-4.22) (3,63) | (-6.21) (20.1) 44
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Table 5,23

Explanatory Variables )
g = 3 time
" ;
2 S % = period
wZ| §.8 § |r RS | XP3S W d, W
& A»| © n
~.13 .09 -.05 .89 [44,80]
167. | VKIE4S .98 2,24
(-2.47 (2.55) (-1.12) (19.8) 37
~-.07 .04 -,08 .96 [44,80]
168. | VKIE4S , 99| .97
(=2.51) (1.94) (-3.22) (38.2) 37
=20 .14 ~.10 .81 [44,80]
169, | VK1E4S .98 2.07
(-3.19) (3.27)| (=2.72) (14.3) 37
=-.12 .07 ~.10 91 (44,80]
170. | VKIE4S .99 .98
(-3.56) (3.07)} (-5,12) (29.0) 37
-.16 .10 ~.04 .86 [44,80]
171. | VK2E4S .98 2,14
(=2.74)| (2.77) (-1.01) (16.7) 37
-.08 .04 ~.08 .95 {44,80]
172. | VK2EAS .99 1.04
(=2.13)| (1.67) (-2.71) (27.5) 37
-
-,24 .15 -.10 .77 [44,80]
173. | VKZEAS .98 1.95
(~3.22) (3.25)| (-2.84) (11.3) 37
-.12 .07 -.10 .91 [44,80]
174. |VK2E4S .99 1.08
! (-2.38) (2,01)| (-4.27) (19.0) 37
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As would be expected using these types of models the
degree of explanation is high. However, for the most part,
the estimated adjustment coefficient is implausibly low. For
example, regression number 137 indicates that only 10 per
cent of the adjustment in velocity towards its desired level
occurs in the first period. Rather more acceptable estimates
occur when V3E4S is the dependent variable - see regressions
number 145 and 157. There is nothing to choose between the
alternative adjustment mechanisms in terms of the degree of
explanation of the models, but the use of (Al) does result in

low D.W. Statistics.

The S.T.M.M. rate of interest performs better than
the two year government bond rate, thus confirming previous
results, and the excess of planned investment variable enters
significantly and with the expected sign. If regression 161
is used as an example, the estimated long-run interest
elasticity of velocity is 0.70 and the long-run XP3S elasticity
of velocity is -0.65. The estimate of the interest elasticity
of velocity is similar to that found by Latane [1960] using
U.S. annual data but is lower than Meltzer's [1963a] estimates
of between 1.02 and 2.37 for various sub-periods between 1900
and 1958, Both Latane and Meltzer used the M1l definition of

the money supply.

5.5 Model 5

Model 5 is similar to model 4 except that first difference

data is used. Four demand functions are tested:
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e
t _ B2

o T art e e o« o« o« (8.12)
t

e
t _ Bay Ba

- urt Xt .« «(8.13)
t

e e 1-2

m_t = azrthxtﬁa L s . . . .(8.14)
t M1

e e l1-w

I_nE = awrt82xt33 i . . . . .(8.15)
t M1

Tables 5.24 to 5.30 present the results of tests of equations
8.12, 8.13, 8.14 and 8.15. Three definitions of the money

supply and two rates of interest are used in the tests.
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Table 5,24

Explanatory Variables

o = time
8 g = period
2 | EE| S
ES| S5l 2 R2 |DW | -
g g G- | DR2 XP3s DW a,
P4 A @) n
01| -.03 .02 [10,36]
175. |DViE4S 01 | 1.92
(2.52) (-.27) (.36) 27
.02 .04 .03 0,23 (10,36]
176. |DVIE4S .05 | 1.99
.67 (.33 (.62) (10.1) 27
.00 .07 .02 .86 [10,36]
177. |pviEss .82 | 1.99

(1.04)] (1.51) (.92) (10.1) 27
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Table 5,25
Explanatory Variables .
c 2 = time
8 o v c period
2 |88 & 3
5.2 &g E | bre |oms | xe3s oW ay | R |DW | =
& A”| © n
.01 .06 [37,80]
178, |DV1E4S .03 1.97
(2,24)| (1.08) 44
.01 .09 . [37,80]
179. |DV1E4S .05 1.94
(2.66) (1,46) 44
.00 ~.01 ~-,10 [37,80]
180. |DV1E4S .13 2.13
(1.51)] (~.12) (-2,23) 44
W01 .05 -.09 [37,80]
181. |DV1E4S .15 2.11
(1,62) (.81) | (=2.16) _ a4
: .01 .06 =11 -22 [37,80]
182, |DV1EA4S .19 1.€8
(1.96) (,95) | (-2.54) (~1.43) 44
.00 -,01 ~,04 1.15 [37,80]
183. [DVIE4S .78 2.13
(=-2.27) (~.40) | (-1.92) (10.8) 44
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Table 5.26
3 Explanatory Variables _
& = 2 time
o A
& K 2 g period
8| 8E| % 2
g‘:oz &5 § | b2 | Dris | x®3s v a R DW. [ =
4 a”| O n
.01 .05 [37,87]
184. | DVLE4S .03 | 1.88
(2.08) (1.29) 51
.01 14 (37,87)
185, |DV1E4S a8 | 1.93
(1.86) (3.23) 51
.00 .01 ~13 (37,87
186. | DVLF4S .23 2.21
(1.30) (.22) (~3.50) 51
.00 A0 | -1 (37,87
187, |DvViE4sS 31| 2.22
(1,22) (2,32)| (-3.01) 51
.00 .11 -.14 -.25 [37,87]
188, |DV1EAS 36| 1.70
(1.55) (2.63)] (-3,59) (-1.88) 51
.00 07 | ~.03 1.05 (37,87
189. |DViE4S 78| 2.33
(-1.69) (2.83) ] (~1.41) (10.20) 51
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Table 5.27
Explanatory Variables )
) = » time
R ¥ Y = period
7 < D =]
| g8l 7 R* | D.W.
YARK: £ | ore DRMS XP3s o 0 d_y AV
g |a”| © n
.01 .10 [44,80]
190. | DVKLE4S J0 | 2.15
(3.06)| (1.95) 37
.01 .26 [44,80]
191, |DVKIE4S : .36 | 2.05
(2.62) (4.39) 37
.01 .05 ~.09 [44,80]
192, |DVKLF4S 19 | 2,29
Q.57 (.95 (-2.02) 37
.00 23 | =07 [44,80]
193. |DVKLEAS 41 | 2.19
(1.49) (3.72) | (-1.81) 37
.00 22 | -.07 -.09 [44,80]
194. |DVKLE4S .42 | 2.01
(1.58) (3.56) |(~1.88) (-.58) 37
.00 A1 | -,04 .77 [44,80]
195, [DVKLFAS .79 | 2.30
(-.72) (2.79) |(-1.77) (7.72) 37
.00 a7 | -.04 [44,80]
196. [DVIE4S 24 | 2.39
(1.58) (2.56) |(~1.06) 37
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Table 5,28
Explanatory Variables .
= = - time
g o Y = period
2 B2l 8 >
Y o| v .= 4] —_
©Z| &8 & | ore | pRs | xe3s v a, R* | DW
4 ar| © n
.00 11 [44,87]
197. | DVIKEAS A1 1.70
(1.37) (2.28) 44
.00 .25 {44,87]
198. | DVIXEAS .47 1.64
(1.13) (6,05) 44
.00 ,06 -.16 [44,87]
199 DV1KEAS) .36 2.19
(.37 (1.46) (~4,00) 44
.00 .21 ~12 [44,87]
200. |DVI1KEA4S .60 2,12
(,20) (5.25)| (-3.67) 44
.00 .21 -.13 -.10 [44,87]
201. |DVIKE4S .61 | 1.89
(,26) (5.31) | (-3.65) (-.88) 44
.00 .14 ~,05 W72 [44,87]
202, |DVIKE4S .85 | 2.35
(~.89) (5.27) | (=2.20) (8.16) 44
.00 16 | ~,08 (44,87
203, |DV1E4S .42 2.42
(.84) (3.82) [ (~2,36) 44
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Table s.29
Explanatory Variables .
o = time
8 g = period
v T 5 ©
] o 5 e 7 RZ D.W. -
Z| & 5| § | ore | pmus | xe3s oy a, LYV
o Qv Q n
.01 1 [44,80]
204, |DVK2EAS 13 | 2.16
(2,65)| (2.33) 37
.01 .25 [44,80)
205, [DvK2r4s 33 | 2.1
(2,10 (4.17) 37
00 | .07 -.08 144, 80)
206. [DVK2FAS 21 | 2.25
(1.27) | (1.36) (~1,85) 37
.00 22 | -,07 [44,80]
207. PVK2EAS 39 | 2.24
(1.02) (3.50) ((-1.80) 37
.00 22 | ~.08 -.10 [44,80]
208,  PVK2FAS 40 | 2.03
(1,15) (3.44) [(-1.91) (-.67) 37
.00 .08 | -.04 72 144,80]
209.  DVK2EAS .70 | 2.40
(~.39) (1.63) {-1,52) (5.83) 37
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Table s5.30
Explanatory Variables .
= = . time
R g v = period
] T3 S
4 3]
£l BE| g | e | oms | xe3s W d, RE |DW.| -
o _
& A”| © n
00| .15 (44,87
210. |Dvaxess as ] e
(1.20){ (3.10) 44
,00 .27 [44,87]
211. DV2KFAS ,51 1.86
(1.00) (6.56) 44
.00 .10 -, 14 [44,87]
212, DV2KE4S .38 2.13
(.26)| (2,40) (~3,57) 44
.00 .23 ~.10 [44,87]
213. |DV2KE4S .61 2.20
( .13) (5,75) |(~3.26) 44
,00 24 =12 -.11 [44,87]
214, PV2KE4S .62 1.98
( .16) (5.7€) |(-3,30) (-.90) 44
.00 .14 | -.05 60 (44,87
215. DV2KEAS .78 2.41
(~.34) (4,26) |(-1.89) (5.35) 44
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There is a large contrast in the results. When M1
forms the basis of the dependent variable the degree of explana-
tion is relatively low and the (Al) adjustment coefficient is
negative. When either X1 or K2 form the basis of the depen-—
dent variable the degree of explanation is much higher (note
especially regressions number 200 and 201) and the (Al)
adjustment coefficient is sensibly signed. (Compare
regression number 193 with 196 and number 200 with 203 to see,
over the same period, the improvement in the model when K1
rather than Ml forms the basis of the dependent variable.) In
common with both sets of results is the significance of XP3S
and the improvement in the model when the two-year government
bond rate of interest is replaced by the S.T.M.M. rate of

interest.

The (A2) adjustment coefficient does not enter the
estimating equations significantly nor does it contribute to
the degree of explanation, On the basis of the (Al) adjust-
ment coefficient and using regression number 202 (the counter-
part of regression number 161, used to calculate estimates of
long-run elasticity for model 4) the estimates of the long-run
interest and XP3S elasticities of velocity are 0.5 and -0.18

respectively; somewhat lower than those reported for model 4.

There is evidence that the estimating equations number
(8.13) and (8.14) are stable over the period 1963 (1) to
1973 (4). Chow tests performed on regressions number 193 and

200; on 195 and 202, and on 196 and 206, produce F values of
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1.79, 2.06, and 1.24 respectively; none of which indicates
significant instability at the 5 per cent level. Further-
more, a Theil prediction coefficient of 0.49 applying to

regression number 193 indicates that equation number (8.13)

has predictive power.

5.6 Model 6

Model 6 is used to denote those models which have the

rate of interest as the dependent variable. There are in
fact four models tested. They devolve from the basic
function:

R, = l(Et, M, Xt) .« o s & o (8.16)

The operational forms are again logarithmic; the excess of
planned expenditure variable X, stands for three variables:
the excess of planned investment which is constructed without
a lag and therefore corresponds to X3S used in chapter 7, the
excess of durable consumption expenditure, and the excess of

government investment expenditure.

This latter variable, excluded from the previous tests,
is now included because it is reasonable to suppose that there
is a relatively straightforward relationship betweeniplanned
government investment and the rate of interest, and that this
relationship may be discerned using single equation regression
analysis. The two-year government bond rate is used in the

tests., It is preferred to the long-term bond rate because of

its greater sensitivity, but, and more importantly, it is
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preferred to a short-term rate because of the difficulties of
hypothesising the kind of relationship that would be expected
between planned expenditure and a short-term rate of interest.
For example, in the case of an increase in private planned
investment there may be a movement out of long-term securities
and into short-term securities; as a result the short-term
rate of interest would tend to fall and the long-term rate to
rise. However, it is not really possible to generalise on
the effect on the short-term rate. It depends on the liquid =
port-folio preferences of those who intend to invest, and on
the length of the period between the mobilisation of liquid

assets and the execution of the planned investment.

A positive relationship would be expected between
longer-term rates of interest and the excess of planned
investment.13 It should be noted that this is essentially an
immediate effect (hence the excess of planned investment
variable is not lagged) and, therefore, comes within the ambit
of a liquidity preference rather than a loanable funds approach,

that is, it abstracts from repercussions and concentrates on

the cause of change - §ee chapter 2.

The operational models being tested are:

13
Assuming, of course, that the direction of causation is
from a change in planned investment to a change in the
rate of interest.
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- S1p02483
Rt = eEt Mt Xt o w ow » = (8.17)
© o~ a¥pYSiyY8ayYSs 1Y
R, oYELTIMITEXLT? RL g
cr: R
t _ aYeYS1yYSayYSs Y
Rt—l 0 Et Mt Xt Rt—l « &« @ » « (8.18)

where vy is an adjustment coefficient based on the mechanism

*
Ry = IR / Re_q) " Reqo
r, = 6edlm)?x?? . . . (8.19)
r, - br, =06 - bd + §1le ~be, ] + 8, [m -bm ] + aX,
¢ s « & (8.20)
where a bar over a variable indicates a logarithm.
The operational forms (8.17), (8.18) and (8.19) are

straighforward enough: (8.17) and (8.18) use levels of data,
(8.18) in addition has a partial adjustment mechanism, and
(8.19) uses first difference data. (8.20) is slightly unusual,
and is based on the contention that there may be a distributed
lag relationship between the excess of planned investment and
the change in the rate of interest - see chapter 7 pp. 198-199 -
it is derived from equation (8.21) by the application of a

Koyck transformation.

¥, = 8 + 818, + &;m + lab’ g . . . . . (8.21)

& i=0 t-i
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To estimate the value of b equation (8.20) was estimated with
values of b, in steps of 0.05, from 0.05 to 0.95. The

value chosen was that which minimised the sum of squared
residuals - see p. 328 n. 1. There was some slight varia-
tion within time periods depending on the definition of the
money supply; to preserve comparability the values applicable
to M1l were used throughout. These were 0.35 for the period
1954 (1) to 1973(4), and 0.25 for the shorter sub-periods

1961 (2) to 1973(4), and 1963(1) to 1973(4).

Tables 5.31 to 5.35 present the results of some tests

of the qguestions (8.17), (8.18), (8.19) and (8.20).
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Table 5,31
Explanatory Variables .
- time
g [=] - 5
S o v = period
) o 0 3]
o =) 5 i 7 Rz D.W. -
57| & & £ | ®ms MLS X35 XGS xs a; AL
o avrl| O n
' ~.46 .27 -, 04 {8,87]
216. R2 47 .29
(~.53 (2.62) (~.20) 80
~.68 .26 .00 ~,06 .13 -,40 [8,87]
217. R2 .50 .33
(-.79) (2.53) (,00) (~,31) (,44)| (=1.31) 80
~1.25 -.10 .27 .89 [8,87]
218. R2 .87 1.27
(~3.05) (-1.69)| (2.77) (15.08) 80
-.94 ~,08 .21 .26 .22 -,70 .93 [8,87]
219, R2 .89 1.42
(~2.26)| (-1.52)| (2.15)| (2,73)| (1.61)| (-.48)| (15.89) 80
-.33 .92 -.73 [44,87]
220. R2 .53 .39
(~.37) (3.55)| (=2.09) 44
.84 1.26 | -1.22 .43 .53 J1 [44,87]
221. rR2 .58 .61
77 (4.14)| (-2.91)| (1.75)| (1.1°) (.30) 44
-2,00 -.59 .84 1.10 [44,87]
222, R2 .87 1.65
(-3.93)| (-2.91) | (3.46) (10.20) 44
1.14 -, 31 .44 .31 41 .01 1,07 [44,87]
223, r2 .90 1.85
(-2.00) | (~1.,47)| (1.69)| (2.50)| (1.84) (.06) | (10.65) 44
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Explanatory Variables

o =] - time
[~] Q H
= K] 2 £ period
S| 88| @ R2 |DW. | -
wZ| & 5| § | mMs | ©s | xS x3s | xes | xcs v
U , -
e A”| O n
A

.50| 1.00| -.88 (44,87
224. | R2 59| .40

(.59 (5.19) (-3.33) 44

97| 1,24 -1.16 , [44,87)
225. |R2 65| .44

(1.27) (6,33) (~4,52) 44

1.05| 1,12| ~1.0 48| 54| .12 [44,87]
226, |R2 62| .65

(.11)| (5.44)| (-3.68) (2.08)| (1.29)| (.36) a4

1.30| 1.32 -1,28| .50 .54 | .13 [44,87]
227. |R2 68| .77

(1.58)f (6.51) (-4.73) (2.41) (@.38)| (.41) a4
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Table 5.33

Explanatory Variables

o = time
2 s v = period
7 95 « )
g o 5 P 7 I{z D.W, -
Rz | &% & FAS MLS X3s XGS XCs R2_; AL
™ ol Q n
\
~1.33 -.10 .29 -1 [8,87]
228. |DR2 .17 1.24
(-3.10)| (~1.80)| (2.83) (-1.99) 80
-1.14 -.1C .26 .27 .24 -.38 ~.09 [8,87]
229, |DR2 ' .34 1.63
(-2.77) (-1.92)| (2.66)| (3.02)| (1.80)| (-2.74)| (-1.66) 80
~1.,55(  ~,13 ,35 - -.12 (37,871
230. |DR2 .23 1.22
(~2.86)| (-1.01)| (1.84) (~1.52) 51
-.71 -,02 .12 .41 .45 -.19 -,05 [37,871
231. |DR2 .48 1.83

(-1.39)| (.20} (.67)| (3.80)| (2.51)| (-1.17)| (-.78) 51
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Table 5,34
Explanatory Variables )

" time
= = ) =
S @ 9 c period
v © N @
§ sl §°8 E R2 D.W. s
&0 Z & & 5 DE4S |DMLS X3s XGS XCS D
¢, | A -l © n

-, 0 1.13 ~.08 (38,871
232, |DR2 .17 1.47
(-1.15)| (3.93)| (~.19) 80
-.03 .85 -.27 .28 .17 ~.12 {8,871
233, |DR2 .28 1.58
(~2.41) (2.68)| (-.69)| (3.07)| (L.22){ (~.76) 80
~.02 1.10 «59 [44,87]
234, |DR2 Jq1 1.55
(-1.18)| (2.04) (,91) 44
~-.04 -.09 .13 .45 ,48 .08 [44,87)
235, |[DR2 .39 1.73
(~2.00)| (-.15) (,22)| (3,72)| (1.98) (.42) 44
DKLS
-.01 1.12 =14 [44,87]
236, |DR2 .10 1.55
(~.54)| (2.06)| (-.25) 44
-~.02 -.16 -,46 .47 .48 .08 [44,87]
237. |DR2 .40 1.73
(-1.44)| (~.28)| (-.97)| (4.00)| (2.00} (.42) 44
DK2S
,00 1.04 -.52 [44,87]
238. [|DR2 .11 1.55
(~.08) | (1.90) | (-.92) 44
-.02 ~,26 -,73 .47 .50 .09 [44,87]
239. [PR2 .42 1.74
(~,97) | (~.47) |(-1.53) | (4,08) | (2,11) (.48) 44




302.

Table 5.35
Explanatory Variables .
g =] - time
2 < % = period
§ o 5 s Iz RZ D.W. =
6%, & & 5 BE4S | RM1S Ev3s | BKIS | BK2S X3s S
o ar| © n
-0l ~.25( =-.17 .32 (8,871
240, | BR2 16 | 2.06
(~1,06) (-.89) (~.33) (3,76) 80
01| ~.31 .34 .31 18,871
241. | BR2 . a6 | 2.04
(-1.20) (~1.11) (.45) (3.67) 80
~-.03 .24 .52 .40 (37,87)
242, | BR2 32| 2.26
(-2,73) (.60} (.84) {4.13) 51
-.04 .15 1.05 .39 (37,871
243, |BR2 33| 2.27
' (-2.63) (.37) (1.15) (3.97) 51
-.03 .32 .24 .38 {44,87)
244, |BR2 .28 2.33
(-1.80) (.69) (,35) (3.63) 44
-.04 .21 .81 .37 [44,87]
245. |BR2 29| 2.32
(-1.92) (.43) (.83) (3.46) 44
-.02 .42 ~.51 .39 (44,871
246. |BR2 29| 2.38
(-1.34) (.91) (-.89) (3.70) 44
~.02 .48 -1 .37 [44,87]
247, |BR2 31| 2.44
(-1,10)| (1.04) (-1.26)| (3.54) 44
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The first point to note is that the results are un-
satisfactory when the dependent variable is in level rather
than first difference form (tables 5.31 and 5.32); there is
evidence of serious autocorrelation, and the model is not
much improved by the inclusion of an adjustment mechanism,
especially considering the implausibly low estimates of the
adjustment coefficient, The only redeeming feature of these
results is that the estimated coefficient attached to X38 is
in the main positive and significant. The other results
clearly show that, for the period 1961 (2) to 1973(4) at least,
the excess of planned private investment expendituré (X38) is
significant in explaining the variation in the change in the
two-year government bond rate; that the excess of government
investment expenditure (XGS) is also significant if not to the
same extent, but that the excess of consumer durable expendi-
ture (XCS) is not significant. The overall degree of
explanation, as indicated in tables 5.33 to 5.35, is not high,
nevertheless, it does increase quite dramatically when the
excess of planned expenditure variables are included - see
especially regressions number 234 to 239 - and it bears repeat-
ing that the data is in first difference form, and in addition
there may be erratic seasonal influenceslq contributing to the
variation in the rate of interest and these will not be

accounted for.

14
Although the interest rate variable R2 does not exhibit
significant stable seasonality - see the data appendix -
part of its variance may, nevertheless, be due to seasonal
factors.
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The expected directions of the relationships between
the interest rate variable and (i) national expenditure and
(ii) the money supply, were not wholly confirmed by the tests.
This is the case in table 5.33 but again these results based
upon the inclusion of a partial adjustment mechanism are
implausible; the estimated value of the adjustment coefficient,
as in the tests reported in table 5.31, is very low. The
results presented in table 5.34 provide an interesting com-
parison of the performance of different definitions of the
money supply. Although none of the coefficients are statistic-
ally significant it is noteworthy that the estimated positive
relationship between DR2 and the money supply narrowly defined
(DM1S), changes to an expected estimated negative relationship
when (1) overdraft limits and (2) treasury note holdings and
S.T.M.M. deposits, are included in the money supply. This
result carries over to table 5.35 where tests of equation
(8.20) are reported. The change in sign from positive to
negative and the loss of statistical significance of the
regression coefficient associated with national expenditure
when the excess of planned expenditure variables are included
in the regression equation (table 5.34), is consistent with the
hypothesis that it is these latter variables which are the

prime instigators of change in monetary variables.

The results presented in table 5.35 provide some support
for the hypothesised distributed lag relationship between X3S
and DR2; the estimated regression coefficient associated with

X3S is highly significant, however, in common with the other
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results, the overall explanatory power of the model is not

great.

6. A Summary of the Findings

In general the tests are consistent with the finance

motive being empirically important, The major findings are:

(1)

(ii)

(iii)

(iv)

(v)

that the period of the tests (1954(1) to 1973(4))

can be divided into two distinct sub-periods: up

to about 1960/61 and thereafter, and that the
distinction between these periods bears on the
testing of the finance motive - see appendix 8.1;"
that the major response of the money supply occurs
four quarters after expenditure on private fixed
investment is planned15 although there is evidence
of that response beginning during the second quarter;
that the excess of planned private fixed investment
expenditure proxy (XP3S) is significant in explaining
the variation in the change in the money supply; in
velocity, and in the change in velocity;

that the explanatory power of XP3S is, if anything,
greater in explaining changes in real rather than in
nominal money balances;

that XP3S performs better in models in which the

money supply is defined as a transactions medium

15

Or at least four quarters after these plans have been
elicited from business.



(vi)

(vii)

(viii)

(ix)
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(K1s, K2S, and M1S) rather than as the broader
transactions/asset medium M3S;

that the unlagged form of the excess of planned
private fixed investment expenditure proxy (X3S)

is significant in explaining the variation in the
longer-term rate of interest, and in the change in
the rate of interest. This, when viewed in con-
junction with point (ii) above, suggests that the
initial demand for liquid assets, following an
increase in planned expenditure, precipitates first
a port-folio shift out of longer-term assets, and
second a delayed -accommodation of the money

supply;

that the excess of planned consumer durable expendi-
ture proxy (XCS), notwithstanding some isolated
indications to the contrary, is, on the whole, not
significant in explaining variations in the rate of
interest or in the money supply;

that the excess of planned government fixed invest-
ment expenditure proxy (XGS) on the whole does enter
significantly into a demand function which has the
rate of interest as the dependent variable;

that the S.T.M.M. rate of interest is more approp-
riate as an explanatory variable in the demand
function for money than is either of the two longer-

term bond rates.
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APPENDIX 8.1

Introdution

Kavanagh and Walters [1966] could not decide which
variable belongs on the left-hand side of the macro-demand
function for money. Lewis [1977] on the basis of an
Australian study concluded that the rate of interest is more
appropriate than the money supply. However, whether the money
supply, the rate of interest or the level of income contributes
most in the short run to the removal of a non-zero excess
demand for money is not a puzzle which can be solved definitive-
ly by theoretical enquiry; rather it is one whose solution for
any time period depends on the then existing institutional
framework. It will be argued in this appendix that the Austral-
ian monetary environment of the 1950's was different from that
of the 1960's and early 1970's in respects which bear on the
appropriate specification of the demand function for money and
which are particularly pertinent to the testing of the finance
motive. While this contention is the prime concern of this
appendix it is useful for two reasons to consider first the
wider but related issue of whether the money supply is
endogenously or exogenously determined; (i) because it provides
a contextual framework, and (ii) because of the opportunity it
gives of considering the relationship of the finance motive to
this issue. The first section considers this issue; the
second examines some Australian institutional evidence, and the

third presents some tentative statistical evidence.
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1. Endogenous vs Exogerious Money Supply

There is a whole spectrum of opinion in monetary
economics. However, it is possible to distill the essential
difference between the assumptions - for that is what they
are - of the Keynesian and monetarist approaches. The former
approach assumes that certain schedules are volatile, the
latter assumes that they are stable. The question of the
interest elasticity of certain schedules is a side issue which

1
has little real bearing on the debate.

It is this different view of the economy - possibly
devolving from the respective political and ideological stances
of the protagonists -~ which essentially underpins the debate
about the exogeneity or endogeneity of the money supply gener-
ating process. This is not to say that the workings of the
economy in a particular institutional environment will not
determine whether the money supply is generated endogenously
or exogenously, it is to say that two observers of this process,
faced with the same evidence, can reach and have reached
different conclusions. Because the money supply, base money

and economic activity are strongly correlated over time it is

Friedman [1969, p. 155 and 1972, p. 913], for example, has
stated, quite rightly, that his model and conclusions are not
affected by a high interest elasticity of demand for money
provided that elasticity does not approach infinity. To
continue to distinguish between the two approaches by '
associating a vertical LM curve with the monetarist system and
a horizontal LM curve with the Keynesian system is even more
difficult to understand when the originator of the liquidity
trap avowed that he knew of no case of it hitherto, and no
empirical study has been able to substantiate its evidence.
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comparatively easy to fit a number of hypotheses which will
remain unrefuted by the 'facts'. This is a contention of

Kaldor [1970a]l and Cramp [1970, 1971].

If Kaldor's Christmas spending example is excluded, he
identifies two ways in which the money supply may be endog-
enously determined yet precede the change in activity with
which it is associated. These are: (i) through some firms
borrowing in order to increase their inventories; the supply-
ing.firms being content to run down their inventories before
increasing production and (ii) through the built-in fiscal
stabilizer ensuring that as economic activity expands, govern-
ment tax receipts rise correspondingly, causing the govern-
ment's borrowing requirements to fall. The crux of the argument
is that the higher taxes concomitant with increasing economic
activity will reduce the government's borrowing requirements
and thus contribute to monetary ease (especially when delays in
tax collection are taken into account) at the very time when
credit restrictions may be thought appropriate. If the central
bank pursues a 'passive' policy of stabilising interest rates
it will act to reduce the money supply; thus the money supply

may decline prior to the downturn in economic activity.

Cramp concentrates on the first, and for him crucial,
monetarist transmission link: that between base money and the
money supply. He considers two alternative policies of
central banks in a growing economy. The underlying premise

is that in such an economy there will be a tendency for the
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demand for credit to rise and therefore a tendency for the

rate of interest to rise. The first alternative is to re-
strict bank lending and rely upon other financial intermed-
iaries to supply the necessary credit and accept the consequent
rise in interest rates. The second alternative is to stabilize
interest rates by continually providing the means by which the
commercial banking system can expand loans and accept the con-
sequent growth in the stock of money. Cramp argues that no
central bank has consistently followed the first alternative
(and this, it can be noted, is certainly true of the Reserve
Bank of Australia notwithstanding its acquiescence to a great-
er flexibility of interest rates in the 1960's and the 1970's),
thus paralleling Kaldor's view that central banks, in the main,
order the quantity of base money to the need to stabilize
interest rates. According to Cramp the consequences of
central banks not doing this, apart from the adverse effects

on the government's own borrowing program, may well be the
financial collapse of sections of the private sector which,
during periods of monetary stringency and attendant rising
interest rates, may have been forced to borrow short in antici-
pation of being able to refinance their debts in the, central
bank induced, easier monetary climate of the future. Cramp

2
concludes that base money is endogenously determined and thus

2

Laidler [1960, p. 861 has suggested that the quantity of
reserves made available to the commercial banking system

by the central bank may be used to identify the demand
function for money. The problem he was referring to is that
of statistically estimating the demand function for money
when the observable dependent variable is not the demand for
money but the money stock. As this stock - at least in



311.

the first monetarist link between base money and the money
supply founders as, consequently, does the second bétween

the money supply and economic activity.

The monetarist's response to these arguments - see
particularly Friedman [1970d], Brunner [1971], and Walters
[1970] - is to point out first, that they make no claim that
increases in the money supply are exclusively exogenous;
second, that while the timing evidence does not conclusively
support their case, it is persuasive, and third, that their
conclusions are not based upon the timing evidence alone but

as well on other less quantifiable factors.

The first point is something of a quibble, in that both
Kaldor and Cramp would no doubt admit the possibility of
exogenous increases in the money supply; the issue is not,

is it one or the other, but which is the more important and

equilibrium - is determined by the interaction of supply and
demand, single equation estimation may give misleading results.
While the use of a simultaneous equation estimating procedure
may overcome the problem, this is feasible, only if exogenous
variables exist which be be included in one equation and
excluded from the other. A necessary condition for i