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SUMMARY

The research reported in this thesis has been undertaken
with the objective of adding to the understanding of mixed-
model assembly. In the introduction, the nature of the
problem is presented in general terms and the main work

already done on it is reviewed.

Next, the assembly problem is theoretically formulated
and the methods of assembly-line balancing are discussed in
relation to the requirements of an effective assembly operatic
It is shown that known methods have deficiencies and that the
practical characteristics of the assembly line play a large
part in determining which deficiencies are or are not

acceptable.

The theoretical formulation is followed by a description
of a computer program developed to investigate various aspect:
of assembly-line balancing. Considerable attention is given
to economy in use of core store by the packing of precedence
and other assembly information within the computer words.
Various heuristic balance procedures are investigated and
conclusions are reached that account for the relative
effectiveness of certain of these procedures. Methods of
achieving special requirements in assembly operations (e.g.
allocation of special tasks to special stations) are included

in the program and important implications of these procedures



SUMMARY (contd.) - 2 -

are identified and discussed. It is concluded that there
is a need for a proper understanding of these implications
if computer techniques are to be applied effectively to the

analysis and planning of assembly operations.

The investigation of balancing is followed by a
description of a detailed computer simulation program prepare
to study assembly-line performance. The inputs to this
program are the allocations of work obtained from the balance
program together with the mixed-model production requirement.
This latter may be in the form of a specific sequence of
product units or as a plain statement of how many are require
of each model. The simulation is general enough to be applie
to a wide range of assembly problems and permits variation of

a wide range of parameters of the assembly.

The mathematical model on which the simulation is based
includes algorithms for automatically generating acceptable
sequences of product units both where no constraint is placed
on the nature of the final sequence adopted, and where only a
limited modification may be made to some given sequence of
units. The effect of permitting operators to move out of
their stations by different amounts upstream and downstream i
examined, and the effect of permitting and excluding concurre
of operations when one operator is forced into another

operator's station is investigated. The simulation program
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has proved to be a powerful heuristic instrument and a

variety of interesting conclusions are reached.

Next, the thesis reports the results of the application
of the balance and simulator programs to a practical problem
represented by a small self-contained assembly-1line used for
assembling front seats of motor cars. The results of this
work showed the automatic sequencing algorithms of the
simulation to be effective in setting up acceptable sequences
in various situations. The balance program showed that
significant economy in core store usage is obtained without

severe penalty in computational speed.

The thesis ends with a discussion in which general
conclusions are drawn from an overall consideration of the
whole of the research and in which areas for further research

are identified.



This thesis contains no material that has been
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CHAPTER 1. INTRODUCTION

1.1 Historical background

Traditionally, assembly lines have been used to
assemble large numbers of exact copies of a given product.
The principle used is to carry a sequence of products past
equally spaced operators at constant speed. Each operator
must execute a predetermined set of tasks in the period
while a product unit is moving past a zone allocated
to him and called his station. The fundamental problem
of the assembly line thus defined is the allocation of work
to operators in shares that are as equal as possible. The
allocation is constrained by rules that require certain
tasks of the assembly to be done before others and by the
need for tasks not to be subdivided beyond some predetermined

level.

Consideration of any familiar small assembly operation
(e.g. changing the wheel of a car) illustrates that many
different combinations of the tasks of the assembly would
achieve an acceptable end result. Consideration of the
difficulty of sharing out the tasks in the wheel example
given above equally between say, four people,illustrates

the difficulty of the allocation.

One method of allocating is to identify every feasible

combination of tasks, where a feasible combination is a



combination that results in correct assembly of the
product without any task requiring to be executed more
than once. From this set of combinations the best is
chosen or, in case of a tie, one of the best, and the
result is an optimal solution. The difficulty is that
there are often several million feasible combinations in a
practical assembly operation and the method fails through

the sheer volume of the computation.

One of the first mathematical formulations of the
assembly-line balancing problem was given by Salveson [181]
who proposed a linear programming solution which was too
ardyous to be practicable. Jackson [7] proposed a dynamic
programming solution in 1856 and Held et al. [3] proposed
another dynamic programming solution in 1963. Both these
methods were able to identify the best solution but on
account of the heavy computational load were not suitable
for practical assembly lines. Held et al. [ibid.] also
proposed a dynamic programming method that although it was
unable to identify the optimal solution, nevertheless
was able to produce near optimal solutions for full-scale

assembly operations.

Various heuristic methods designed to produce an

acceptable solution quickly were produced during the early



and middle sixties. In most instances these methods were
well suited to automatic-computer solutions. Examples of

the method are Kilbridge and Wester [9}, Helgeson and

Birnie [4], Moodie and Young [15], and Mansoor Li%]. In

the latter two references more complex second stage
procedures were presented that allowed near optimal orquPﬁ;Wﬁ
solutions to be obtained at the cost of an additional
computing load. An interesting review of the earlier work
was given by Ignall [6] and an informative discussion of

the general problem posed by the assembly line was presented

by Kilbridge and Wester [10] in 1981,

Tonge [21] in 1965 presented a method based on a
probabilistic combination of heuristies, while Arcus [1]
proposed an interesting and effective method in which a
large number of feasible solutions were generated by a
random number technique and the best result was selected.
Buffa [2] reported experiments by A.A. Mastor in which the
various methods were examined and compared. Later work on
balancing mainly concerned with modification of algorithms
and improvement of techniques was presented by Mansoor and

Yadin [14] and Heskiaoff and Weinstein [5].

Within the last few years, prominence has been given

to the problem of making different models of the same general



product on one assembly line. This poses two main
problems. First the work of the different models reguires
to be allocated to the stations. Methods are proposed

for this by Thomopoulos [19,20] and Macaskill [12].

Arcus [1] discusses this problem briefly. Then, having
allocated the work, it is necessary to consider the
sequencing of the product units onto the assembly line.
Because of the different work content of the different
models an ill-conditioned sequence can severely degrade
assembly performance. Aspects of this problem are
considered by Wester and Kilbridge [22], Thomopoulos [ibid.l,

and briefly by Arcus [ibid.].

1.2 Method of presentation

In this thesis the problems of balancing and of
sequencing for mixed-model assembly are examined and
computer techniques are developed for their solution.

The material of the thesis 1is presented as follows.

In Chapter 2 fundamental aspects of the problem are
considered. First, relevant elements of graph theory are
presented and important features of single-model assembly
are summarised. This leads on to two characterizations
of the mixed-model assembly line. The mixed-model balance

problem is then formulated and the philosophy of the use



of assembly lines in production processes is discussed.
Finally two alternative methods of solution of the mixed-

model assembly problem are described and discussed,

Chapter 3 is concerned with practical considerations
of the balance problem and with its solution by automatic
computation. Matters in single-model balancing that
relate to mixed-model balancing are discussed and the two
methods of solving the mixed-model balance presented in
Chapter 2 are dealt with in more detail. Heuristic balance
procedures are described and explained and material of
interest in the development of the computer program used
here for balancing are presented. Aspects of single-model
balancing that relate to mixed-model work are investigated
and the results of computer running are given and discussed.
Alsc, results obtained with one of the proposed methods of
mixed-model balancing are considered, and methods for

achieving special balance requirements are described.

Chapter 4 is concerned with the computer program that
has been developed for simulation of assembly line
performance. The problem to be solved by the simulation
is given, and the mathematical model is defined. The
method of application of this model to the computer is
explained, and algorithms for automatically generating

suitable sequences of units in various conditions are



presented. Simulator test running is described and the
results are analysed., A considerable number of interesting

conclusions are reached.

In Chapter 5 the balance and simulation computer
programs are applied to a practical assembly-line problem.
The results of a number of computer runs are reported and
analysed, and conclusions are reached concerning assembly
line behaviour and performance of the sequencing algorithms.
Results concerning the allocation of tasks that require

simultaneous work by two operators are discussed.

Chapter 6 presents a discussion of the major
conclusions of the research. The conclusions are presented
under the headings concurrency of work, prediction of
assembly performance, speed and practicability of
computations and the organization required for the planning
of assembly operations. It is considered that the findings
given under these headings have a wide application and are

of considerable interest.
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CHAPTER 2. THEORETICAL FORMULATION

The analysis of an assembly operation can best be
formulated mathematically by using some of the concepts
of graph theory [8]. Much of the notation and terminology
used in discussion of mixed-model assembly is based on that
used by Reiter in a recent presentation of the character-

ization of single-model assembly lines [17].

2.1 Elements of graph theory

A directed graph 6 = (N,L) is defined algebraically

as a finite non-empty set N of unordered elements and a
finite set L whose elements are ordered pairs of elements

of N. The elements of N are called nodes and are denoted by
i or n., i=1,2,...,g. The elements of L are called arcs
and are denoted by 1h,h = 1,2,...,f. We write lh = (ni,nk)
or 1, = (i,k) signifying the arc with initial node n; or i
and terminal node n, or k. A node that is neither an

initial node nor a terminal node is called an isolated node.

For the application of graph theory considered in
this thesis it is important for the elements n; and n,
defining an arc to be distinet. Any reference to a graph
in this thesis therefore carries with it this implication.
Despite this exclusion it is useful to note that an arc
with initial node n; the same as its terminal node n,

is called a loop.



If ng, nz,...,ng are distinct nodes of G such that

(ni, ni+l)eL, i=1,2,...g~1, then the sequence

nl’(nl’n2)’n2"""ni’(ni’ni+l)’ni+l"""’ng

defi hai 1 -

efines a chain of length (g-1) from node n, to node ng-
This chain can be described unambiguously either by the
sequence of nodes Ny nz...,ng or by the sequence of arcs
(nl,nz), (n2’n3)""(ng~l’ng)' An arc (ni,nk) is a chain
of length 1. An arc (ni,nk) is said to be redundant if
there exists in addition to the arc itself a chain from

ni to nk.

A cycle is a chain except that ng = n,. A graph

that contains no cycles is called acyclic.

The terms elemental task and assembly operation will

be used frequently in the material that follows. An
elemental task is a member of the set of the economic
subdivisions of the work entailed in assembling some
product. An assembly operation is a set of elemental tasks
so ordered and selected that all can be completed. Such

a set of elemental tasks is called feasible. An assembly
line will be regarded as continuously in operation from

start to finish of a production period or shift. Typically,

this period would be of about 8 hours duration.



2.2 Single-model assembly line

Before developing a graph-theoretic representation
of a mixed-model assembly line, it is helpful to summarise
certain aspects of Reiter's representation L[17] for

a single-model assembly line, as follows:-

A single-model assembly line is characterized by

an acyclic directed graph G with nodes N = {nl,nz,...,ng}
and arcs L = {11,12,...,lf}, together with a set of

durations t = {tl,t .,tg} where ti>0 is associated

g
with node n;. The presence in 6 of a node ny indicates
that an assembly task i of duration t; is part of the
assembly operation characterized by G. Also, the presence
in G of an arc 1, joining n, to n, indicates that task i
must be completed before task k can start. We write

1, = (ni,nk) and n; > n or, alternatively, i » k.

The concept associated with the notation i - k is called

a precedence relation. If y(i) represents the time at

which i is started, then i » k implies
y(1) + t; = y(k) «se (1)

A single-model assembly line defines the precedence

relations in assembly operations that permit manufacture

of identical copies of a given product model in any

quantities required. The relation (1) specifies that in
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the assembly of a particular product unit the ith
task must be complete before the kth may start. A further
constraint may be placed on the assembly operation by

requiring that there shall be no concurrency of tasks in

a particular product unit irrespective of whether or not
precedence relations apply in the instance concerned.
Concurrency of tasks takes place when two tasks in one

and the same product unit are being carried out
simultaneously by separate agencies. Constraint on con-
currency of tasks plays an important part in assembly line

behaviour and is discussed further later in this Chapter.

2.3 Mixed-model assembly line

A mixed-model assembly line defines the precedence

relations in an assembly operation that permit manufacture
of a number of sets of identical copies of different

product models. 1In general such models will have some

tasks in common. This leads to an obvious multigraph

representation as follows.

2.3.1 Multigraph characterization

A set of assembly operations associated with models
M= {1,2,...,p} 1s characterized by a set of acyclic
directed graphs S = {Gl’GZ""’Gp}' Each graph Gm

is associated with model m,has nodes N(m) = {n(m)l,n(m)z,...
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and arcs L(m) = {l(m)l,l(m)2,...} together with a set

of durations t(m) = {t(m)l,t(m) } where t(m)i>0

29!..
is associlated with node n(m)i. In corresponding manner
to the single-model graph G we take l(m)h = (n(m)i,n(m)k)
to indicate that n(m). - n(m),. We write i(m) -+ k(m)

to signify that task i of model m precedes task k of

model m.

The graphs G G G3 shown in figure la are called

1° "2

precedence graphs or diagrams and characterize assembly

operations for models 1, 2, 3. To illustrate the notation

used, in G, the node labelled 3(1) has the number 0.42

1
associated with it. This signifies that task 3 of model 1
has a duration 0.42 time units. Certain nodes have equal
durations (e.g. 2(2) and 5(3)). Tor the purposes of the
following example assume that when two nodes have equal

duration they both relate to the same task (e.g. the tasks

2(2) and 5(3) are the same task).

2.3.2 Characterization by combined graph

A combined precedence graph GM that characterizes the
set of models M = {1,2,...p} may be obtained from the

graphs Gl’GZ""’Gp as follows:-

(i) Form the set of nodes N(M) from the sets of

nodes N(1),N(2),...,N(p) associated with models



0-61

(a) Precedence graphs for models 1, 2 and 3

(¢) Egquivalent precedence graph for model 2

FIGURE 1 : DEVELOPMENT OF COMBINED PRECEDENCE GRAPH



= i =

1, 2,...p, as follows

N(M) = N(1) u N(2) U ..... U N(p)

(ii) Form the set of arcs L(M) from the sets of
rares L(1),L(2),...,L(pP)
L(M) = L(1) v L(2) v «.... u L(p)

Redundant arcs in GM may be omitted.

Figure 1b shows the combined graph Gy obtained from

G G3 of figure la. The nodes of GM have been numbered

12 >
arbitrarily. Arcs (1,4) and (1,68) are redundant and may be
omitted. Node 6 of Gy, node 2(1) of Gl, and node 4(2) of
G2 all relate to the same task. The duration (0.38 time
units) of task 2(1) is therefore the duration associated

in figure 1b with task 6.

In order to identify whether node n(M)i of GM
represents a task of model m, a vector V(i) is associated

with every node n(M)i and is called a model identification

vector, where

V(i) = (Vim|m = 1,2,...5p)
If model m does not contain task n(M)i then Vin T 0: if
it does contain this task, then v._ = 1. Let the duration

im

associated with every node n(M)i in Gy be multiplied by
the mth component of the vector V(i), and let the result

of the multiplication be associated with the relevant node
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1
n(M);. Then, a new graph G will be obtained that is
equivalent to Gm’ one of the graphs from which GM was

formed.

As an example, from figures la and 1b we have
1

v(6) = (1,1,0) and graph G, in figure lc is equivalent

ta 82 of figure 1la.

This second characterization is well suited to the
attainment of savings in usage of rapid access storage

in computer assembly-line-balance problems.

2.4 The assembly-line balance problem

In the balancing of an assembly line, the assembly
tasks are apportioned to work stations manned by one or more
assembly workers. The product is transported past these
stations in a way that facilitates the requirements for
its assembly. The mixed~model balance problem is formulated

below.

2.4.1 The mixed-model balance problem

Let set H have members S(m), where S(m) corresponds
to the mth product model. Let each member S{m) be a set of
sequences B(m)l, B(m)z,..., where the number of members
need not be the same in each set of sequences. Let each
task i of each model m occur exactly once in one and only

one sequence B(m)j of the mth set of sequences S(m).
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If the sets S{m) are to be feasible thers must exist a

situation such that if

(a) B(m)j = (n(m)jl,n(m)jz,...,n(m)jf), oo (2)
then,
Y(n(m)jk) + t(m)jk < Y(n(m)j,k+1 ), ees (3)

Wher’e k = l’2’.l.,f-l

and m 1,2,...,p
where f is the final node of each sequence

B(m)j and where p is the number of models.

b B I . o fins =Kaos i ees (H
(b) (m)J (n(m)Jl,n(m)Jz, n(m)]g) (4)
and
B(m)j+1 N (n(m)j+l,l’n(m)j+1,2""’n(m)j+l,h)
« s 0 (5)
then

Y(n(m)jg) + t(m)jg < Y(n(m)j+1,l) oo (6)

The sequence B(m)j represents the ordered set of tasks

of model m that are done in assembly station j. Condition

(a) specifies that for every unit of each model the order

of the tasks in B(m)j shall be consistent with the
precedence relations. Condition (b) requires that for every
unit of each model all tasks in a given station must be
complete before the first task in the succeeding station

is started, or in other words, that there shall be no
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concurrence of operations in different stations.

The work content w_ of model m is given by

9y
L
i=1

where q, is the number o elemental tasks in model m.

A production period is called a shift and has duration T

time units. Let f(m) be the number of units of model m
required per shift and let p be the number of different
models required. Then the total work content WT of the

shift is given by

WT = E f(m)wm vee (7))
m=1

Let A be the number of assembly stations needed to meet
the production requirement of the shift and let the total
effort supplied for the shift be defined as AT, the total
potential for doing work during the shift. Then, the

operator idle time I accumulated during the shift is given by

I = XT—WT ... (8)

%* Note that although according to condition (b) above no
two operators in different stations may work simultaneously
on the same product unit, there is no objection to
concurrent operations on different product units. Indeed,
this concurrenc. of work on different units is one of the
key features of the assembly line.
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The mixed-model balance problem may now be formulated
as follows: determine feasible sets S(m) that permit a
production requirement f(m) to be met for each model m
and that minimise the idle time I. A perfect solution is

achieved when WT = AT.

2.4.2 Assembly-line philosophy

Before considering methods of approach to the balance
problem, discussion of the practical philosophy of the
assembly line is given. It will be seen that no sclution
method for the mixed-model assembly problem will fully

satisfy all the requirements of a practical assembly line.

In a practical assembly line products are transported
from worker to worker. The intention is to allocate the work
in such a way that each worker may complete his allocation
before each product leaves an area in which it is
permissible for him to do his work. The main advantages
conferred by the use of the assembly line are:-

(i) The efforts of many workers of different skills

can be applied efficiently to a single unit of a
product. As a corollary, much advantage will be
lost if workers are allocated tasks in which

they are not skilled. The regularity with which
a given type of work can be allocated to a given

worker will affect the investment needed in the
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training of workers for their tasks.

(ii) Each worker can be given room to do his work
unimpeded by other workers. Tools and materials
can be placed to suit the convenience of the
worker, and hence to reduce unproductive work
entailed in their movement to the job and

away from it.

(iii) Work can be shared out fairly between workers,
and by proper allocation of tasks worker idle

time can be kept within bounds.

(iv) The passage of products at a constant speed
facilitates the maintenance of an agreed rate of
working. This has the double advantage of
keeping up an acceptable production rate and

of facilitating the planning of future work.

2.4,3 Mixed-model balance by multiple individual

balances (method 1)

The first approach to the mixed-model balance is
suggested by the multigraph characterization given in 2.3.1
above. This entails the execution of individual balances

for each model.

The theoretical aspects of single-model balances are

suitably presented by Salveson [181, and particular matters
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that have relevance here are now presented.

It is required that the rate of transport of product
units shall be constant throughout the shift and the basic
principle of the balance is the apportionment to assembly
stations of amounts of work that are as nearly as possible
equal to each other. Let cj be the duration of tasks

allocated to station j. The quantity c where

Cc = max.c. cee (9)
1]

is called the cycle time. In order that no worker need leave

his station to complete his task, the time taken for each
unit to pass through each station is set equal to ¢ and is

here called the station passage time. In these conditions

it can be shown that the interval between application of
units to the assembly line should also be set equal to c.

This interval is called the product launch interval. For

present purposes it is assumed that there will be one
operator per station giving an operator effort per station

per product unit of c¢ cperator time units.

In a development of the single-model balance to cater
for the mixed-model situation [Wester and Kilbridge, 221 it
is assumed that the work required can be evenly divided
between the stations. That is, in theory, we may write

c(m)j = clm), §=1,2,...5A eea (10)
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where c(m)j is the work required to complete the tasks
allocated to station j for model m, and c(m) is the effort
available at each station for model m. A is the number of

stations in the line.

The work allocated to each station for model m will,
in practice be less than or equal to the effort ¢(m)
supplied at the station and will, in general, approximate

closely to c({m). c(m) is called the model cycle time

of model m.

If f(m) is the number of units of model m required, the
effort made available at each station for all the units of
model m is c(m) f(m), and the total effort available at
each station during one shift is given by

ﬁ c(m) £(m)

m=1

If units are launched at equal intervals®*, the minimum
launch interval 8 that will guarantee that work required

does not exceed effort supplied is given by

% The solution by launching at variable intervals is
considered by Wester and Kilbridge [22] as well as fixed
interval launching. Consideration of variable interval
launch is purposely omitted here because it is considered
that, in general, it presents so many practical
difficulties that it has no place in a general treatment.
In particular instances the method may be of considerable
value.



- 20 -

B = E c(m) f(m) / E f(m) een (11)
m=1 m=1

This relation shows that if c(m)maX and c(m)min are

the maximum and minimum values of c¢(m) and if c(m)max >

cm(min) then

c(m)max > B > C(m)min’ eee (12)

where B is called the production cycle time.

2.4.4 Discussion of method 1

The foregoing abbreviated treatment is sufficient to
demonstrate the two serious weaknesses of method 1 as
follows:-

(1) Consider, as an example, a 4 station mixed-model
assembly line. Modell is assumed to contain
tasks {1,2,3,4,5,6,7,8} allocated evenly to
stations as follows:-

Station 1(1,2), station 2(3,4), station 3(5,6),
station 4(7,8).
If model 2 contains tasks {3,4%4,5,6}, the
allocations, again made evenly, might be
station 1 (3), station 2 (4), station 3 (5),
station 4 (6).
Because of the even distribution the work in

stations 1 and # for model 2 has nothing in
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common with the work in stations 1 and U

for model 1.

Such a distribution is likely to break the
rule that workers should be allocated tasks

in which they are skilled.

Operator idle time cccurs from the instant when

an operator has finished his tasks on one unit
until work becomes available on the next unit.

Congestion occurs from the instant when in order

to finish his tasks an operator is forced to
leave his station until these tasks are finished
or work on the unit is terminated. Operator idle
time and congestion can easily occur with

balance method 1. Consider, as an example, a
situation in which model p is the model with
greatest work content, and let b units of this
model reach the line in immediate succession.

Let entry time of the first mcdel be zero and

consider station 1.

Duration of work on b units of model P be(p)

"

Time of entry of unit (b+l) to line bg

The period t,. between completion of work on unit

D
b and entry of unit b+l is given by
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tp = bec(p) - b8

iy

If/g = 3 minutes, 8 = 2 minutes (not
unreasonable values) and b = 10, then

t, = 10 minutes.

In other words, because of congestion, the
operator in station 1 cannot start work on
unit (b+l) until 10 minutes after it has
entered his station. The situation is
ridiculous and is caused by an unsatisfactory
sequence of models on to the line. Correspond-
ing difficulties arise when an unrelieved
sequence of models with model cycle times
significantly less than the launch interval

is applied to the 1line.

2.4.5 Solution by aggregated task-group allocation (method 2

Consider figure 1b and let the sums A, be formed where

Ai = mgl t(M)iVim f(m); i=l,250-.’q e a e (13)

where q is the number of nodes in the combined precedence
graph GM and where v, is the mth component of the vector
V(i) associated with node i (see Section 2.3.2 above). A,

is interpreted as the aggregated duration of every repetition

of the elemental task i for every unit in the model mix
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during the shift and is called the task group duration

of 1. Let F be a set of sequences Bl’BZ""’BA of nodes
n; of the set N(M) such that each n; ocecurs exactly once
in one and only one Bj. Consider the feasibility of the
Bj’ where

Bj = (njl’an""’njg) ees (14)

Bj is a sequence of nodes of the combined precedence
graph and has associated with it p sequences Bjm’ one for

each model in the mix where, for example,

B eo. (15)

im T "31Y31,m"52Y52,m 00 Mg g
Any sequence of tasks present in Bj will at some time
during the shift be associated with every model in the mix
in the form shown in eq. (15) above. The sequences
Bjm will be feasible only if the conditions given in
eq. (2) to (6) of 2.4.1 are met. In practice these
conditions are met if the precedence relations of the graphs
Gm are observed. Therefore if the sequences Bj are to be
feasible they must be such that none of the precedence
relations G are broken. But the precedence relations of
the Gm are all contained within the combined precedence

graph GM.

Therefore, if the Bj are consistent with the graph

G,, they will be feasible. The Bj will correspond to an

M
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ordered set of tasks allocated to station j. Further,

if nodes are allocated to station j as in eg. (1%) above,
then associated with each node nj}<there will be an
elemental task duration t(M)jl<and an a task group

duration A.. where
ik

Ajk =;m§1 t(M)j}yjlgm f(m) ... (16)

and from eq. (16) we obtain the total amount of

1
work Wj allocated for the whole shift to station j, thus

I ks I

where g is the last node in the sequence Bj' Since no
operator can during the shift do more work than one
operator-shift we have as the second condition of the

aggregated task group balance

[
T > Wis d = 152500000

The balance problem of method 2 is then as follows:
determine a set F of feasible sequences Bj such that A is
minimized and such that the total duration of the work

!

Wj allocated to station j nowhere exceeds the shift

duration T.
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2.4.6 Discussion of method 2

Method 2, balancing by aggregated task groups, has
the advantage that if one elemental task 1 is allocated to
station j, then so is every other elemental task i that has
to be done to assemble the whole model-mix. The allocation
of tasks to those trained to do them is therefore greatly

facilitated.

The method also has distinct disadvantages. Although
the work represented as a sum of task groups is shared
evenly between the stations, the tasks associated with a
given model will not, in general, be shared between stations
in the same even way. For example, in the illustration
given in section 2.u4.4 it was assumed that model 1 of a
model-mix contained tasks 1 to 8 balanced over four stations
thus:-

1(1,2), 2 (3,4), 3 (5,6), 4 (7,8).

The second model was assumed to contain tasks {3,4,5,61}.
The allocation of these four tasks obtained with method 2
would necessarily be

1 (0), 2 (3,4), 3 (5,6), 4 (0)
resulting in an exceedingly uneven distribution of work

between stations for model 2.

In practice, in exacting conditions, a severely uneven
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distribution of work may occur for some particular model.
If nothing can be done to modify this distribution, then it
may be necessary to increase the length of assembly line
allocated to certain stations. In extreme instances a
station passage time of three times the launch interval
might be required in one station. This has the immediate
disadvantage that the length of assembly line (and size of
in-process inventory) required may be much greater than that
required for method 1 above. There is the further
disadvantage that if the line has station equipment of low
mobility and if the model-mix is changed frequently, severe
difficulties may be met in properly locating the station

equipment.

Method 2 will also suffer from the same disadvantage
as method 1 in that the assembly line will be sensitive in
its behaviour to the sequence in which the units are applied
to the line. In fact, in general, the station passage times
will, in method 2, differ much more widely from the launch
interval than will be the case in method 1, and as a result
sensitivity to launch sequence will be more evident in

method 2 than in methocd 1.

2.5 Concluding remarks

The discussion of the two suggested balance methods
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shows that the choice offered is one that will be

decided from practical considerations. It is possible to
visualise situations in which either method might be
acceptable or unacceptable. Both methods are therefore

included in the work described in Chapter 3.

In the formulation of the balance prcblem, the
possibility of relaxing the constraints on the problem by
permitting concurrent work in stations has not been
included in any of the balance methods. However, in the
simulator runs situations are investigated both where

concurrent work is permitted and where it is excluded.
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CHAPTER 3. COMPUTER BALANCE-PROGRAM

3.1 General

The problems of single-model and mixed-model balances
have been formulated in Chapter 2. Chapter 3 1is concerned
with the practical aspects of applying the problem as
formulated to a computer and with the quality and nature of
the solutions obtained. It was shown in Chapter 2 that both
variations of the formulation of the mixed-model balance
were closely associated with the single-model problem.
Practical aspects of the formulation of this latter problem
are therefore presented now, and lead on to the discussion

of the practical aspects of mixed-model balances.

The discussion of single-model balancing and of heuristic
procedures that follows relies for its material on many
sources. The following references however, in particular,
have a general relevance to the material presented.

Salveson [18], Helgeson and Birnie [#], Moodie and Young
[15], Mansoor [14#], and Kilbridge and Wester [101].
Throughout section 3.2 below it is assumed that each

assembly station is manned by a single operator.

3.2 Single-model balancing, practical considerations

3.2.1 TIterative method

An assembly situation is as follows. The duration of
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the ith elemental task of a single-model product that has
k tasks is ts. Shift duration is T; production require-

ment is P units per shift. The maximum value c__  of

cycle time that will permit the requirement to be met is

Chax - T/P eee (1)

Let A be the number of stations required. Knowledge of

e B permits definition of lmin,the minimum number of
stations by which the production requirement could

theoretically be obtained, as follows

k

k
rs: = J Yije___, where ti/

e is an integer
min 1 max i max

k
t. '
or A_i. l:izl l/cmax\\ + 1, otherwise

where the square bracket denotes that the non-integer part

of its contents is to be discarded. Having obtained Ao

in’
the minimum theoretical cycle time Crin is given by
k
t.
c - = z l/)\ - L (2)
min 151 min

As an example let T = 480 minutes, P = 240, then
Chax - 2 min.

Let kX = 10 and let the 10 values of ti be

{6.5, 0.7, 1.1, 1.0, 0.4, 1.5, 1.2, 0.8, 0.4, 0.9}
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then %O
t. = 8.5
j=1 *
_ r8.5 -
and )\min - [T‘] + l = 5
- 8-5 - -
and cmin = S = 1.7 min.

If a balance could be obtained with ¢ = 1.7 and x» = 5,
there would be no operator idle time. Such a result is
unlikely but not impossible, and therefore the first attempt
at a balance might be made with c = Chin®

Assume that a method & has been defined in which
elemental tasks will be allocated to stations in such a way
that precedence constraints are observed and that the sum
of allocated tasks does not exceed the chosen value c of
cycle time. An effective approach to the balance would then
be as follows.

(1) Attempt to balance by applying the method ¢

with cycle time equal to c_; ~and with Ani

in

stations. If the balance fails go to (ii).

(ii) Let ¢ = ¢ + 8c where 68c is an arbitrarily

min
chosen small increment of cycle time. Attempt

again to balance to c¢. If the balance fails then

set ¢ = cmin + 26c and continue with balance

attempts and increments either until a balance
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is achieved or until the incremented value

of ¢ exceeds ¢ .
max

(iii) If the cycle time exceeds c .. the production
requirement cannot be met (see eq. (1) above).

Since a balance cannot be achieved with xmin

stations with ¢ < Crax® the value of A must be

increased if a balance is to be achieved

therefore let

and determine the new minimum value of c, céin’

that corresponds to this new value of A as

follows
X t
. _ .
Crin .Z /5t i) oo (3D
i=1
(iv) Proceed as in (ii) above with c'min in place
of Coin either until a balance is achieved or

c exceeds Crax® when the number of stations

must again be incremented as in (iii).

Various balance methods E are discussed later in this Chapter.
However, irrespective of the balance method chosen, a
balance will eventually be achieved by iteration in the

manner described above. Let overall balance efficiency be

defined as the ratio of work done to effort supplied and
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denoted by €. Then ¢ is given by

ti/re el (W)

™
1"
I e~1%

i=1

Note, in iterative balances, that if the final value
of ¢ is less than Coax> the shift production will be given
by T/c which exceeds the requirement P by a number of units
given by

1
T(E =

ol N o

) ees (5)

max

This extra production may not be required and,
indeed, may prove to be an embarrassment. Curtailment of
the shift duration may dso not be practicable, and in a
situation of this sort the single-pass approach described

below may be helpful.

3.2.2 Single-pass method

The notation used is that of 3.2.1 above. Apply the
balance method £ with cycle time equal to Chax where, as in
eq. (1) above,

Crax - T/P

but with the number of stations undefined. Continue
allocating tasks to stations until no more tasks remain to
be allocated. The number of stations A required in practice

is then given by the number required to complete the
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balance. The method has the advantage that the balance

is achieved in a single pass with the same number of
stations as would be achieved by the method & used with
iterative balancing. The disadvantage 1s that the operator
in the final station may be grossly underemployed. To

illustrate this consider a simple example where:-

P = 480 units, T = 480 min., k = 6
t, = 0.87 min., t, = 0.60 min., ty = 0.40 min.,
t, = 0.41 min., ty = 0.56 min., t. = 0.29 min.

)

Task 1 precedes tasks 2, 3 and 4, task U4 precedes tasks

5 and 6. From eq. (1), Crax 1.00. A feasible

allocation is as follows:-

Tasks Residue of
Station allocated effort
(mind (man min.)
1 1 (0.87) 0.13
2 2 (0.60),3 (0.40) 0.00
3 4 (0.41),5 (0.586) 0.03
i 6 (0.29) 0.71

The unused residue of effort in station 4 is 0.71
man min. There may be difficulty in ensuring that this
unused effort is not wasted. Balance overall efficiency
as defined in eq. (4) above in such circumstances tends

to reflect experience in the final station rather than
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excellence of balance method. This latter is better

represented by a criterionhere called the subterminal

efficiency of the balance €' where

¢! = sum of tasks allocated to first (A-1) stations
c(A=1)

cen (8)

3.3 Mixed-model balancing, practical considerations

Two methods for the mixed-model balance problem were
introduced in Chapter 2. These are now considered,

starting with method 2.

3.3.1 Allocation by aggregated task groups

Comparison of material on single-model balances just
presented with the mixed-model balance given in section
2.4.5 above shows a correspondence between the methods, in
which the single-model cycle time ¢ corresponds to the
shift duration and the ith elemental task duration corres-
ponds to the ith task group duration. We may achileve
balances by allocating in the one instance elemental tasks
to intervalsequal to the cycle time and in the other by
allocating task group durations to intervals equal to the

shift duration.

However, because T is the shift duration it is not
possible to make changes in T in a way corresponding to

changes made in ¢ in single-model balancing. Consider a
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mixed-model assembly with A stations and a production

requirement P, where

P = % P P is the number of models
m=1

and where Pj is the number of units required of model j.
If it is found that the task group durations Ai are such
they cannot be fitted into the A stations then either P
must be reduced or A must be increased. The method chosen
will depend on whether it is more important 1o meet some
given requirement or to avoid an increase in the number

of stations.

It has already been shown that allocation of complete
task groups results in allocation to a given station of
every representation of a given task. However by accepting
the condition that representative tasks might be allocated
to one of two given stations, balance efficiency can be

increased.

Consider a task group Ai that cannot be allocated to
station h because the duration of A, is too great by some
amount € work units. Let the duration of the elemental
tasks that form Ai be t;. Now, if some number n tasks
is removed from A, where nt; > e, then the modified task

group A, will fit into station h, and the residue nt;
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may be allocated to station h + 1. If the largest
duration of any elemental task were o, then the efficiency

in each station could never be less than
(T - a)/T

a remarkably high value since o would seldom exceed 1/200

of T.

Two penalties would be involved. First, the operators
in station h and in station h + 1 would both need to be
trained in any task that might straddle both stations.
Second, there could be confusion over execution of tasks.
For example consider that 7 units of model j are needed and
that in the allocation of the ith task group 4 units of
model j have been given to one station and 3 to another.
The operator in the first station might then be required to
remember that for the first four units of model j he would
execute task i, and for the final three units task i would
be executed in the next station downstream. A compromise
would be to permit nothing smaller than the duration assoc-
iated with all the units of a given model to be separated
for allocation to another station. Whether or not such
penalties could be acceptable would of course be a decision
to be made by the industrial staff responsible for the

assembly line. It is important, however, to draw the
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attention of those concerned to the existence of such
alternatives. To illustrate its feasibility, this
method of splitting is used in the balance runs in

Chapter 5.

3.3.2 Mixed-model balancing by multiple individual balances

A method, called method 1, that relies on repetitions
of individual balances has been formulated in Chapter 2.
This method is described in some detail [Macaskill, 121.
Comment will be limited here to a general discussion of the

method and its difficulties.

Consider a mixed-model requirement P where, as in

2.3.1 above,
P = E P
m=1 .

Task durations are known and therefore the work content

,{i of model m can be determined. If the efficiency of the
balance for model m were known, the effort Em that would be
required for assembly of Pm units could then be determined

from knowledge of the work content w . Finally the effort

required for the whole shift, E, would be obtainable where
E=EEm
m=1

From knowledge of E and the Ej a proportion of the shift

Tj could be allocated to each set of mdels ] where
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Tm = TEm/E

The problem would then be to balance each model by a
single-model balance for production of P units in a shift
period Tm’ with the overall condition that the number of

stations should be the same for each model.

Provided that balance efficiencies can be reasonably
accurately predicted the following approach can be used.
Determine all the Tm by the method given above, and let k

be the model for which the corresponding value of Tm is

greatest, Determine ¢, .. where
o =k
k max Pk

Carry out a single-model balance for model k with Cy max
as model cycle time, and let the number of stations required
be A. Then iteratively reduce ¢, ... without increasing A.
If the reduction in ¢ is é§ec, this will correspond to

some amount 8T that is no longer reguired in the partial

shift duration Tm allocated to the units of model m.

Now select the model for which Tm is next greatest

after model T Let this be model g and attempt to balance

kl
this model to A stations to a cycle time cg where
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If the balance is achieved, reduce cg as far as possible
without causing a reduction in A, and determine a new

value for 6T.

If the balance cannot at once be achieved increase
cycle time until the balance can be achieved., This will
entail introduction of a negative value of §T. In either
case determine the model that has the next greatest shift

duration and repeat the procedure again.

Continue in this manner until all models have been
balanced or until the whole shift duration has been used.
In the latter instance increase number of stations by

1 and start again.

If the balance is achieved and there is a sufficiently
large residue of shift duration, reduce the number of

stations by 1 and start again.

As explained in Chapter 2 the method has a weakness
when compared with the task group allocation method in that
every repetition of a given task will not usually be

allocated to one particular station.

There are also detailed difficulties caused by
variations of balance efficiency with cycle time. These
and other aspects of the technique are discussed in the

section of this Chapter relating to results from the
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computer program.

3.4 Heuristic procedures

An optimal balance for a given product assembly is

such that no other feasible allocation to stations of the
elemental tasks of that product will reduce the operator
idle time. Such balances in theory are attainable by
listing every feasible arrangement of elemental tasks. This
method fails in practice through the magnitude of the
computation required. Dynamic programming methods have
been devised [Held et al., 3 and Jackson, 7] that greatly
reduce the number of feasible sequences that need be
considered in obtaining an optimal balance. With these
methods computational effort is prohibitive for practical
assembly. Held et al. [ibid.] have also devised a dynamic
program that obtains near-optimal balances with reduced

requirements for computation.

Nevertheless, an attractive alternative that in many
instances is faster and more practicable than dynamic

programs is the heuristic procedure. The principles of

such procedures are now discussed.

In any precedence graph there is at least one task
that has no predecessor. Such tasks are here called free
tasks and in heuristic procedures are grouped together in

a set here called the active list. In general terms, the
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method of the heuristic procedure is to select a task
from the active list by means of a predefined procedure
and to attempt to allocate it to a station. If it will
fit then it is allocated and removed from the precedence
graph and the active list. Tasks that become free tasks
because of the removal from the precedence graph of the
allocated task are then placed in the active list. If a
task selected for allocation will not fit, another task
is selected from the active 1list for a further attempt atr
allocation. If no free task will fit into the current
station, the next station is used for allocations. By
suitable repetitions of this process the situation is
finally reached when all the tasks have been allocated or
when the balance has failed and must be repeated with new
initial conditions. A detailed explanation of the method

is given in the flow chart of figure 2.

Heuristic procedures form the basis of all the
assembly-line balance operations reported in this thesis and
a key feature of these procedures is the nature of the rule
used to select free tasks from the active list. As examples
of the types of rule that can be used, two well known
predefined selection rules are now described. Let F be
the set of tasks in the active list. The rule is

represented as the result of an operation Hq on I, where the
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subscript q identifies the particular rule being used.

3.4.1 Largest candidate procedure

If H1 is the operator for the largest task procedure

[Moodie and Young, 151, we have
Hl(F) = maxi{ti,ieF|ti < r}

where r is the current value of the residue of effort
available in the station to which allocations are being
made and ts is the task duration of the ith member of F.
The procedure requires only that task durations should be

known, and therefore requires no preliminary computation.

3.4.,2 Ranked positional weight progedure

If H, is the operator for the ranked positional

2
weight procedure [Helgeson and Birnie, 4] and [Mansoor, 13]

we have

H,(F) = maxy {(pw)i,lsFIti < r}

where r is the current value of station residue of effort,
where (pw); is the positional weight of the ith member of T,

and where

Kk
(pw); = t; + ) tjbj; k is the number of tasks in the
j=1
precedence graph

and bj = E
(

1, if je the set of successors of i

0, otherwise.

A special computation is required to determine (pw)i
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for all tasks in the precedence graph. Note, however,

that once the (pw); have been determined for a particular
precedence graph and set of durations, the (pw)i are
available without further computation for the many balances

required.

3,5 Design of computer balance program

The main factors considered in the design of the

computer program for the assembly line balancing were as

follows:-
(1) It was clear that both during the research and
in industrial use there would be a need in a
mixed-model balance program for the storage
of significant quantities of precedence and
other data for several models.
(ii) It was alsc clear that both during the research

and in industrial use there would be a need
for frequent computer runs of the balance
program with many of the runs involving several

balance repetitions.

(iii) It was considered that during the research
stage there would be a need for frequent changes
in the computer program and therefore simplicity

and flexibility would be of importance. This
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need was emphasised by the need for a wide
range of functions and alternatives in the
program which would tend to make the program

large and intricate.

(iv)  Although the main aim of this research was
concerned with the understanding of assembly
line behaviour, it was considered important to
investigate programming methods that might

facilitate later industrial work.

The need for computational speed (factor (ii) above)
suggested strongly that all quantities needed for the
balances should be available in core store. This require-
ment allied with factor (i) above caused much emphasis to
be placed on methods of reducing the amount of core store
required. The language chosen for the program was Control
Data FORTRAN. It was considered that any computational
speed that might be lost through using FORTRAN instead of
an assembly language would be more than regained by the
ability to make changes easily and check them out rapidly.
Use of a higher level language such as SIMSCRIPT was
rejected partly because it was considered that FORTRAN would
give more flexibility and partly because on the University
of Adelaide computer the FORTRAN compiler was thoroughly

checked out, whereas the SIMSCRIPT compiler and language
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had been little used.

Those aspects of the balance computer program that
are considered to be of most significance are now discussed.
Figure 3 shows a flow diagram that illustrates the main
functions of the program arranged for balancing by aggre-
gated task groups by use of the ranked positional weight

(r.p.w.) procedure.

3.6 Identification of free tasks

A method for identifying free tasks by Boolean oper-
ations in a precedence matrix has already been described
[{Macaskill, 12] and is included in the balance program.

This method although simple in concept and satisfactory for
small precedence graphs is not well suited to use with
large assembly lines. The method now described is a
development of the foregoing method and is faster, more
cconomical and well suited to use with large assembly lines.
It is the method that has been used in the solution of the

practical problem reported in Chapter 5 of this thesis.

3.6.1 Modified precedence matrix

Consider the precedence graph shown in figure 4a. The
precedence information of the graph is contained in the

precedence matrix, A, of figure 4b. Row i of the matrix

corresponds to node i of the graph and contains the
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immediate successors of node i in locations corresponding
to their node numbers. Let aij be the element of A that
lies in row i and column j {(column 1 is the rightmost
column of A). Form a new matrix B such that its elements
bij that appear in row 1 and column j are the elements

3 (3-1) in matrix A. Figure 4c shows the matrix B formed
from the matrix A of figure 4b. In matrix A the immediate
predecessors of node j lie in column j. In matrix B the
immediate predecessors of node j lie in the locations

b bj_2 23 and so on along the diagonal. The diagonal
L]

j—lal’
relating to node 6 is identified in figure Hc.

In a heuristic procedure, when a node i has been
allocated to a station, all its immediate successors that
have no remaining predecessor may be entered in the active

list. The following procedure identifies such nodes

(1) identify all the immediate successors of the
allocated node by searching for entries in row
i of B. If the location of the leftmost
successor is known, the amount of searching

can be reduced significantly,
(ii) delete row i of B,

(iii) search in turn along the predecessor diagonal

of each successor of i. It is helpful if the



=g =

location of the entry furthest along the
diagonal is known, for the search need never

be carried beyond this location. If an entry

is found before reaching this location the
search is terminated; 1f no entry is found then

the relevant node is placed in the active list.

3.6.2 Computer storage of precedence information

The fceregeing method is particularly valuable for a
computer application for it facilitates econcmic storage
of large precedence graphs. In the computer program
used in Chapter 5 one computer word (each word has 60 bit
positions) 1is allocated to each node. The successors of
the node are recorded in the first 30 bit locations of the
computer word. (If node (i+a) immediately follows node i
where a > 30 a dummy node with task duration zero 1is
inserted in the precedence graph.) In addition the
locations of the leftmost successor and the predecessor
furthest along the diagonal are stored in the node word. The
procedure noted in (i), (ii) and (iii) of the preceding
section is then applied in the computer program by use of
FORTRAN masking expressions. The method used is illustrated

in the fully annotated flow diagram of figure 5.

The bit locations allocated to successors have Leen
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limited to 30 to show that the method is practicable
without the use of all locaticns in a very large computer
word. Because the precedence matrix B is destroyed (see
item (ii) of the procedure) an "active" and a 'passive"
version of B are held. If repetitions of the balance are
required the passive matrix is used to recreate the active

matrix.

In the example given in Chapter 5 a balance (one
iterative pass only) is achieved for a 190 node precedence
graph in less than 0.5 sec. This computational

speed is considered adequate.

3.7 Determination of positional weights

Positional weights have already been defined (3.4.2).

As examples of such weights consider figure 4a. We have

(pw)3 =ty + to 4ty
(pw)2 = t, * t5 + t6 + tg
(PW)q = tu ot 4+ t8

The set of all the successors of a given node n. in
a graph is obtainable as follows. Determine the set of
immediate successors of n; the set N; say. Then determine
the set of successors for each member of Nl’ the sets
Nys Ngs.
every member of each of the sets N29 N3""Nj' Continue

"Nj' Then determine the sets of successors of
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in this manner until no further successors are to be found.

The application in the programs of this method is
given in the flow diagram shown in figure 6. This diagram
contains sufficient explanatory matter for it to be applied
to an example (e.g. figure ha) if required. The
computational speed of this algorithm is illustrated by
the computation made for the positional weights of the 191
node precedence graph used in Chapter 5. The central
processor usage for this computation was about 1 second

which 1s considered acceptable.

3.8 Computations using slack

In Section 2 of this Chapter iterative single-model
balances in which cycle time is increased step by step
until a balance is achieved are discussed. In Section 3.3.1
a similar iterative approach is used in which mixed-model
balances are achieved by iterative reduction of the
production requirement. A method is given {Mansoor, 131,
for single-model balances, for the abandomment of a balance
iteration as soon as it shows itself to be unsuitable.
This method has been applied directly in the program for
single-model balances and an adaptation of the method is

included in the mixed-model balance program as follows:-

Let T be shift duration and A the number of stations

that may be used, then
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Assembly effort supplied = AT
k

Work content of the shift = | A

i k is number of
i=l

tasks.

The difference between effort supplied and the shift work

content is called &= the total slack and is denoted by R.

We have

A,

R = AT - N

i

([N

1

Now let Tj be the aggregate duration of task groups
allocated to station j. Then the slack associated with
station j is T - Tj and the slack associated with the
complete allocations to the first h stations is

h

I (T - 1)
isi .

It is clear that if the slack associated with some given
number of stations exceeds the total slack, then more effort
will be required than has been supplied and a balance will
never be achieved. That is, if

h

R - _Z (T - Ti) < 0

i=1

the attempt to balance may be discontinued. The production

requirement is then decreased by 1 chosen product unit

and another balance iteration is started.
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3.9 Results of balance program runs

In the research reported in this thesis it has been

considered more important for the balance program to

produce balances of acceptable efficiency quickly and

effectively than to produce balances of very high

efficiency.

Consideration of the following matters

contributed to this decision.

(1)

(11)

(iii)

It was judged that overall performance of a
mixed-product assembly line would be much more
sensitive to product sequence fed to the line

than to balance quality.

The aggregated task group method of balance

was thought likely to lead to a very high
balance efficiency with quite crude heuristics
provided that task group splitting was
permitted. Even without this splitting it
seemed probable that the balance efficiency
would be well within acceptable limits because
the number of free tasks associated with the
combined precedence graph would be much greater

than for a single-model.

In the multiple individual balance method it was

considered that the distribution of station idle
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time would differ from model to model. As a

result efficiency for all the balances would

probably be significantly higher than for any
one of the individual single-model balances

considered separately.

(iv) Powerful techniques are available [Arcus, 1],[Hel«
Karp and Shareshian, 3] and [Mansoor, 13] for
achieving high quality balances if required.

It was thought however that the presence of

these more complicated techniques when combined
with some of the special functions of the program
would greatly complicate the balance procedures
without significantly adding to the research

results.

Despite the foregoing comments several single-model balance
runs were made with the object of gaining an understanding
of any performance anomalies that might interact
unfavourably with the application of single-model balancing

concepts to mixed-model balancing techniques.

Some of the findings ofthis work are of general interest

and are now reported.

3.10 Balance-simulation experiment

There are two main aspects which affect the performance
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of a simple heuristic procedure, both of which depend on
the task selection rule of the heuristic. First, the way
in which tasks are chosen from the active 1ist determines the
nodes that are released from the network and hence
determines the subsequent content of the active 1list.
Second, the durations of the tasks chosen will determine
how closely the sum of the tasks allocated to a station

will approximate to the cycle time.

Examination of the results of running of the balance
program suggested that a heuristic procedure that gave
good results in relation to the first aspect described
above might give poor results in the second and vice versa,
For example, the very procedures that established an active
list with a large membership might result also in a less
useful selection from that list than the selection made
from the active list by a procedure unable to establish so
long an active list. It was decided to investigate this
matter and after some deliberation simulation was selected
as the most practicable method of investigation. The
experiment and its results are described below for a
comparison of the largest candidate heuristic with

the positional weight heuristic.

The basis of the method was to set up an active list

that throughout a simulated assembly-line balance would
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contain some fixed number of members. With this as a basis
there would be no need to consider any specific precedence
relationships, for the general nature of the precedence
relations of the balance would be implicit in the
maintenance of a constant number of members in the

active list.

The distribution of the durations of the members of
the active list reflects the nature of the assembly
operation being undertaken. In the simulation the durations
were selected randomly from a rectangularly distributed

population of numbers lying between 0.0l and 0.89 time units.

3,10.1 Simulation of largest candidate heuristic

In these conditions the simulation of the largest
candidate heuristic is simple, as follows.
(1) A cycle time is defined. Ten different cycle
times were used with starting value 1,10 time
units and incremented by 0.10 time units to

a final value of 2.00 time units.

(ii) The length of the active list is defined. In
this experiment the list length could have the
values 2, 4 or 6.

(iii) An active list is set up by selecting six

rectangularly distributed random numbers lying
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(v)

(vi)
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in the range 0.01 to 0.99.

The largest of these numbers is then selected
and allocated to the station, and station
residue of effort is determined by subtraction
of this number from the chosen value of cycle
time. The active list member is deleted

and another random number is generated and

added to the list.

Again, the largest active list member is
selected and then tested for fit in the station
residue. If it will not fit the second largest
is tried, and if that will not fit, the next
largest until a fit is obtained or it has been
established that all active list members have
durations greater than the station residue.

In the latter instance, it is necessary to move
to the next station - achieved in practice by
resetting the station residue to a value equal

to the cycle time.

The procedure described above is repeated until
40 nodes have been selected. Subterminal
efficiency (3.2.2) is then computed for the

balance.
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Each procedure in 1 to 6 above was repeated 50 times for
each of ten cycles times for each of 3 different lengths of

active list making a total of 50 x 10 x 3 = 1500 runs.

3.16.2 Simulation of ranked positional weight heuristic

The simulation of the ranked positional weight heuristic
was done as follows. Consider a six member active test
F = {a,b,c,d,e,f} ranked in order of positional weight.
From this test, a will be chosen first for allocation, and
if its duration is too great b will next be tried, then c
and so on. If a were allocated, and the list were
not augmented, the next set of allocation attempts would
be made in the order b, ¢, d, e, f, because this is the
order of the positional weights. However, the requirement
of the simulation is that the active list shall have a
constant number of members, and the question is how to
locate the new member in the list. Examination of
accession of tasks to the active list in some practical
networks showed that a new member might take any place
in the positional weight ranking with the one exception
that it was not usual for the new member to have a posi-
tional weight greater than the member at the head of the
list. The following procedure was therefore selected as
a sufficiently accurate simulation of the positional

weight heuristic for the purposes of the experiment.
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(1) The initial order in F was taken as the
order of generation of the first set of

members of F.

(ii) Each later addition to F was given a duration
by generation of random numbers as for the
largest candidate procedure. The position
in ¥ of the additional member was defined by
selection from a population of random numbers
rectangularly distributed over the range
(2,3,...,n) where n was the number of members
of F. Tor example if n=6 and the random
number chosen was 4, then the new member would
be placed in position 4 in F and the members
in positions 4 and 5 after allocation would be

pushed down to positions 5 and 6.

Once F had been established selections were made from it

by trying each member for allocations in the order of

their location in the 1list, either until an allocation could
be made or until it was established that none would fit.
From this point the procedure was similar to that for the
largest candidate simulation, 1500 runs being made in the

same conditions.

Finally, an investigation was carried out for a

heuristic H3(F), called here the smallest candidate heuristic
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Hy(F) = ming {t;,icF}

This investigation was limited to a 6 member set F.

3.11 Results of balance simulation

In figure 7 average subterminal balance efficiencies

obtained in the simulation are plotted against cycle time

for the various conditions investigated. The results are

of considerable significance as discussed below.

(1)

(ii)

For all three heuristic procedures the average
efficiency showed a significant and regular
increase with cycle time and (for the two
procedures where the comment is relevant) with

membership of active list.

In all instances the largest candidate
procedure showed an advantage over the positional
weight procedure. This is consistent with the

hypothesis that provided that the active list

lengths are the same, the largest candidate

method of selection is the better. This is
supported by the exceedingly poor results
obtained with the smallest candidate procedure

and a six-member active list.
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(iii) Unfavourable balances will be obtained in the
average with a cycle time that is not greater
than 1.5 maxi(ti) where the t; are the task
durations in the network and have an

approximately rectangular distribution.

The variance of the balance efficiency was computed for
each set of 50 runs. The maximum variance recorded was
0.002 at ¢ = 1.4. The distribution of balance efficiency
is a skew distribution, and it is estimated roughly that
for this value of variance, 1 balance efficiency in 40
would be 10% or more less efficient than the average
efficiency for the set of 50 runs. Starting from the
value of cycle time ¢ = 1.4, variance decreases with
increasing cycle time and also decreases as the active
list membership is increased. At ¢ = 2.0 the maximum
variance for Y4 and 6 member lists was slightly greater

than 0.0005.

The significance of these results concerning variance
is that with heuristic balances, especially in unfavourable
conditions, efficiency of balances obtained from simple
heuristic procedures will tend to show a wide variation in
efficiency. This variation in efficiency corresponds to
the wide range of quality of balance obtained by Arcus [1]

in his randomly generated sets of balances.



3.12 Test balances

For reasons given in Section 3.9 of this Chapter no

attempt was made to study heuristic procedures exhaustively.

However some running was done for some test assembly

operations and an example of one of the precedence graphs

used in this work is shown in figure 8. The average

number of free tasks obtained with different values of cycle

time for this test product is shown in figure 9, and the

values of balance efficiency for the same product are

shown in figure 10. The heuristics used were:-

(a)
(b)
(c)

(@)

(e)

Largest candidate heuristic.

Ranked positional weight heuristic.

A heuristic in which the criterion for ranking
was the total duration of the task and its
immediate successors. This was called the

first successors heuristic.

A heuristic in which the method of the
positional weight heuristic was followed in each
station until the first occasion on which a task
would not fit. For the remainder of the station
the largest candidate procedure was then used.

This was called the mixed heuristic.

A heuristic that differed from the mixed

heuristic only in that the first task allocated
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in each station was the task of longest
duration on the active list. This was

called the mixed + lengest first heuristic.

The results show a general agreement with the results
of the simulation. The following detailed matters are

noteworthy.

The first successors heuristic has a particularly
poor average length of active list and an inferior method
of selecting from this list. Its efficiency record in
figure 9 shows that for the instance investigated it

was the worst procedure.

The largest candidate procedure shows the greatest
scatter of results. This would be expected because greater
changes in order of allocation would be experienced with
this heuristic than with the positional weight and related
procedures. Successive balances will therefore have less
in common with each other and might be expected to show

greater variation in efficiency.

There is little to choose between the remaining
heuristics and indeed, at higher cycle times the largest

candidate procedure holds its own.

The heuristic method chosen as satisfactory for the
provision of the mixed-model balances required as

inputs for the computer sequencing simulation was the
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ranked positional weight (r.p.w.) technique. It was
preferred to method 3.12(c) on account of better efficiency
and to (d) and (e) on grounds of comparable efficiency

and greater simplicity. For large cycle times there is
little to choose between the r.p.w. and largest candidate
methods and the latter is significantly simpler.
Nevertheless, the ability to change the criterion of choice
is often useful, particularly for special requirements.
This may be done quite arbitrarily with the r.p.w.
technique without affecting the parameters of the balance.
In the largest candidate technique task duration and crit-
erion of selection are defined by the same number and

this precludes arbitrary alterations in the criterion.

3.13 Multiple individual balance program results

An algorithm has been successfully developed for
mixed-model balances by the method discussed in Section
3.3.2 of this Chapter. One of the difficulties encountered
in the method is illustrated in figure 11. Consider a
17 station balance. The range of cycle time over which the
balance solution remained as a 17 station balance was about
0.02 minutes. This could prove an embarrassment if the
mixed-model balance solution was 17 stations. However, in
a 20 station line the loss of productivity from one station

for a model of which 20 units were required with product
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cycle time of 2 minutes would be (20 x 2/20 x 480),

and this entails a drop in efficiency of less than 0.5%.

The multiple individual balance solution was not
used in the practical problem solved in Chapter 5 because
the nature of the models made the aggregated task group
method more suitable, However, if three iterations are
allowed per model, the estimated time of the balance for
15 models of 60 to 80 tasks including determination of
r.p.w. would be about 15 seconds based on results achieved
for three models and the latest modifications to the
program. This is considered to be an acceptable speed

of computation.

3,14 Special requirements

In almost any assembly line there will be special

requirements. Examples are:-

(1) A particular task (or tasks) that requires
to be allocated to a particular station
(or stations).

(ii) A particular task (or tasks) that requires
to be allocated within a particular set
(or sets) of stations.

(iii) Tasks that require the simultaneous work of

two operators. In order to minimize operator
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idle time, it will be desirable that all

such tasks be allocated to a particular

station or small group of stations.

Situation in which no member of a given set

of tasks may, on account of the nature of the
work involved, be allocated to the same station
as any member of some other given set of tasks.
It will often be the case that members of

some third set of tasks may be allocated

to stations that contain members from either

of the two incompatible sets.

All these situations are catered for in the balance

program.

method used is to associate attributes with

tasks and check before allocation that the attribute is

properly catered for if the allocation takes place. In

general, this will call for every allocation to be checked

for attributes, and if the artributes are of different kinds

a whole array of checks may be required. This is not all

however.

The balance parameters may be such that the

requirement specified cannot be met. For example, if

cycle time is 3.00 minutes and a given task has predecessors

with combined durations greater than 3.00 minutes, no

balance can be achieved if the given task is to be

allocated to station 1. Difficulties of this sort may
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sometimes be resolved by design changes that permit
suitable modifications to be made te precedences, provided
that such. changes are both fcasible and acceptable.

.

e2cial

In other instances, altnough the s

)

requirement may be feasible, t.< results from the heuristic
method may rrevent the balance Ieing achileved.

For example, values of positional weights may be such that
unless they are changed some specified station will be
given its full complement of work before a task required

to be allocated to it is even freed for dllocation.

In this latter type of instance it will often be
possible to resolve the difficulties by arbitrarily
making changes in the values of positional weights. For
example, if a task is being released for allocation too late
for a special requirement to be met, it will often be
sufficient to determine every task that is a predecessor
of the task concerned and to increase the positional
weight of each of these tasks. The increases should be
large enough to ensure that these predecessor tasks will be
_chosen for allocation before other tasks that are in

competition with them.

It may also be possible to achieve some special aims
by introducing additional constraints within the precedence

graph. As an example let a set of tasks A be such that 1its
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members may not be placed in the same station as any
member of a set of tasks C. Members of a set B may
however be placed in a station with members either of A

or of C. If now new arcs are included in the precedence
graph in such a manner that every member of B becomes

an immediate successor of every member of A and that every
member of C becomes an immediate successor of every member
of B, then no member of C can be allocated before any
member of B and no member of B can be allocated before any
member of A. If then it happens that the combirned
durations of the members of set B are greater than the cycle
time then the requirement for separating the sets will

always be met.

If the combined duration of the set B is less than the
cycle time then members of A, B and C may occur in the
same station and constraints will be required within the
program to avoid this possibility. Even with this addition
the method provides a simple solution of a problem that
would otherwise introduce considerable complication into

the program. Sets of type B are here called separator sets

and an example of the use of a large separator set 1is given

in Chapter 5.

In a large assembly operation there may be several

special requirements to be met. If the method of solution
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chosen is to attempt in the program to cater for every possi-
ble need, then the program will tend to be complicated

and difficult to alter. Also, it is difficult to predict

and cater in a program for the full circumstances of every
special requirement and therefore unplanned program changes

are likely to be required.

Consideration of this problem suggests that there
will be a need for staff associated with the application of
computers to assembly lines to understand the implications
both as industrial engineers and as computer applications
analysts. Decisions will frequently be required as to
whether in a given situation it will be better to make
changes in the computer program or in the physical system
or in both. Such decisions are greatly facilitated if the
person responsible has the training and experience to
supply answers from both the engineering and the computing
standpoints. Further, in such conditions the computer
programs can be kept simple which in turn further
facilitates the making of any changes that may be

required.
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CHAPTER 4. COMPUTER SIMULATION PROGRAM

4,1 Introduction

4,1.1 Definitions

It is convenient to present now certain technical

definitions and explanatory material relevant to the

computer simulation of the assembly line as listed below,

The nomenclature, in general, follows that of Wester

and Kilbridge [22] and Thomopoulos [19]. The algebraic

notation for the definitions is given in appropriate

places later in the Chapter.

(1)

(ii)

Assembly station

An assembly station is an area in which an
operator is permitted to carry out his
allocated tasks. In special circumstances
he may work outside the station in the
direction opposite to the flow of work

(upstream) as far as an upstream allowance limit

and in the direction of the work flow as far as

a downstream allowance limit. The regions

outside the station but within these allowance

limits are called the upstream and downstream

allowance regions.

Magnitude of station and allowance region

The speed of the assembly line is kept constant
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(iv)
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throughout the production shift. As a result
it is convenient to measure distances in terms
of time taken by a product to move over them.

Thus the station passage time is the time taken

for a product to move through an assembly

station and upstream and downstream allowance

times are times taken by a product to move

through the allowance regions concerned and are
measures of the magnitude of the allowance

regions,

Operator idle time

Operator idle time occurs when an operator has
completed his task on one unit and is forced to
wait before he can start work on the succeeding

units. Operator idle time 1is related to the

operator in & specific station.

Utility work

Utility work occurs when a worker reaches the
downstream allowance limit of his station with
his allocated tasks incomplete. He must stop
work on reaching this 1limit and the residue of

his tasks is called utility work. Completion

of this work will be undertaken by a worker who

is not allocated to a specific station.
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(v) Congestion

Congestion occurs during the whole of the
period that an operator works on a product.
in the downstream allowance region of his

station.

(vi) Work deficiency

Work deficiency occurs during the whole of the
period that an operator works on a product in

the upstream allowance region of his station,

(vii) Station penalty work

The expression station penalty work is used as a

collective expression relating to the quantities

defined in (iii) to (vi) above,

All types of station penalty work are measured in
operator-time units (e.g. man-minutes). Throughout this
thesis it is assumed that each assembly station is manned
by one operator unless a specific statement is made to the

contrary.

4,1.2 Previous work

A study of mixed-model assembly was presented by Wester
and Kilbridge [22] in 1963. 1In this it was assumed that work
on each model could be evenly divided between the assembly

operators, and fixed-interval and variable-interval launching
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were examined. The fixed-interval launching was shown to be
sensitive to the sequence in which models were fed to the
line. By contrast, in variable-interval launching the
intervals could be so arranged that any sequence of models
could be accommodated without difficulty. It was noted,
however, that variable~interval launching has the serious
disadvantage that the attainment of the required launch
intervals will entail frequent repositioning of product

carriers.

In this work Wester and Kilbridge introduced the
concept of congestion and idle time (defined in 4.1.1), Of
these,idle time was considered to be the more harmful, and
an algorithm was formulated that, in the environment
of a perfect assembly balance, effectively excluded idle

time and reduced congestion to a trivial level.

The work of Thomopoulos [20] was presented in 1966,
and followed on logically after that of Wester and Kilbridge
[ibid.]. The concepts of work deficiency and utility work
(defined in 4%.1.1) were introduced and a balance method
(based on the same principle as that given in Chapter 2.4.5)
was used, in which work on a given model was not necessarily
shared evenly between stations. A mathematical model of an
assembly line together with an algorithm for generating an

acceptable sequence of models was given. This algorithm
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appears to have limitations in its application and is

discussed in more detail later in this Chapter.

A short discussion of assembly line simulation with
stochastic variables is given by Arcus [1], and Morenoc [16]

discusses transient effects in production lines.

The work presented here is deterministic and has more
in common with references [22] and [20] than with the

stochastic treatment in references [1] and [16].

4,2 The problem

The circumstances in which the simulation of the

assembly line is undertaken are now given.

An assembly-line balance will have been obtained by
suitable application of a balance program (Chapter 3). The
information from the balance that is transmitted to the
simulation will be a statement of how much work is required
in each station to complete each model. As an illustration
let there be 4 stations and 3 models, with work requirements

as shown in Table 1 below.

Table 1
Model Station number (73) Model
number work
(m) 1 2 3 4 content
1l 2.01 4.01 0 3.15 9.17
2 1.72 2.10 5.14 3,17 12.13
3 1.56 0 2.20 5,32 9.08
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Table 1 shows that, for example, 5.14 man-minutes
of work is required in station 3 for model 2. The work
durations are taken as constant throughout the whole of
the shift, and their sum for each model over every station

is model work content. The station work requirement is

obtained by first multiplying each entry in a station
column by the number required of the relevant model. Then
the sum of the products so obtained for each station is the

station work requirement.

The number of stations present is always known, and
the position and degree of completion of work of product
units already on the line is known. In balancing the shift
requirement, the stated requirement for the next shift is
used. In practice, the days production will comprise

the following:-

(1) completion ofthe assembly of units not
completed in the preceding shift,

(ii) complete assembly of the major part of
the shift requirement,

(iii) partial assembly of the remainder of the

shift requirement.

Details of (i) above are given as initial values of the
problem, but (ii) and (iii) cannot be separated unless the

sequence of products is known for the next shift. As
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explained below, this sgequence is part cf the problem that
is to be solved by the simulation. In practice the work
content of (i) and of (iii) above will not differ greatly
from each other, and the results show that it is sufficiently
accurate to allocate work on the basis of the requirement

of the next shift alone. In the simulation it is important

to take note of the models that are already part assembled

at start of shift.

Station passage time, and upstream and downstream
allowance times (see 4.1.1 for definitions) are known, and
launch interval is obtainable as the quotient of shift '
duration divided byunits required in the shift as determined
by the balance program (see Chapter 3.8).. The simulation
is carried out in one of the following 3 alternative

situations:-

(1) The sequence of product models for the
shift is known.

(ii) The shift requirement is known and the simulator
is required to generate the complete sequence
of product models.

(iii) The shift requirement is known and a sequence is
given. The problem is to make rearrangements
within this sequence in conformity with certain

constraints.
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A solution may be required in circumstances both
where concurrency of operations (Chapter 2.2) is

permitted or where it is not.

4,3 The mathematical model

4,3.1 Notation

In a shift of duration T minutes n product units
P; > (i = 1,2,...,n) made up from q different models where
model type is defined by m, (m = 1,2,...,Q) are passed in
turn through A stations Sj’ (3 = 1,2,...,2). The passage
time of a product through station j is tj, and t(g)j and

t(d)j are the upstream and downstream allowance times of

station j (see 4.1.1 for definitions).

Each product must enter and leave each station. We

write 359 X to denote the times at which entry and exit

ij
respectively take place for product i at station j. Also
for each product i the work allocated to station j must be
started and ended, and Sij and eij denote the relevant

start-work and end-work times respectively.

The duration of the work allocated to station j for

model m is dmj'

The times at which events take place are reckoned from
the instant at which the assembly line starts up for the

shift. This is time zero.
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4.3.2 Entry and exit relations

Entry to station j+1 is assumed to occur simultaneously
with exit from station j. Also exit from station j occurs

at a time tj after entry to that station. We have therefore

Xi3 = a5 + tj, for all products i and all stations j
e o (1)
and Xij = ai3j+l | L (2)

Let the number of uncompleted products at the start of
shift be r. The position on the line of each of these
products is specified by giving the exit time (relative to
start of shift) of each from the station in which it is
located at start of shift. The last uncompleted product

that entered the line will be located in station 1.

Therefore Xpy is known. Then

arl = Xrl - tl s 8 » (3)

Now the products are launched at equal intervals c, and

therefore

ai+l’j = a.ij + C .« ¢ (L")

and from eq. (3) and (4) the entry time to the line
of unit (r+l), the first unit to enter the line during

the shift is

- t,. + C oo (5)

ap41,1 - %1 T C T *p1 1
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All the quantities on the right of eq. (§) are given in
the initial conditions and ar41,1 is therefore known.

But with this knowledge eg. (1) and (2) permit every exit
and entry time of product unit (r+l) to be determined.
Furthermore eq. (4) permits every entry time of product
unit (i+l) to be determined from corresponding entry times

of product unit 1.

In short, eq. (1) - (5) permit the exit and entry
time of every product unit to be determined. These times

are in no way affected by what work is done.

4.3.3 Times for starting and ending work

4.3.3.1 Situationswhere concurrent work is permitted

Consider station j. If concurrent work is permitted
the operator in station j will be independent of the work

situation in station (j-1). The rules are as follows:-

(1) Operator j may not start work on unit i before
he has completed unit (i-1l) or before the time
(aij - t(u)j), the time at which unit i crosses
the upstream allowance limit of station J.

(ii) Operator j will cease work on unit i at the time
which is the smaller of (sij + dmj) and
xij + t(d)j. That is, he will be able to finish
the tasks by working the amount dmj appropriate
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to the product model concerned, unless the
product unit has crossed the downstream allow-
ance limit at which point he must at once stop

and transfer to the next unit.

(iii) If the conditions of (i) above are met, the
operator is assumed to move from one unit to the

next without delay.

Let D..
1]

work, operator idle time, congestion and utility work (see

, Ii C.. and Uij be respectively the deficiency

3 713
4,1.1 for the meaning of these terms) for product unit i in
station j. Rules (i), (ii) and (iii) above are now applied

to obtain relationships for Di I.., Cij and Uij and for

37 713
the start-work time 34 (see 4.3.1).

Consider station j. Work on unit (i-1) will have
ceased at ©5-1,5 This time may occur before unit i has
crossed the upstream allowance limit of station j, or while
unit i is within the region of the upstream allowance of 3,

or after unit i has entered station j. The upstream

equations differ in these three instances as follows:-



0 < t(u)j S ays €5.1,5% EIij = aj5 - ©5.1,5 T t(u)j
EDij = t(u)j*
Esij = a5 - t(u)j
ce. (8)
ajs - ei-l,j < t(u)j; EIij = 0
(Di5 = 235 = €i-1,3
(S35 % €1-1,3
ee (7)
aiﬂ 3 ei—l,j; EIij = Dij = 0
(535 % €i-1,3

.. (8)

With the start-work time Sij known we may now develop
further equations for the downstream situation. Again,

thepe are three possible situations, concerning in this
instance end-work time. They are that work may be incomplete
when the unit passes the downstream allowance limit of the
station, or work may finish within the downstream allowance

region, or within the station itself. The downstream

%* To maintain proper dimensionality equations of this form
should be multiplied by the factor (1 assembly operator).
Provided that it is specified that there is one operator
per station (as has been done here, 4.1.1 (vii)) it is
considered both permissible and clearer to omit the
factor given above.
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equations corresponding to these situations are

.. + ] .. ) - - . ..
s13 dmj Py xlj + t(d)J, EUlJ & 3 i3

i

Eeij = Ry + t(d)j

1]
n
+
o,

!
<

!
+
-~
(a7
S”

(S 23

i
t
~
(o}
~

Lde

0 € e.. -~ X;. £ t(d)j, (U.. =0
( ij ij ij
a5 S.. d .
( i3 ij mj
L (10)

N
L
1"
O
1}
o

.. € X5z s .
1] 1] ( 1] 13

.. S.. d_.
( 1] 1] mj

... (11)

4.3.3.2 Situations when concurrent work is not permissible

When it is not permissible for two operators to work
on one product unit, the rules for conduct of work are the
same as those given in 4%.3,3.1, (i), (ii) and (iii), but

in addition a fourth rule is added thus:-

(iv) An operator in station j (j > 1) may not start
work in unit i until the operator in station

(j-1) has completed his task on this same unit i.

There are two relevant situations with respect to the

operator in station (j-1). First, he is still working on
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unit i when it enters station j. Second, he completes work
on i in the upstream allowance region of station j. The
upstream equations for station j, where j > 1, that

correspond to these situations are:-

ei,j—l IR where ?i,j-l > €5.1,4
(D" : 0 L 12
(D35 (12)
(s =
(

i3 T %i,3-1

255 % €3 3.1 x 85 - t(u)j, where S ] > €5.1.,5
we have, EIij = ei,j-l - ei—l,j
(D.. = a.. - €. . saw (13)
( 1] 1] i,j-1
( -

S.. = €. .
( i] i, j)-1

4.3.4 Method of computation

The sets of eq. (6) - (13) given above provide
recurrence relations for start-work and end-work times in all
the relevant situations of the simulation, and permit
computation of the station penalty work parameters Dij’
Iij’ Cij and Uij for each product unit in every station in
terms of start-work and end-work times, provided that
suitable initial values are available to allow the

recurrence relations to be initiated. These initial values
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are given as the end-work times in the station in which

each unit is, for all the units left on the line from the
previous shift. Consider the uncompleted product furthest
down the line, with end of work time ey known. Consider
that the next product is to be found in station (A-1). Then
end of work time eZ,A—l will be an initial condition. With

e and e known the start-work time of product 2 in
Ix 2,2-1

station A is known. In this way the line is started up.
The quantities that must be known at station j to apply the

recurrence relations to product i are:-

the end-work time of the preceding product

(product i-1) in station 3, €i.1,3

the end-work time of the current product
(product i) in the preceding station e; e
2
the station passage time tj’ the station entry and

exit times a.. and x.., the task duration d_., and
i3 1] mj

the station allowances t(u)j and t(d)j.

0f these tj, t(u)j, t(d)j, dmj are known
aij’ Xij are obtainable without difficulty from
eq. (1) - (5) and are model-sequence independent

as already explained.

The only quantities that present difficulty are e.; , and

i
However, let us compute the progress of product

ei,j_l.
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(i-1) through all its stations and keep all the &5 1,5
Then for product i, provided that we start at station 1
and move through the stations in their order in the
assembly line, the ei—l,j will all be known. As the

end-work times eij for product i1 are computed they are

placed in the position held formerly by the e 1 and

53
will then be available for later computations made to

determine the e. .. The quantities e,

i+1,3 i,5-1 required for

computations for product i in station j are of course
available from the preceding station, station (j-1). This

method is suitably economical in use of computer core store.

Special computations are needed at the termination of
the shift. 1In effecting these within the general framework
of the method given above, several detailed problems
required to be solved. Considerable complexity in the
terminal logic was accepted in order that an exact overall
check could be placed on the computation. This was done by

computing total effort applied in two ways as follows.

total effort (number of assembly stations) x

(shift duration)

total effort (running total of task durations) -

(running total of utility work) +

(running total of idle time)
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If these two numbers are not equal there is an

error in the computation, which can be identified.

The check has been of great value in drawing

attention

to obscure peculiarities of the logic of the simulation.

The main output of the simulation comprises the

aggregated idle time I, utility time U, work

and congestion C where

deficiency D

n A
1= ] 7 I..; n is the number of product units
GeR cfEm =

handled in the shift

A is the number of stations

]

and U, D and C are obtained from Uij’ Cij and Di' by

similar computations. Station subtotals Ij,

are also recorded where

U., C., D.
R

and Uj’ Cj, Dj are given by similar

relations.

Various other detailed computations are
special uses in the conduct of the simulator

not of general interest.

The model discussed above is capable of
out a complete computation for a whole shift

the sequence is known and is not required to

made that have

runs but are

carrying

provided that

be altered.
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If alterations to the sequence are required special
algorithms that are included in the program must be used.
These algorithms are included in the discussion of the

simulation program which is now presented.

4.4 The computer simulation program

The main features of the computer simulation program

are shown in figure 12.

The parts of the program that are of particular
interest have in the main been described in 4.3 above. Thus,
the blocks marked Al and A2
of eq. (1) - (5) above, and blocks marked Bl and B, are the

in figure 12 are the application

application of the sets of eq. (6) - (13) above. Block C is
a fairly extensive set of statements that contains the logic
for terminating the computation at a specified or computed

shift termination time.

The other parts of the program that are of special
interest are the sequencing algorithms. Initially, the
usefulness of simple algorithms based on averages was
assessed. However, these were found to be wholly unsatis-
factory in instances where unevenness in allocation of tasks
to stations was present. The final algorithms chosen use the
same basic principle as the single algorithm used by

Thomopoulos [19, 201, but differ significantly from this
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algorithm in important respects,

Thomopoulos' algorithm determines for each remaining
model in every station the parameters work deficiency,
idle time, congestion and utility work. Then, a penalty
cost related to the type of work in each station 1is
associated with each of these parameters, and a total
penalty cost is worked out for each model. Finally the
model with lowest penalty cost is selected as the next in
the sequence. Because the penalty costs are related to
actual costs, the parameters are not formulated in o way that
facilitates arbitrary parameter changes designed to
improve the selections made. Further, the procedure of
always selecting the model with the lowest penalty cost
appears to leave a residue of models with high penalty
costs, that become increasingly difficult to locate in the

sequence as the shift termination approaches.

Four algorithms are included in the simulation program
described here to meet the situations of constrained or
unconstrained sequencing in conditions where concurrence of
work is permitted and is not permitted. The algorithms

are described in turn below.

4,4.1 Sequencing algorithm 1

Sequencing algorithm l(see figure 12) applies when
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concurrent working is permitted and when there are no
constraints on the positioning of models in the sequence.
The algorithm (in common with the other three sequencing
algorithms) starts with knowledge of the end-work time

in every station for the preceding unit, and with knowledge
of station entry and exit times of the current product,
together with station data and model task durations. The
objective of the algorithm is to select the model for the
next product to be assembled. The distribution of models in
the production requirement is given. (The order of products
already on the line at the start of shift will not, of course,

be changed.) The algorithm operates as follows:-

(1) Measures are taken to avoid use of models in excess

of the requirement.

(2) Unlj and ij signify the utility work and congestion for
the current unit in station j if this current unit were
model m. When concurrent operations are permitted, the
idle time and work deficiency associated with the
current unit are brought about by the end-work time

of the preceding unit and station entry and upstream

allowance times of the current station. The model we

choose now has no effect on the idle time associated

with the current unit, but, by the argument just given,
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does affect idle time and work deficiency for the
next unit. If we regard I_. and D _. as being
mj mj
associated with product i, then I'. and D'. are
mj mj

associated with product (i+l), and we use I&j and D&j
as parameters for the selection of the model of the

ith product unit in the secuence.

1 i ) .
The Imj’ ij, ij, Umj are computed for each station
then summed, so that an aggregate figure is obtained

for each model, e.g.

%

I' = I' .4

moo52y mj

and Um, Cm’ Dm are determined in a corresponding way.

Next, a criterion L. is developed for each model where

L = aI' + bD! + c¢C_ + dU ees (14)
m m m m m

The parameters (a, b, ¢, d) may be varied arbitrarily.

Typical values are (5, 2, 1, 20). The degree to

which each of I', D', C , U influence L _is dependent
m’> “m’> m’> m m

on these values.
Two procedures (i), (ii) are used as follows.

(1) Set a switch that chooses procedure (ii) for
the next product unit. Of these models that

remain and for which Um = 0 select the one



- 89 -

that has the largest work content. If
no remaining model has Um = 0, select that
which has the lowest work content. Continue

with the simulation for the chosen unit.

(ii) Set a switch that chooses procedure (i)
above for the next product unit. Choose the

model for which Lm is smallest.

The algorithm just described has been developed by
trial and error. The philosophy is to obtain a sequence
that is consistent with the values chosen for the parameters
a, b, ¢, d. TFor example with the typical values (5, 1, 2, 20)
great emphasis is placed on avoiding utility work. Idle time
is held to be objectionable but much more acceptable than
utility work. Congestion and work deficiency are mildly
objected to. Although congestion is, here, preferred to
work deficiency, it is given a larger value in order to bias
the assembly work away from the region of utility work.
This philosophy is arbitrarily chosen. In situations where
it is unsuitable it can be remedied by changing the values
of a, b, ¢, d as required. (Thomopoulos [20] uses the costs
of the various types of penalty work for a, b, ¢ and 4,

25 discussed in 4.4 above.) .

The alternate choice of a task of high work content
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followed by one with low value of Lm has the recommendation
that it works. (Utility work is kept down by the condition
U, * 0.) Algorithms were tried which selected the model
that at each selection minimised L. This had the
disadvantage that it tended to keep the low and high work

content models until last. This frequently resulted in a

disastrously bad latter end of the sequence,

4.4.2 Sequencing algorithm 2

Sequencing algorithm 2 (see figure 12) applies when
concurrent working is not permitted and when there are no
constraints on the placing of models in the sequence. The

algorithm differs from algorithm 1 specifically as follows.

(1) A different significance is given to idle time
in Lm. For a situation of no concurrency of
work, the most serious cause of idle time for
product i in station j is failure by the
operator in station (j-1) to finish his work
on product i in time to avoid causing the
operator in station j to wait for him. We

therefore write

L = aI"™ + bb" + ¢C_ + 4U
m m m m m

and compute I& and D; by means of the standard

upstream equations for the current product (and
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not for the next product as in algorithm 1).

It might be more logical to take account of I&
and D& as defined for algorithm 1 as well.
However the value of these compared with I& is,

in general, small and they have been neglected.

(1i) In the procedure that corresponds to procedure
3(ii) of algorithm (i), an additional condition
of selection is applied. This is that the value
of IE must be less than some arbitrarily chosen
value. An example of a typical value is 1.30

man minutes of idle time.

L.4,.,3 Sequencing algorithm 3

Sequencing algorithm 3 applies when concurrent work
is permitted but there are constraints on the sequencing as
follows. Assume that the assembly line being sequenced
is a subsidiary line operating in parallel with a main
assembly line to which it must supply assembled units for
incorporation in the product of the main assembly line.
Launch interval on both lines is the same. There is
latitude in the system, however, because the subsidiary
line is shorter than the main line, in such a way that if
product i is completed now, (r-1) other products may be
completed before it is necessary to load i into the product

of the main 1line (e.g. car front seats are assembled on
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the subsidiary line and car bodies on the main line). »

is called the stack size. Also, the sequence of models in

the main line is known only as far back as (v+p+r) etations
from the point of loading in the main line. X is the
number of stations in the subsidiary line: v is called

the look ahead. As soon as a launch interval is complete

a unit must be loaded onto the subsidiary line. Thus, for

example, irrespective of stack size, if look ahead is 1,

there will be no choice in what can be loaded because only

one product is known (random selections are not permitted).

Equally, irrespectivé of size of look ahead, if stack size is

1 there will be no opportunity to complete any other

product before the product being loaded onto the subsidiary 1:

nust be loaded into the main line product. The objective

of the sequencing algorithm 3 is to set up a suitable

sequence from an existing sequence in the conditions

given above. The existing sequence represents the main line

sequence and the alterations represent changes from this

sequence which will both be permissible and will facilitate

assembly on the subsidiary line. The procedure is as

follows:-

(1) A sequence of products for the shift is given as part
of the initial values of the problem. From this

gsequence a list of length v called the look ahead list
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is set up and each member is given a credit equal to
r. Any member of the list v may be chosen to be next
onto the line, but when this is done the credit of
every member of v that initially preceded it must be
reduced by 1. Before any member of the list may
enter the assembly line the credit of the first
member of the list must be checked. If it is 1, then
that member must be next on line. If credit is
greater than 1 the selection procedure detailed

below 1s used.

L. is computed by the same procedure as in sequencing

algorithm 1.

Two procedures (i) and (ii) are used as follows

(1) A switch is set in such a way that procedure
(ii) below is used for the next unit. Then, an
example of each model present among members of
the look ahead list is considered and the
first example of the model for which Ly is
smallest is selected.

(ii) A switch is set in such a way that procedure
(i) above is used for the next unit. Next, if
the look ahead list contains an example of the
grcatest-work-content model, and if

U, = 0, then the first example of that model 1is
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selected. If the foregoing conditions cannot
be met the first example of the model in the
look ahead list that has the greatest work

content of the models in the 1ist is selected.

4.4.4 Sequencing algorithm 4

Sequencing algorithm 4 applies when concurrent work is
not permitted and when there are constraints as in 4.4.3
above on the sequencing. The algorithm is the same as

sequencing algorithm 3 except in relation to the following:-

(1) L, is computed by the same procedure as in

sequencing algorithm 2.

(ii) In the procedure that correspands to procedure
3(ii) of algorithm 3, an additional condition
of selection is applied. This is that the
value of I& must be less than some arbitrarily

chosen value, e.g. 1.30 man minutes of idle time

4.5 Simulation test pruns

After the simulation program had been checked out by a
series of short runs with hand checks some runs were carried
out to assess the usefulness of the simulation and to
investigate the performance of the sequencing algorithms.

In order to keep the cost of the computer runs within bounds
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without sacrificing all realism the running period was made
equivalent to approximately % ofan 8 hour shift, and a mix
of 7 models requiring 9 assembly stations was used. Two
sets of task allocations to stations by models were used
and these are shown in Tables 1 and 2 of Appendix I. Both
tables are artificially constructed. Table 1 is intended
to represent the results of multiple individual balances
that have been rather unsuccessful in terms of overall
efficiency, e.g. model 1 has an overall efficiency of
(2.05/2.25) = 0.91 and model 7 an overall efficiency of
0.94. (The allocations have been repeated in groups of
three in this test in the hope that mechanisms of assembly
performance might be more casily recognised.,) Table 2

is intended to represent an aggregated task group balance
of high efficiency, but in which allocations are particularly
uneven e.g, model 1 station 3 has a zero requirement for

assembly work.

For each input, station-passage time has been made
to correspond to the largest entry in the relevant Table,
namely 3.45 min. for Table 1 and 4,34 min. for Table 2.
For Table 2 this gives an assembly-line length of 39.06 min.
against a work content of 29.38 min. Results of simulator

tests are now discussed.
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4.,5.1 Simulator test 1

Simulator test 1 was carried out with the main aim of
investigating the performance of sequencing algorithms 1 and
2 in easy circumstances. Subsidiary aims were to investi-
gate the effect of upstream and downstream allowances on
performance, to compare the effect of including and

excluding concurrent work and to examine the effect of

changes in parameters b and ¢ in L. The values of work

deficiency, idle time, utility work and congestion given

in the Tables of Appendix I are the aggregated values

summed for every product unit over every station (see 4.3.4

above).

The main results shown by the runs are that

(1) Both sequencing algorithms operated effectively
(see Table 3, Appendix I). Utility work
was held to a trivial level, and total operator
jidle time ranged between about 6 man minutes
and 33 man minutes in a shift of some 1420
man minutes of effort. Two runs, 01 and 02
in Table 3, Appendix I, have been done with the
hand-prepared sequence shown in Table 4, Appendix
I, Sequence 1, This sequence has been arranged
so that the models are evenly distributed. This

type of arrangement has been found to be
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- 97 -

associated with good assembly performance.
Run 7 Table 3 Appendix I is comparable with
run 01 and shows much improved idle time
results. Run 13 Tab:le 3, Appendix I

is comparable with run 02 and performance

is similar but slightly worse.

As expected, provided that the sequence of units
is adequate, the shift efficiency for the mixed
assembly is much greater than that of the best
of the individual balancesof Table 1 Appendix I
e.g. run ;( Table 3 has an efficiency of

(1423.08 - 5.54)/(1423.08) which is 0.996

approximately - an extremely high efficiency

against 0.94% in Table 1.

Operator idle time is insensitive to changes in
upstream and downstream allowance. Work
deficiency (as would be expected) decreases

sharply with decrease in upstream allowance.

Small alterations in the L parameters b and c
had little effect. Compare runs 1 to 6 and

7 to 12 in Table 3, Appendix I.

Removal of the facility for concurrent work by

operators had a most significant effect.
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Compare for example in Table 3, Appendix I,

the idle time of runs 13, 14, 15 (31.76,

31.36, 31.16 man minutes) with the idle time

of runs 7, 8, 8 (7.03, 7.03, 7.13 man minutes).
These runs differ only in that work concurrency
is excluded for runs 13, 14, 15 and permitted

in runs 7, 8, 9.

Work congestion increases significantly with
jncrease in downstream allowance (as would be
expected) and also increases significantly
with decrease in upstream allowance. This
latter mechanism is also to be expected. 155
for example, three consecutive tasks in station
j result in x units of work deficiency on the
first and y units of congestion on the third,
then if the upstream allowance time is reduced
by 0.5minutes, the congestion will be increased
by 0.5 man minutes provided that there is
sufficient downstream allowance time to permit
the increase (if downstream allowance time is

insufficient, utility work will appear instead).

Sequence 2, Table 4, Appendix I, is an example
of a sequence generated by algorithm 2 in the

fairly difficult circumstances of run 18. The
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initial alternation of high and low work
content models is apparent in the selection

pattern. The sequence is satisfactory.

4.5.2 Simulator test 2

Simulator test 2 was carried out with the same general

intention as for simulator test 1 described above, and the

results were substantially similar. Note however that

(1)

(ii)

The uneven allocations of test input 2 (Table
2, Appendix I) presented a more difficult
problem for the sequencing algorithms to handle
than did test input 1. In particular, the idle
time for the runs in Table 5 AppendixIin which
concurrent work was permitted (runs 1 to 6) had
values within the range 25 man minutes to

42 man minutes. In the comparable runs in
simulator test 1 (runs 7 to 12 Table 3) the

maximum idle time recorded was 8.53 man minutes.

-

4 tendency is shown for idle time to increase
as downstream allowance is reduced. Because
the sequencing algorithms avoid the incidence
of utility work it follows that if downstream
allowance is reduced congestion will be reduced

also as is very noticeably the case in runs
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1, 2, 3 Table 5, Appendix I for which the

increase in idle time just noted is greatest.
As a result the operations generally will tend
to take place more towards the upstream region
of the stations, and in certain stations there

will be a vulnerability to idle time.

(iii) Runs 01 and 02 of Table 5, Appendix I are
obtained from the evenly distributed hand-prep-
ared sequence 1, Table 6, Appendix I. The
comparable sequenced runs are runs 1 and
7 Table 5, Appendix I. Performance is similar
with the advantage sometime with the hand-prepared
sequence except in utility work where the
automated results are significantly better.
Sequence 2 Table 6, Appendix I shows the
sequence generated for run 10 Table 5,

Appendix I. The sequence shows some
bunching of residual high work content

models (units 73 to 77).

The performance of the algorithms although less good
than in the comparable instance in test 1 is nevertheless
more than adequate. The greatest idle time is less than 4%
of the effort supplied, and utility work at about 5 man

minutes maximum is negligible.
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The result is most encouraging as it suggests that

the very uneven task allocations typical of aggregated

task group balances will not pose problems that are too

difficult for an automatic sequencing algorithm to solve.

4.5.,3 Simulator test 3

The aim of simulator test 3 was to consider the
performance of sequencing algorithms 3 and 4. The method
was as follows. The model-mix requirement was used as
the basis of a hand produced sequence of products intended
to give poor results. This was done by bunching products
of high work content and of low work content in groups.

The sequence used with test input 1 is shown in sequence g
Table 8, Appendix I, in which it should be noted that
numbers have been allocated to models in ascending order

of model work-content.

Simulator runs were carried out for stack sizes with
values 4, 6 and 8 and with look ahead lying between
5 and 16. (Stack size and look ahead are defined and dis-
cussed in 4.4.3 above.) Upstream and downstream allowance
times were maintained at 0.50 min. and 1.25 min.
throughout the runs of the experiment. The criterion for
idle time described in section 4.4.% (ii) above was set

at 1.30 man minutes throughout.
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A typical set of results is shown in figure 13
for test input 1 (Table 1, Appendix I) with concurrent
working permitted. Table 7 shows the most significant
results for input 1 with concurrent work excluded and
for input 2 (Table 2, Appendix I) in conditions of
inclusion and exclusion of concurrent work. The
performance in runs 1 to § in Table 7 are the results of
the operation of sequencing algorithm 3 on this sequence.
Run 02 is the result when sequence 1 is applied to the
assembly line and is not modified. The results in run 9
(and in the other comparable instances) are a significant

improvement on the corresponding unsequenced run, run 02.

(i In all instances investigated algorithms 3 and
4 kept the idle time and utility work within
bounds. The greatest value of idle time was
49.31 man minutes and of utility time was

25,00 man minutes.

(ii) Figure 13 shows clearly that idle time tends
to decrease with increase in stack size, and
this tendency is also evident in Table 7 for
look ahead values of 8 and 16. When loock ahead
is less than stack size the advantage of
increased stack size tends to be lost (as would

be expected).
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(iii) Sequence 2, Table 8, Appendix I shows the
sequence achieved by sequencing algorithm 4
in run 9 of Table 7. The absence of bunching
is associated with the fact the the
"look ahead list" is maintained at a constant
value throughout (i.e. it was not tapered
off to zero members in the concluding stages of

the simulation).

(iv) For test input 1 there was no requirement for
utility work. For test input 2 there was some
tendency for utility work to decrease with
increase in stack size. The trend was not a

strong one nor present everywhere.

(v) For a given input with a given state of
acceptance or prohibition of concurrent work
the results were comparatively slow changing
and appeared predictable. This suggests
that in a given situation the performance of a
sequencing algorithm could be significantly
improved by detailed analysis of the effect of

parameter changes on assembly-line performance.

Certain more general conclusions concerning the use of

the simulator program are given in Chapter 6. These more
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general matters are related to results of the practical

application presented in Chapter 5 as well as to the

simulator test results. It is therefore more appropriate

to discuss them in Chapter 6 than here.



- 105 -

CHAPTER 5. PRACTICAL APPLICATION

5.1 General

In this Chapter the balance and simulator programs
are applied to a practical assembly-line problem. The aim
of this practical application is to prove the method in
the environment of a real assembly line. In addition,
however, the opportunity has been taken to investigate
performance in a variety of realistic conditions and to
reach conclusions, whenever possible, that have a general

application.

5.2 The problem

The problem studied was the assembly of motor vehicle
front seats on a small self-contained assembly line. Some
15 different models were involved in the assembly operation
and included bench seats and bucket seats in various
quantities suitable for private cars, pickup trucks and
panel vans. The assembly was divided into two main parts.
First, the spring structure of the seat required to be
assembled, and was followed by the assembly of the padding
and seat covers. In this latter part of the work, the
elemental task durations tended to be quite large fractions

of the launch interval of the product units.

The seats made on the assembly line required to be
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fitted into car bodies that were being assembled concurrently
on another (main) assembly line. This situation was the
basis of the development of sequencing algorithms 3 and U
discussed in Chapter 4. All the measurements and task
durations used in this Chapter have been taken from the
real situation. It has, however, for technical reasons
not been possible to validate the simulation by direct
comparison with the performance of the assembly line.
Nevertheless, the main aim of the research is the
investigation of a general method and therefore it is
considered that the omission of validation in a specific
situation can be accepted without significant harm to the

pesearch. This matter is discussed further in Chapter 6.

The work content of the different models used in the
simulation are shown in Table 3, Appendix II. It will be
noted that the first four models in Table 3 have the same
work content. The reason for this is that certain work
that is different in each of these four models is done by
specialist workers not employed as general assembly
operators. Despite the fact that these four models are, for
the purposes of the present assembly operation, the same,
they have been treated as separate models in order to

provide a more stringent exercise.
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The balance method used was the aggregated task-group
technique (Chapter 3.3.,1) and it was arbitrarily decided
to balance to 10 stations. Balances were made with two
different model mixes that were reasonably typical of a
day's requirement on the assembly line. The relevant
results obtained from these balances were then applied to
the computer simulation and the performance of the shift was
investigated with various parameter values. Finally a third
balance was made in which methods of allocation of two-man
tasks were investigated. The simulation program does not
contain logic to eater for two-man stations, and therefore
no simulator runs were made in this condition. Some of the

implications of inclusion of two-man stations are discussed.

5.3 Application with first model-mix

5.3.1 Combined precedence graph

The first requirement was the preparation of a
combined precedence graph (Chapter 2.3.2). This was done by
hand and entailed the production of individual precedence
graphs for each model. In combining these into one graph
to suit the balance program the following conditions needed

to be met:-

(1) Nodes required to be numbered so that they

formed a complete sequence of the natural numbers
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and so that no node had a number greater than

any of its successors.

(1i) If the difference between the number of a node
and of one of its immediate predecessors was
greater than 30, a dummy node needed to be

inserted.

(iii) Care was needed to ensure that elemental tasks
common to more than one model were included

only once.

(iv) Every precedence link present in the original
precedence graphs had to be considered for

inclusion in the combined graph.

It was found convenient to write a small edit program to
check items (i) to (iii) above. The final combined graph
contained 191 nodes including dummies and tasks set to zero
duration. Part of this graph including the separator set
(Chapter 3.14) and certain areas of special interest is shown
in figure 1l4. Preparation of the graph in the form of a
geometrical diagram (as opposed, for example, to sets of
numbers) was a definite help in the formulation. Table 1,
Appendix II shows all the elemental task durations associated
with the combined precedence graphs. (The complete list of

tasks has been included in order to give an idea of the
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magnitude and distribution of the task durations.) Table

2, Appendix II illustrates some typical model identification

vectors.

5.3.2 Computer inputs

The inputs to the balance program comprised the

following:-

(1) Fach node and its immediate successor nodes.
These were read in one by one and the
successors were at once written into the
appropriate bit location of a word allocated
to the parent node.

(ii) Task element duration associated with each node.

(iii) Production requirement by models.
(1iv) Shift duration and number of stations.
(v) Model identification vectors.

5.3.3 The balance

The method of operation ofthe aggregated task group
balance program has been discussed in detail in Chapter 3.
Table 3, Appendix II shows the initial model mix. The
initial work content of this mix was 4613.10 man minutes,
and the effort available was 4500.00 man minutes (450

minute shift x 10 operators). The program reduced the
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requirement by successively subtracting one unit of each
model starting with that with the smallest work content. A
balance was finally achieved after six units had been
removed and the work content of the requirement was 4471.84
man minutes. The final model mix is also shown in Table 3
of Appendix II. The final work content added to the work
content of the units removed should egual the initial work
content. We have

4471.8Y4% + 22.51 + 22,51 + 22.51 + 22.51 + 25.15 + 26.07

= 4613.10
and this is the initial work content as given abovew

In achieving the balance all 191 nodes were handled
by the program irrespective of whether they had a duration
greater than zero or not. The method of splitting task
groups when required as described in Chapter 3.3.1 was
incorporated in the program, and eperience with it is
discussed below. The balance achieved is shown in Table U,
Appendix II, by station totals. The overall balance
efficiency is very high at 0.9%4. This was achieved mainly
on account of the large number of alternative tasks
available owing to the nature of the precedence constraints,
and only to a small extent because of task group splitting

noted above. In fact only one split was present, between
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stations 2 and 3. Relevant parts of the balance to
illustrate this are shown in Table %, Appendix II. The
particular form of the splitting algorithm used in this

version of the balance program operated as follows.

Consider the situation in station 2 as shown in Table
5, Appendix II. After allocation of task group 16 the
algorithm reaches the end of the active list without being
able to make a further allocation. Accordingly it takes
the task group of minimum positional weight (i.e. <Tne
last group to be tested for allocation), which in this
instance is task group 12. The adjusted value of task group
magnitude is 6533 man minutes. (This value is obtained
from the values computed after adjustment of model require-
ment before each balance iteration.) Station residue is
(45000 - 44501) = 499 man minutes. The algorithm examines
models in increasing order of work content. The first model
is model 1 and there are 3 units of this model. Task element
duration is 0.47 man minutes, and therefore the magnitude of
effort required for these 3 units is 1l.41man minutes. 3 units
of model 2 add 1.4l man minutes and 1 unit of model 3 adds
0.47 man minutes giving 3.29 man minutes all told. The 5
units of model 4 have a magnitude greater than (4.99 - 3.27)
= 1.72 man minutes and therefore cannot be allocated to statio

2. After allocating 3.29 man minutes to station 2, the
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program allocates the residue of task group 12 to station
3 and then proceeds with allocation to station 3 in the

ordinary way.

The separator set, figure 14, operated effectively
and aliocated tasks 60, 65, 61, 66, 67, 64, 69, 72, 70,
63, 78 to the last 11 places in station 4 and tasks 62, 74,
76, 73, 77, 75, 71, 68 to the first eight places of station

5, thus separating columns A and C figure 1h.

Table 6, Appendix II shows the allocations of work to
stations by model as computed by the balance program,
together with the station passage times allotted. The
distribution of allocations of work is so uneven that it
would be impractical to make all station passage times
equal, as was done in the simulation tests. The assembly
line passage time is 53,00 minutes, and the greatest model
work content is 43.93 man minutes, giving a ratio 53.00/43.93
or 1.21. This ratio could have been reduced, but some

latitude was considered desirable for the first application.

5.3.4 Simulator runs

gimulator runs similar to those made in the tests
reported in Chapter 4, but less extensive, were then made,
using the allocations of work shown in Table 6, Appendix II.

A hand distributed sequence (intended to be reasonably



- 113 -

evenly distributed) was used for unsequenced runs and for
sequencing under constraint. This sequence is sequence 1
of Table 7, Appendix II. The results of the simulator runs
are given in Tables 7, 8 and 9 of Appendix II. Table 7
gives results of sequence generation, Table 8 deals with
assembly performance in terms of work deficiency, idle time,
utility work and congestion, and Table 9 shows the
distribution of idle time and utility work for different
runs over the three stations that showed on average, the
highest values of these two quantities. In these Tables,
runs 1 to 12 relate to unconstrained sequencing, with and
without concurrent work; runs 13 to 18 relate to constrained
sequencing, again with and without concurrent work. Run 19
is a simulation done with the sequence of models shown in

Sequence 1, Table 7, Appendix II.
Comments on the results are as follows:-

(i) The sequencing algorithms have achieved stable
results in all runs. Comparison of run 1 with
run 19 shows that performance with the
algorithm-generated sequence is superior to that
with the hand-prepared sequence in regard to
every parameter recorded in Table 8, Appendix II.
The advantage is significant in regard to idle

time but particularly significant in regard
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to utility work where the comparison 1is

3.80 pan minutes to 39.63 man minutes.

(1ii) When utility work is present assessment of
efficiency presents difficulty. If, as a guide,
utility work is taken as equivalent to idle
time for purposes of computing efficiency, then
the efficiency of run 1 is about 0.985 and of

run 11, the worst run, is about 0.925.

(iii) A marked advantage is obtained by permitting
work to be done concurrently as shown by the
results both for unconstrained sequencing (runs
1 to 12, Table 8, Appendix II) and for
constrained sequencing (runs 13 to 18, Table 8,

Appendix II).

(iv) The results with unconstrained sequencing show
a consgiderable sensitivity to changes in upstream
and downstream allowance times. The general
trend is for performance to deteriorate
as the sum of upstream and downstream allowance
time is reduced. Run 12 Table 8 however,

reverses this trend quite noticeably.

(v) The results with sequencing under constraint

(runs 13 to 18, Table 8, Appendix II) show
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insensitivity to changes in look ahead

magnitude.

Sequence 2, Table 7, Appendix II is the
automatically generated sequence associated
with run 1, the run that gave the best
performance in Table 8. The sequence seems
good except for the bunching of 4 units of
model 9 in the last four places in the sequence.
The conditions that bring this bunching about
are artificial, for the following reason. The
sequencing algorithm has, at the start, a list
of 151 units (169 required - 18 already on the
line) to choose from. For the 15lst selection
this list has been reduced to a length of 1 unit.
In practice it would probably be acceptable

to permit a few of the models required in the
next shift to be drawn on to provide good
terminal conditions in the current shift. The
sequencing under constraint has been arranged
in this way (i.e. the look ahead list 1is kept
full of units throughout the sequencing) and
as a result better distribution is obtained

at the end of the sequences than with the

unconstrained sequencing. Sequence 5 of Table 7
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Appendix II is an example of final models

in a constrained sequence, while sequences

3 and 4 of the same Table are two of the
worst examples of bunching for unconstrained
sequences. If some choice can be given to
the sequencing algorithms in unconstrained
sequencing when the last few models are being
selected, assembly efficiencies would be
improved. The efficiency of the next shift
would not be significantly reduced by this

procedure.

(vii) Table 9, Appendix II shows the distribution
of idle time and utility work over the three
stations that, on average, had the highest
values of these two quantities. The results
are noteworthy, for they show clearly that the
pattern of distribution of idle time and
utility work is related to the sequencing
method used. Thus the distributions in runs 1
to 6 done with sequencing algorithm 1 resemble
each other, but show a sharp difference from
those in runs 7 to 12 done with sequencing

algorithm 2. The distributions in runs 13 to 15
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done with sequencing algorithm 3 resemble
closely the distributions of runs 16 to 18
done with the sequencing algorithm 4 but
differ considerably from distributions in
runs 1 to 6 and 6 to 12. Finally, the
distribution associated with run 19, the

hand-prepared sequence, is different again.

The importance of these results is that
they show that, in one instance at least,
the incidence of penalty work cannot be gauged
by a study of the allocations of work to
stations by models (e.g. Table 6, Appendix II).
Knowledge of which stations will bear the brunt
of the idle time and utility work will be of
considerable value in the planning of assembly

operations.

5.4 Application with second model-mix

5.4.1 The balance

The task durations, combined precedence graph and model
identification vectors used were the same as for the first
model~-mix, except where specific statements are made to the
contrary. The initial and final model-mixes are shown in
Table 10, Appendix II and the balance achieved is shown in

Table 11, Appendix IIT.
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One of the aims in this balance application was to
investigate the possibility of smoothing the allocation of
work to stations by manipulation of the precedence graph
through changes in the positional weights. An unsatisfactory
feature of the first balance was the allocation of 9.16
man minutes of work to station 6 for model 15 (Table 6,
Appendix II). Analysis showed that the cause of this was
the allocation to station 6 of task groups associated with
the elemental tasks 130, 131 and 133 (see figure 1h).

In order to investigate methods of modifying this situation
it was assumed that it would be physically feasible to
rearrange the method of manufacture so that task 133 became

a task with no successors {the engineering feasibility of
doing this was not taken into account). This entailed the
removal of the arc (133, 134%) in figure 14. Next, the
positional weights of nodes 130, 131 and 133 were arbitrarily
changed with the aim of locating them in station 8. In the
balance, the desired relocation was achieved, and the
allocation of work by models to stations is shown in Table 12
which also shows station passage times allotted. The
allocation of work is noticeably more even than with the
first model-mix. Also, the latitude (c.f. Table 6,

Appendix II) in station passage times has been, in effect,
removed. The total assembly passage time was 50.50

and the ratio of total passage time to greatest work content
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was 1.1l4. The balance achieved is shown in Table 11.
The efficiency was 0.989, an excellent result, which was

achieved without any task-group splitting.

5.4.2 Simulator runs

Table 13, Appendix II shows the results of 17
simulator runs with the second model-mix. The shift
duration was 30 minutes greater than with the first model-
mix. The results obtained are similar. The best runs for
model-mix 1 (e.g. run 1 Table 8) were noticeably better
than the best runs for model-mix 2 (e.g. run 1 Table 13).
However, for the worst runs, model-mix 2 gave the better
results (c.f. pun 10 Table 13 and run 8 Table 8).

The distpibution of idle time and utility work over stations
was more even with model-mix 2 (as would have been expected
because of the more even allocation of work to stations)
and did not exhibit the clearly recognizable patterns

noted with model-mix 1 (Table 9, Appendix II).

The sequences generated by the sequencing algorithms
were in general similar to those for medel-mix 1, but
there was less tendency for bunching of model 9 at the

end of the sequences.

The most interesting result of the runs is the very

great general similarity of performance of the assembly
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line with a significantly different model-mix.

5.5 Application with two-man tasks

Certain tasks in the combined precedence graph are
tasks that require to be done by two men working together.
These tasks have purposely been treated to date as is
if they had been one-man tasks, because the inclusion of
two-man tasks would have obscured certain of the main
issues being investigated. However, now that the main
material on assembly-line performance has been obtained it
is of interest to consider some of the implications of the

presence of two-man tasks 1in an assembly operation.

If there are several two-man tasks it will be desirable
to collect them all into as few stations as possible, since
stations where such tasks occur will need to be manned by
two men. If concurrency of work is not permitted, then a
scattered allocation of two-man tasks will be parti-
cularly harmful to efficiency. Single-man tasks
allocated to a two-man station in such circumstances
bring with them a content of idle time equal to their own
work content, for the second operator in the station must
stand idle until they are complete. However, in these
conditions of prohibition of work concurrency, a balance can
be computed in the usual way after minor program modifi-~

cations. Further, if no facility exists in the program,
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allowance may be made for the two-man tasks by simple

hand adjustments.

If concurrent working is always permitted the need
to ensure the concentration of two-man tasks into as few
stations as possible is not so pressing. However,
special arrangements must be made in the balance program
tc allow for the presence in each two-man station of
two operators both of whom may do single-man tasks

simultaneously.

If certain combinations of tasks can be done
concurrently and certain others not, a considerable degree
of added complication:must be introduced to the program

if it is to solve the balance problem in a general way.

Here, the assumption has been made that no concurrent
work is permissible and the following elemental tasks
are declared two-men tasks: 118, 129, 132, 134, 138 to
148, 154, 157 to 164. The task duration on the precedence
diagram now relates to two men - e.g. the duration 0.48
required for task 118 now signifies that two men are

required for 0,48 minutes each.

Study of the combined precedence graph suggested that
proper manning could be achieved solely by changes in

group-positional weights, and the changes shownin Table 1k
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were made. The relevant parts of the balance achieved

are shown in Table 15. As shown, the tasks spread over
four stations, but the portion of task group 118 that is
in station 6 may be moved to station 7 without infringing
precedences. The content of station 7 would then be too
great, but task group 120 may be pushed down into station 8
with impunity, and the allocation of all the two-man tasks

to three stations is achieved.

Without inclusion of the changes in positional weights
noted above the two-man tasks were distributed over 4
stations in a way that made hand adjustment impracticable.
It is of interest to note that, for the circumstances of
this example, if three double stations are sufficient, the
total idleness increases from the ten single-station value
of 50.50 man minutes to 449.82 man minutes. The overall
balance efficiency drops from 0.989 to 0.928. If four
double stations are necessary, the idleness becomes 929,82

man minutes and overall balance efficiency falls to 0.86.
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CHAPTER 6. DISCUSSION

6.1 General

In the foregoing Chapters a method has been developed
for the planning and control of assembly operations in a
mixed-model enviromment. The method has been to allocate
work associated with different models of a product to a
group of operators, and then against a given requirement
of models to generate automatically sequences of product

units suitable for application to the assembly line.

In allocating the work two main alternatives are
offered. On the one hand, the work of each model can
be evenly divided between stations. This approach has
the serious disadvantage that the same task present in
different models may be allocated to different stations,
calling for a proliferation of skills among assembly oper-
ators. The other alternative depends on collecting together
from each model every example of some given task and
allocating it in one packet to a given operator. This
has the immediate disadvantage that it increases the length
of the assembly line and hence increases investment in
inventory. It can also produce a grossly uneven allocation
of the work content of a given model to the stations. It
was suspected that in the circumstances of these uneven

allocations it would be a matter of great difficulty to
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provide a product sequence that would permit the assembly

to be even marginally efficient.

However, despite uneven allocation, it has been shown
that with constant task durations, effective sequences
may be developed. These sequences are generated by
means of a computer simulation of a fairly detailed kind,
and this tool, together with a balance program to allocate
the work to the assembly stations can solve the problem
of how many stations are needed for a given mixed-model
requirement. The most effective sequences are generated
in conditions where assembly workers may move out of their
stations by a distance equal to about one third of the
length of their stations downstream and by a smaller amount
upstream. Further, in conditions of uneven allocation
of work the length of assembly stations must be tailored
to the work allocated unless a considerable increase in

line length is acceptable.

6.2 Concurrence of work

Analysis of the results of computer simulations of
assembly operations led to interesting conclusions, which
have been discussed in detail in the thesis. In particular
the simulator results established that the most important

factor affecting assembly performance 1s whether or not
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concurrent working is permissible. A certain amount

of downstream working is, in practice, unavoidable with
uneven work allocations. Then, if it is important to
restrict the length of the assembly line, this downstream
working will take place in the next station. Here, mainly
because of uneven work allocations, it will often happen
that the worker in the downstream station is ready to
start work. If, because concurrent working is not
permissible, he must wait until the operator before him

in the line has finished his task, much idle time will

be involved.

Tn the simulation it has been assumed either that
concurrent working is always possible or that it is not.
There will obviously be circumstances in practical work
where concurrence of work is only sometimes permissible.
If matters can be arranged in such a way that across the
boundaries of certain pairs of stations concurrent work
may always take place and across others it may never take
place, then the computer simulation described in this
thesis would be sufficient after minor modifications. If
however every time the question of concurrence arose all
the possible combinations of tasks had ®© be checked
through, the simulator program would be greatly increased

in complexity. This is a serious disadvantage and is
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discussed later in another context.

If it is assumed that the aim in industrial engineering
is to produce work of an acceptable standard as cheaply as
possible, then two important principles emerge from the
foregoing discussion. The first is that it may be cheaper
to pay for the redesign of certain assemblies to increase
the content of tasks that may be done concurrently than to
accept inefficient assembly operations brought about by
existing inadequacy in design. The seccond is that the
planning of operations is an item that must be paid for,
and it will be worth examining the relative costs of
accepting a lower standard of assembly efficiency in

order to simplify the planning andlence reduce its costs,

It is considered that ‘the matter of concurrence of
work and its relations with engineering design and with the
planning of assembly operations is an area for further

research.

6.3. Prediction of assembly performance

The next important general matter that came out of
the simulator studies was that throughout the running the
performance of the assembly line varied comparatively
slowly with changes in parameters. In the conditions

used in the simulator runs there were no instances of
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grossly non-linear performance. There is good reason,
therefore, to regard an assembly line simulation as a
reliable tool for predicting assembly line performance.
Further, it seems probable that as knowledge is gained
of the behaviour of a particular assembly line it will
be possible to use the simulation to increasingly good

effect.

There are two aspects to the use of a simulator in
these circumstances. The first is to use it as a tool
that,in the given conditions, will determine the correct
number of operators to employ and that will specify a
suitable sequence of models to be fed to them. However,
as confidence in a simulation is built up it will be
possible to use it to identify weaknesses in the given
conditions, and from the results of the simulation alone

to initiate action to modify these conditions.

This important function of identifying weaknesses
is related to the degree of detail in which it is necessary
to carry out the simulation if useful results are to be
obtained. The simulator results showed, for example, that
the distribution of work over stations was affected in an
important way by the sequence of units. Further, it

appeared that the mode of detailed behaviour would adhere
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to the same general pattern over small changes, but

would change significantly if major changes were made in
the conditions. It is therefore important for the
simulation to be sufficiently detailed to retain these
patterns of behaviour. For example, exclusion from the
simulation of a facility for dealing with the partly
completed models of the preceding shift could easily lead
to detailed errors in distribution of utility work and
idle time, although the simulation might give a reasonably
good representation of the overall efficiency of the

assembly operation.

It follows from the arguments presented above that it
is important to carry out a detailed validation of an
assembly line simulation. In order to dc this, it is
first necessary to have an exact knowledge of the conditions
of the assembly, including stochastic variations in
achieved task durations, information on concurrence of work,
and full details of special requirements. Next a detailed
computer simulation program is required that incorporates
all these data in sufficient detail. Finally, arrangements
are necessary to measure the assembly-line performance
in the detail needed for comparisons to be made between
simulator results and actual performance. The way in which

the qualified personnel chosen to undertake such work should
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be organized is an important matter, which is discussed

later in more detail.

The stochastic variations in the task durations
may pose a difficult problem. If the variance of these
tasks is small, then behaviour of the simulated assembly
line may show little difference between two runs done
with different samples of task duration drawn from the
game population. However, if the variance in task duration
is large the whole behaviour pattern of the line may
alter, and detailed findings for one run may have no
application to the next. This is a most important area

for further research.

6.4 Speed and practicability of computations

In order that the automated planning techniques
discussed above may be implemented, it is essential that
the computer programs shall be fast enough to keep costs
within bounds and that it shall be a practical proposition

to apply them to the problem to be solved.

The following figures will serve as a general guide
for speed of computation with the CDC 6400 computer as
installed at the University of Adelaide. If the aggregatzad
task group balance method is used, a single iteration of a

balance allocation for 15 sixty-task models can be made in



- 130 -~

about 0.5 seconds. This entails a balance for some 190
aggregated task groups. The ensuing simulation of an

8 hour shift for the assembly of these 15 models, using
10 stations, takes about 3 seconds. These speeds are
considered well within the requirements, and it will be
of value to assess the probable performance with a bigger

problem.

Consider therefore an assembly line designed to
cater for 20 significantly different models each containing
about 600 elemental tasks. If high speed is to be
obtained it is important for all the problem data to be
held simultaneocusly in the immediate access storage of the
computer. For the balance program, assuming 60-bit words
and the same program organization as that given in this

thesis requirements for storage would be as follows:-

Words

Two precedence matrices (for both) 4000
Model identification vectors 2000
Elemental task duration ) Hold within spare space in
Positional weights ) words of precedence.matrices
Task group durations 2000
Other variables 2000
Program and computer system

requirements (say) 10000

Total 20000

The total storage required is about 20,000 words which is

well within the capacity of typical medium/large computer
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systems. For the simulations, the requirements for

storage would be less onerous that for the balance

program. Computer storage requirements therefore would

not present a serious problem, provided that the bit-by-bit

packing techniques discussed in the thesis were used.?

The design of the balance program is such that the
time required for computation should be in a roughly
linear relation to the number of aggregated task groups.
It would therefore be reasonable to expect the balance
to take some 5 seconds, For the simulation, provided that
the number of models is about the same, a similar linear
relation would apply. Double the number of models would
probably increase the computational time by a factor of
nearly 2. A single run for the 600 task assembly line
could therefore be expected to take between 30 seconds and
1 minute. Provided that this one run was sufficient (as it
could be if task duration variance was small) the costs of
the computation would not be heavy. However, if task
duration variance was large there would be a very real

problem of computing costs to be solved. The answer to this

£l

It is worth noting that the bit-by-bit packaging tech-
niques recommended here have a direct application to the
computer solution of critical path network problems,
particularly when they are characterised by activity-
on-node networks.
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problem will not come from a single validation operation.
Research is required into assembly task duration variance
and its effects in different industries, and into methods

for reducing this variance and its effects.

6.5 Organization for planning of assembly operations

In order to carry out the work required for this
thesis a set of computer programs containing some 3500
FORTRAN statements (excluding comments statements) has been
written. This has entailed the use of some 2 hours of
central processor time and 45 hours of peripheral processor
time on the CDC 6400 computer and some 700 returns to the
computer in the development of the programs. Despite this
considerable amount of work, the programs cover only a
limited number of the options possible in a limited assembly
environment. A full scale package, if it were a possibility,
that covered every possible variation in assembly techniques
and in special assembly requirements would be so large and
cumbersome that it would be impracticable to use it. One
obvious alternative would be for individual industrial
organizations to attempt toc develop theilr own software.
The difficulty of this approach is that it would tend to
recreate in miniature some of the disadvantages of the

large package discussed above, as follows. 1In general, it
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can be expected that the programming staff employed on
software development of this kind would be skilled in
computing but not familiar with the details of the
assembly operations involved. As a result there would
again be a tendency to develop a program package of wide
application. The most probable outcome of this approach
would be a complicated program that would be difficult and
costly to run, but would yet fail to cater for all the
optional requirements of the various assembly operations.

The usual fate of such programs is to be left unused.

If a single person was available who had the double
qualification that he was familiar with and fully
understood the engineering processes of some assembly line
and if he was also a skilled computer programmer then the
problem could be solved. It would be a comparatively
simple matter for such a person to take basic balance and
simulation programs and develop them to suit the exact
requirements of a given assembly operation. In short, the
requirement is for a trained and experienced industrial
engineer who also is trained and experienced in the

application of computers to assembly problems.

It also appears that the control of such personnel

would be a matter for senior men in the industrial engineer-
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ing part of an organization and not in its computing
department. It is concluded that there is a real and
urgent need for competent industrial engineers to be
trained in the techniques of applying computers to
industrial problems in general and to assembly operations

in particular.

In conclusion, it seems probable that industrial
processes will become more complicated and that the costs
of computer hire will fall. This is an environment
in which the use of computers in planning and control of
industrial operations will become increasingly attractive.
It appears important that properly trained people should

be available to exploit this opportunity.
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Table 1. Allocations of work to stations by models,
.simylation input 1

Station number
Hodel] 2 3 4 o 6 7 8 9

1 2.25 2,05 1.85 2.25 2.05 1.85 2.25 2.05 1.85
2 2.15 2.55 2.35 2.15 2.55 2.35 2.15 2.55 2.35
3 2.50 2.30 2.70 2.5¢ 2.30 2.70 2.50 2.30 2.70
L 2.85 2.85 2.45 2.85 2,65 2.45 2.85 2.65 2.45
5 2.60 3.00 2.80 2.60 3.00 2.80 2.60 3.00 2.80
5] 2.95 2.75 3,15 2.85 2.75 3.15 2.95 2.75 3.15
7 3.45 3.25 3.05 3.45 3.25 3.05 3.4%5 3.25 3.05

Table 2. Allocations of work to stations by models,

simulation input 2
Station number
Model | 2 3 4 5 6 7 8 9

1 3.43 2.63 0.00 0,08 1l.41 2.431 0.93 2.87 2.80
2 2.33 2,46 2.46 1.88 2.52 1.69 2.55 2.97 1.98
3 2.33 1.82 2.29 3.17 2.52 2.37 3.76 2.07 1.98
4 2.33 1.99 3.36 2.88 2.81 2.37 3.32 2.07 1.98
5 1.11 2.80 4.34% 4,04 3.09 3.09 .22 1.45 1.85
6 2,08 3.14% 4.17 4.04 3.41 3.07 3.00 2.35 2.80
7 3.24 3.14% 4,17 y.,04 3.41 3.23 2.38 3.38 2.39
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Table 3. Simulator test 1, no sequencing constraint

Simulation input 1 used throughout: a=5, d=20, throughout.

Con- Test :g;@am fiig;ﬁ Results (man minutes)
i ;Efﬁe“t 1%33; bie | a1iow- |allow- |Work Idie {Utility | Con~ REQISEE
o SR ance ance defic- | time | work gestion
{min,) | (min.) | iency
01 Yes 1 112 (0.50 1 50 10K.1Y | 29,25 0.00C 5.30 | No sequencing
02 No b 1412 (0.560 1.50 87.52 [ 31.28 0.00 6.33 applied
1 Yes 1 -1 10 0,50 1.50 33.78 H.5H4 0.00 222,42 Sequenced
Z Yes 1 -1 10 {0.50 1.25% 38.73 £.29 G.10 177.54 "
3 Yes i -1 {0 {0.50 1. 00 4i.36 6.27 .02 129,22 N
4 Yes 1 -1 {0 [0.25 1.7% 14.29 6.28 0.00 263.28 "
5 Yes 1 -1 §0 }0.25 1.5 18.27 7.5 .00 203,14 "
6 Yes R -1 10 |5.25 1.25 19.50 6.98 0.00 15,488 "
7 Yes 1 112 ]6.50 1,50 40.85 7.03 .00 167.37 "
B Yes 1 112 (0.50 1.25 CHIAS], 7,03 0.00 14,50 N
J Yeu 1 112 10.50 L.00 39.87 7.13 0.00C 103,91 i
16 Yes 1 112 0.25 .75 24,10 8.53 0.00 217.89 N
11 Yes 1 112 }10.25 1.50 20.88 8.53 0.00 1¢3.18 i
12 Yes 1 112 |6.2% 125 21.84 8.03 0.90 148,17 B
13 No 1 112 |0.50 1.50 27.80 | 31.76 .00 132.172 "
1h No 1 112 ]0.50 1.25 28.24% | 31.3¢6 0.00 89.30C "
15 No B 1{2]0.50 1.00 28.24% | 31.16 .00 70.15 4
16 Neo jd 112 10,25 1.75 12.83 | 32.72 g.c00 199.57 N
17 No 1 12 (0.25 1.50 12.83 | 33.12 0.00 139.25 i
18 No I 11210.25 L.75 12.83 | 32,92 0.00 124,65 "
Station passage time 3,45 min, (same for each station)
Shift duration 158.12 man.
Effort supplied 1423.08 min.
Launch intepval 2.68 min.
Mix by models 10(1), 5(2), 15(3), 7{u4), 6(5), 7(8), 9(7)
+ uncempleted anits from’ preceding shift.
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Table 4. Simulator Test 1, Sequences

Sequence 1. Hand prepared, evenly distributed sequence
used as input for runs 01, 027, Table 3

Position of

units in the Models in the sequence

sequence

1 to 10 4 5 5 L 3 4 5 5 4 3

11 to 20 b 5 3 1 2 3 4 5 7 1
21 to 30 3 6 5 4 3 1 2 7 3 5
31 to 40 4 1 3 7 6 2 3 1 6 4
41 to 50 3 7 5 1 3 7 6 b 3 1
51 to 60 2 5 3 7 6 1 3 L 7 )
tl to 70 3 1 2 L 3 5 7 1 3 7
71 to 80 6 4 3 7 ) 3 2 1 5 6

Sequence 2. Sequence achieved by seguencing algorithm 2,

run 18, Table 3

Position of

units in the Models in the sequence

sequence
1l to 10 L 5 5 L 3 b 5 5 4 3
11 to 20 4 5 6 1 7 1 6 1 7 1
21 to 30 6 1 6 1 7 1 b 1 6 1
31 to 40 7 1 6 2 5 2 5 2 5 2
41 to 50 7 3 7 2 7 3 5 3 7 3
51 to 60 L 3 5 3 5 3 L 3 4 3
61 to 70 Y 3 L 3 L 3 7 3 4 3
71 to 80 3 = - = =4 =4 e = - -




APPENDIX I

Table 5. Simulator test 2, no sequencing censtraint

gimulation input 2 used throughout: a=b, b=l, ¢=2, d=20 in all runs

Con- Test Sg;eam ZE;ng Results {(man minutes)
fr cu;yent 1H?Pt allow- | allow- | Work Tdle | Utility | Con- Remarks
work number : 3 o] I
ance ance defic~- time WOork gestion
(min.) | {min.) | iency
01 Yes 2 0.50 1.50 54,08 | 27.32 6.22 g2.52 Not sequenced
02 No 2 J.50 1.50 17.86 | 36.40 10.07 128.55 Sequenced
1 Yes i G.,50 1.50 556.60 | 25.62 D41 g, 23 k.
2 Yes ? 0.50 1,25 58,869 | 28,27 0.84 T34 "
3 Yes 2 .50 1,00 65.84 | 41.91 0.8% 38.15 "
L Yes 2 0.25 1.75 25,19 | 29.69 1.15 159.772 "
5 Yes 2 0.25 L.5D 23.40 | 28.83 G.ul 112.90 "
o Yes 2 0.25 1.25 26.82 | 36.82 0.bh £8.68 L
7 No 2 0.50 L.50 23.58 { 42.39 2.56 109,38 u
8 No 2 0.50 1,25 26,51 | 50.23 1.54 75,1k i
9 No 2 0.50 1.00 37.01 | 56.49 3.92 Wi, 7 it
10 No 2 0.25% 175 15.22 | 55.50 1.4l g8.48 "
11 NG i 0.25 1.50 7.28 | 46.09 4,84 121.43 "
12 No 2 U.25 1.25 10.88 | ug. 786 3.9u 86,90 1
Station passage time h.34% min.
Shift duration 161.20 min.
Effort supplied 1450.80 min.
Launch interval 2.80 min.
Mix by models 15¢1), 8(2), 11(3), u(u), 5(5), 9(6), 20(7)

+ uncompleted units from preceding shift
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Table 6. Simulator Test 2, Sequences

Sequence 1. Hand prepared, evenly distributed sequence
used as input to runs 01, 02, Table 5 Appx. I

Position of

units in the Models in the sequence

sequence
1 to 10 7 2 1 5 4 1 7 2 1 5
11 to 20 4 1 6 7 2 1 Az &4 MNs 21
21 to 30 3 6 7 1 3 7 6 1 3 4
31 to 40 5 1 3 6 7 1 3 6 5 1
41 to 50 7 2 3 1 6 7 2 1 2 L
51 to 60 5 1 3 6 7 1 2 6 7 1
61 to 70 2 7 6 1 8! 7 6 1 5 4
71 to 80 2 1 7 2 3 1

Sequence 2. Sequence achieved by sequencing algorithm 2,

run 10, Table 5, Appx. I

Position of

units in the Models in the sequence

sequence
1l to 10 7 2 1 5 4 1 7 2 1 5
11 to 20 L 1 6 7 2 1 7 3 4 2
21 to 30 4 2 6 1 7 3 4 1 6 2
31 to 40 6 1 7 3 4 3 2 1 6 2
41 to 50 3 1 7 3 8 1 & 2 6 1
51 to 60 5 1 3 2 5 1 6 1l 3 2
61 to 70 3 1 7 3 3 1 b 1l 7 1
71 to 80 5 1 7 5 7 5 7
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Table 7. Simulator test 3, seguencing under constraint
a=5, b=1, e=2, d4=20 in all runs
Con- Test T Results (man minutes)
¥ . , Stack | Look s
Run Sgﬁienc ;ﬁg;gr size ahead | Work Idle | Utility | Con~ fLEmaeis
' B defic- | time | work gestion
iency

1 No 1 Y 5 70.31 32.75 0.00 5.86

2 No 1 6 5 56,85 30.05 0.00 10.92

3 No 1 8 5 7%.60 31.95 .00 2.87 A1l runs 1 to 21

& No i b 8 60,11 30.48 0.08 24,81 were automatically

5 No 1 6 8 54.03 23.54 0.00 B.51 sequenced

B No 1 8 8 54 .43 23.62 0.00 16,14

7 No 1 i 106 42,12 28.55 0.00¢ 32.7%9 (

8 No 1 & 16 36.9Y4 21.43 0.00 16.061 (Upstream

9 No 1 8 16 38.76 19.82 0.00 23.26 for ( allowance
10 Yes 2 b ) 48.60 25.33 10.79 78.31 all  ( = 0.50
11 Yes 2 6 5 41.00 21.00 65.96 72.08 L

12 | Yes 2 8 5 |38.23 |20.98| 8.u3 | 89.29 |TUNS ED°¥§Stream
13 Yes 2 n 16 44,62 | 32.04 | 18.23 91.99 ( S oF
1k Yes 2 ) 16 2,32 24,83 12.89 100.06 oo
15 Yes 2 8 16 42,94 26.68 19.83 131.52

16 No 2 L 5 30.46 39.79 15.48 B7.24

17 No 2 B ) 27.92 L0.59 12.34 g4.19

18 No 2 8 5 36.04 By hh 13.31 67.15

19 No 2 L 16 28.98 49,31 25.20 119.71

20 No 2 B 16 33.21 40,25 18.25 93.34

21 No 2 8 16 30.12 36.08 18.1u 111.37

(continued)
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Table 7. Simulator test 3, sequencing under constraint (contd.)
a=5, b=1l, =2, d=20 in all runs
Con- Test Results (man minutes}
o : . Stack | Look E o
Run ggiient ;iﬁﬁzr e ahead | Work Idle | Utility | Con- Remarks
' defic- time | work gestion
iency

01 Yes 1 - - 97.92 31.586 0.00 39.62 Not segquenced

Dz No 1 - - 70.68 34.69 0.00 B4.83 Upstream allowance

03 Yes 2 - - 53.47 55,81 34,70 136.49 = 0.50

0 No 2 - - 23.35 68.33 42.93 191,21 Downstream allowance
— = 1.50

Station passage time 3.4% min. (input 1) and 4.34% min. (input 2)

Shift duration
Effort supplied
Launch interval

158.12 (input 1) ané 161.20 (input 2)
1423.08 man min. (input 1) and 1450,80 min. (input 2)
2.68 min. (input 1) and 2.60 min. (input 2)
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Table 8. Simulator Test 3, Sequences

Sequence 1. Hand-prepared sequence buncined in groups
of hign and low work-content models

Position of
units in the Models in the seqguence
sequence

1l to 10
11 to 20
21 to 30
31 to 40
41 to 50
51 tec 60
61 to 70
71 to 80
81 to 90
91 to 100

W~ WwN s wEE
WONH WS- OO
NN WOoOTw oot
G EFFRONHFE
WO FWwwwo N Ww
DN WH WO W
MW NNoTOO IR &,
HEHOGOENH E oo
N OWNO O W E
NHO~NNTOH ENEFHEW

Number of uncompleted produets from preceding shift is 12.
The greatest number of products on which work was started
in any run of table & was 77, giving, for a look ahead of
16, a maximum requirement in the sequence of 93 product
units.

Sequence 2. Seguence achieved by sequencing algorithm 4,
run 9, lable 7, Appx. 1

Position of

units in the jodels in the sequence

sequence
1 to 10 4 5 5 4 3 L 5 5 4 3
11 to 20 4 5 6 3 7 1 7 1 6 2
21 to 30 5 3 7 4 2 ) 1 3 5 L
31 to ud0 5 3 6 2 7 1 6 4 3 5
41 to 50 3 3 1 5 4 7 1 6 3 4
51 to 60 3 4 1l 5 7 2 7 3 7 3
61 to 70 2 3 1 7 3 7 1 7 1 5




Elemental
Task
Number

Table 1.

APPENDIX II

Elemental task durations

Elemental Task Duration

1l to 10
11 to 20
21 to 30
31 to 40
41 to 50
51 to 60
61 to 70
71 to 80

1 to 90
91 to 100

101 to 1160
111 to 120
121 to 130
131 to 140
141 to 150
151 to 160
161 to 170
171 to 180
181 to 190
1391 to 200

O.ub6
0.31
0.42
0.33
0.81
0.86
0.30
0.48
0.38
0.24
0.39
0.52
0.34
1.54
0.43
0.00
0.36
0.65
0.00
0.00

0.26
0.47
0.28
0.74
0.81
.68
.36
.96
.26
11
.80
1.48
0.00
1.28
.95
0.55
0.20
0.70
0.00

oOHOOOOoO

1.10
0.31
0.94
0.21
0.40
0.81
0.45
0.47
0.37
1.04
0.39
0.45
1.18
Z2.16
0.11
0.55
0.16
1198
0.00

0.21
0.26
0.78
0.17
0.53
0.22
0.4
0.54
0.87
1.03
0.30
0.74
1.18
0.24
0.08
0.18
0.16
0.22
0.00

0,16
0.49
0.54
0.17
0.17
0.71
0.40
0.43
0.87
0.32
0.u46
0.28
1.50
0.28
1.16
0.23
0.32
0.22
0.00

[o2]
(€]

NN
N

H o
N W

N
o]

[N =
S o

(o]
w

OO0 COCOOO0ODOO O
~J]
[

-]
o

o
[ep)
~J

1.50
0.00
0.36
0.11
0.15
1.12
0.00

0.u8
0.64
0.22
6.09
J.08
0.89
0.51
.47
xSl
.17
.30
.26
UL
.00
1,08
0.09
0.07
0.29
0,00

(oo e» I s I v I ab B & B &

0.30
0.33
0.38
0.36
0.57
0.06
0.48
0.73
0.76
0.55
0.28
0.48
0.88
0.39
0,47
0.1k
0.00
0.11
0.00

0.10
0.41
0.36
0.79
0.57
0.u46
1.10
0.60
0.35
0.00
0.00
0.38
1.02
0.67
0.7¢6
0.15
0.00
0.00
0.00

0.47
0.28
0.17
0.2u4
O.ub
0.60
0.96
1.38
0.66
0.8C
0.00
g.u8
1.84
0.56
0.12
0.15
0.58
0.00
0.00

Table

Tasks 179 to 191 have been set to zero to
exclude them from effective part in the balance.
They are specialist tasks not undertaken by the
assembly line operators.

Examples of model identification vectors

Task
number 1

Model number

7

8

9

10

11 1

2

13

1y

15

gL
95
96
87
98

oo OoOH

[N eNo ol

[N Nl T
[ e e Nel =]

HOOHO
HHBPFO

ook o

O

HOOHO

HOOHO

H RO

O

HHEERO

RO

ook O
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Table 3. Model work content and requirements,
application with first model mix

Model Work content Nu@b?rs Regulrement =
N e e, e b initially adjusted by
required balance program
1 22.51 4 3
2 22.51 4 3
3 22.51 2 1
L 22.51 6 5
5 25.15 8 7
6 26.07 17 16
() 26.13 2 2
8 27.05 2 A
g 28.89 56 56
10 29.87 1 1
11 29.96 28 28
12 30.64 10 10
13 30.94 1 1
14 31.62 2 2
15 43.93 14 1y

Table 4. Balance achieved, application
with first model mix

Station Total of task Station
number groups allocated residue
1 byy,96 5.0u4

2 4ug,30 1.70

3 4ug8,57 1.43

L Ly5.59 L.41

5 449,95 0.05

6 4y8.90 1.10

7 Lys,74 4.26

8 4yg8.75% 1.25

9 448,80 1.20

10 442,28 7.72

Totals Ly71.84 28.16
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Table 5. Example of task group splitting

Task Position of | Magnitude of | Running total
Station group task group task group of allocated
number in station (man min.) task groups

(man min.)

2 25 11 75.06 4129.77
13 12 3.72 433,48
15 13 5.88 439.37
1y 14 3.12 442 .49
16 15 2,52 4y5,01
12 16 3.29 448,30

3 12 1 62 .04 62 .04
35 2

23.63 85.67

- . . L
. . - "

Table 6. Allocations of work to stations by models,
application with first model miX

Model Station number
number 1 2 3 L 5 6 7 8 9 10
1 0.94 2.15 5.12 2.06 4.26 3.27 0.0 2,51 O.uu4 1.76
2 G.94 2.15 5.12 2.06 4.26 3.27 0.0 2.51 0.4k 1.76
3 0.94 2.15 5.12 2.06 4.26 3.27 0.0 2.51 O.hu 1.76
L 0.94 2.15 5.12 2.06 4.26 3.27 0.0 2.51 O.u44 1.76
5 3.12 3.54 2.31 2.39 2.21 2.23 2.96 1.16 3.08 2.15
6 3.12 3.07 2.78 1.95 3,47 2.71 2.58 1.16 3.08 2.1%
7 3.12 2.13 3.56 3.53 2.21 2.23 2.96 1.1€¢ 3.08 2.15
8 3.12 2.13 2.78 3.09 3.47 2.71 2.58 1.16 3.08 2.15
9 3,12 3.07 2.78 2.90 2,21 1.78 3.14 4.17 3.10 2.62
10 3.12 2.13 3.56 4.,0u 2.21 1.78 3.14 4.17 3.10 2.62
11 3.12 3.07 2.78 2.40 3,83 2.71 3.86 1.16 3.66 3.27
12 3,12 3.07 2.78 2.46 3.47 2.71 3.14% 4.17 3.10 2.62
13 3.12 2.13 3.56 3.54 3,83 2.71 3,96 1.16 3.66 3.27
14 3.12 2.13 3.56 3.60 3.47 2.71 3.14 4.17 3.10 2.62
15 3.12 3.07 2.62 6.48 2.70 9.16 2.94 4,71 2.88 6.25
Station

E?;:age L.00 L.00 5.00 6.50 5.00 9.00 4.00 5.00 4.00 6.50

(min.)
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Table 7. Application with first model mixz, Sequences

Sequence 1. Hand prepared evenly distributed sequence

Position of
unit in Models in the sequence
sequence
1 to 20 6 9 1112 9l3is 1 9 11 ¢ 9 &5 1z 9 11 7 9 15 4 9
21 to 490 1T @ 11 6 8 5 15 9 ¢ 11 g 1 & 9 11 115 9 4 13 9
Ll to 60 11 6 9 2 15 911 7 9 5112 911 y4 3 206 9 11 9
61 to 80 911 6 911!15 ¢ 5 4 9411 6 8 1b 1 9 11 4 9 14
§1 to 100 12 ¢ 11 6 9{1% 9 911 5 g 12 6 4 11 9 g9 2 1% 9
101 to 120 11 8 9 & 1b 911 5 ¢ 8|12 9 8 11 9 {1s 12 9 11 6
121 to 140 g 15 6 9 11 1 910 6 %411 15 9 & 7 9 11 & ¢ 11
141 to 169 15 911 6 9 2 5 9 11 12 g 15 & 9 11 {312 ¢ 12 12 8
161 to 1890 11 14 8 12 6 11 15 9 12 5 9 11 4 9112 6 9 & 9
181 to 200 116 9 65 15 g 911 9 1 & 9 11 15 9 B 13 9 11 6

Sequence 2. Sequence genevated by sequencing algorithm 1, run 1 Table 6

1 to 20 & 9 11 12 9415 1 $ 11 6 g S 12 9 11 7 9 15 8 12
21 to 40 iy 6 1u 5 12 & 4 913 9115 5 12 5 12 Bio Wiy 89 18 ¥
4l to 60 8 912 5 16 5 12 7 12 5|12 9 12 11 1% 711 1 9 9
61 to 80 11 9 11y 9 156 & 9 6 9 1111 9 11 9 3 5 15 6 11 2
81 to 100 g 9 11 9 11 915 6 9 611 9 & 9 4 9 16 11 11 9

101 to 120 g 611 9 2 g 9 11 15 6 g 6 9 911 g 9 6 15 6
121 to 140 g 211 ¢ 11 g 81315 6 611 9 & 911 g 11 9 15 6
141 to 160 8 9 4 11 38 9 11 9 ¥4 Kq 1215 3 9 911r 9 915 11
161 to 180 119 11 9 15 g 9 9 g - - = e - e -
181 to 200
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Table 7. Application with first model mix, Sequences (contd.)

Sequence 3. Final models of sequence of run 10, Table 8 Appx. 1T

Position Models in the seguence
141 to 160 i1 911 9 11 g 8 4 9 9 g 9 9 u 9 ¢ ¢ g 9 9
161 to 169 8 9 9 9 9 5 9 9 9 -

Sequence 4. Final models of sequence of run 11, Table 8 Appx. II

Position Models in the sequence
141 to 160 g 3 9 9§ 9 g 9 4% 9 8 g 8 9 4 9 9 2 9 g 9
161 to 169 g 9 8 9 ¢ g 4 b 4 -

Sequence 5. Final models of sequence of run 18, Table 8 Appx. II

Position : Models in the sequence

23
ot
[Sa}
}_J
[
e}

11
161 to 169 4 9 12 9 15 |11 9 12

-

141 to 160 912 6 912 |15 911 & S8 |1w 5 811 ©
9
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Table 8. Simulation results, application with first model mix
Con Up~- Down - . Performance parameters
Run | euppent | & fream [stream |Stack jlook _{man min.) i, Pemarks
; work' allow-lallow~ size [|ahead |Work Idle Utility Con~"
ance ance defic-| Time work gestion
(min.) |(min,) iency
1 Yes 0.50 |1.50 - - 89,47 S4.bhe 3.80 281.29
2| Yes 0.50 11.25 - - 92.38] 59.36| 5.80 | 284.91
3 Yes .50 |1.00 - - 114,318 82,40 22.98 252.12
4 Yes 0.25 [1.75% - - L2.15}) B3.36 5.41 400.55
51 Yes 0.25 (1.50 - - 38.63} 50.50| 23.20 | 351.63
B Yes 0.25 11.25 - = 47,88 73.03) 11.95 326.1¢ Unconstrained
7 No .50 |1.50 - - 47.28 (140,11 (120.31 577.85 sequencing
8 No 0.50 11.25 - 56.97 (148.70(130.78 W77.28
9 Ko 0.50 11.40 - = 58,.319(186.62(196.7 H(8.05
10 No 0.25 [1.75% - - 19.681149.89(127.29 818.87
1l No 0.25 |1.580 - - 20.71(168.88 165,69 416.5¢
12 No 0.25 |1.25 - - 24,93 1144%,9711258.45 471,31
13 Yes 0.50 {1.25 O 5 TTTIVIE| 71780 26.55 | 225,81 Sequencing
1u Yes .50 [1.2%5 6 8 117.28 77,29 306,13 247 .85 under con-
15 Yes 0.50 |1.2% ) 16 110.00) 75.73) 32.08 231,45 gtraint
16 No 0.50 [1.25 ) 5 49.981108. 5% 52.21 bLis.77
17 No 0.50 |1.25 6 8 60.111116.30| 6L.70 392.32
18 No 0.50 (1.25 6 16 52.211118,32 | 64.71 4L07.66
18] Yes 0.5 i 1510 - - 113.046] &3.75] 39.63 369,00 Not sequenced
Shift duration 450.00 min.
Effort supplied 4500.00 man min.
Launch interval 2.98 min.
Mix by models 3(1), 3(2), 1(3), S5(4), 7(5), 16(6), 2(7), 2(8),
56(9), 1(18), 28(11), 10(L2), 1(13), 2(14), 14(15).
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Distribution of idle time and utility work over

stations,application with first model mix

Run number Tale Time Unan min.y | Utility work (man min.) o
corresponding
to runs in Station number Station number Remarks
Table 8
Appx. 1T B 7 8 & 7 8
1 1.06 .42 | 11.09 0.00 1.80 1o 75
2 1.13 | 10.08 9,499 0.00 0.8%4% 2.6 Concurrent work
3 5.03 | 1o k44 {10.15 0.00 5,32 8.53 permissible.
4 1.95 1 10.59 | 10.37 0.00 0.36 Z.61 Unconstrained
5 0.560 9.06 5.86 0.00 0.05 1.65 SeCuencing
6 4,35 13,03 | 10.16 .00 2.48 5.28
7) 2h.58 | 21.40 1 29.62 368.58 | 18.96 [ 10.95
8 25.57 | 21.88 | 32.22 239.657 | 19.48 | 14.08 Concurrent work
9 46.06 | 14.063 | 80,32 54.10 | 25.11 | 28.79 not permissible.
10 25,13 | 24.07 | 33.35% 40.37 | 18.60 | 13.18 Theoonstrained
11 38.88 | 19.12 | 36.36 bg.65 | 23,07 { 21.51 sequencing
12 24,31 | 22.52 1 30.87 38,06 | 19.55 |12.73 . -
13 2.725 1 11.74 1 15.20 1.54 3.78 7.29 Conourrent work
14 3.41 11,91 | 16.84 3.42 3.63 5.82 permissible. Sequencing
15 0.50 | 15,56 | 18.36 1.10 7.44 | 10,45 under constraint.
16 4,05 | 16.05 | 29.70 2.63 7.70 {17.85 Concurrent work not
7 8.01 | 16.21 | 30.97 g.02 | 8.68]18.79 permiseible. Sequencing
18 6.73 | 17.08 | 32.70 G.74 7.59 | 23.87 under constraint.
19 12.62 | 17.01 9.60 4.52 8.76 4L.60 Hand prepared sequence.
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Table 10. Model work content and requirements,
application with second model mix

, Numbers Requirement as
ggiﬁir W?;gncggi??t initially adjusted by
required balance program
1 22.51 14 13
2 22.51 4 3
3 22,51 2 1
y 22.51 16 15
5 25.15 8 7
6 26.07 17 16
7 26.13 2 1
8 27.05 2 1
9 28.89 56 55
10 29.87 1 0
11 29.96 28 27
12 30.64 10 10
13 30.94 1 1
14 31.62 2 2
15 43.93 14 14

Table 11. Balance achieved, application
with second model miX

Station Total of task Station
number groups allocated residue

1 477.10 2.90

Z 477.57 - 2.43

3 478.74 1.26

L4 479.21 0.78

5 478.73 1.27

b 475.96 4.04

7 476.72 3.28

8 475.07 4.93

g 474.99 5.01

10 455,41 24.59

Totals B749,.50 50.50
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Table 12. Allocations of work to stations by models,
application with second model mix
Model Station number
number 1 2 3 4 5 ) 7 8 9 10
1 1.82 1.27 5.12 3.03 3.29 3.09 1.03 2.10 0.88 0.88
2 1.82 1.27 5.12 3.03 3.29 3.09 1.903 2.10 0.88 0.88
3 1.82 1.27 5.12 3.03 3.29 3.09 1.03 2.10 0.88 0.88
4 1.82 1.27 5.12 3.03 3.29 3.0% 1.03 2.10 0.88 0.88
5 3.12 3.33 2.52 2,39 2,21 2.61 2.58 1.39 2.85 2.15
6 3.12 3.33 2.52 1.95 2.84% 3,34 2,58 1.39 2.85 2,15
7 3.90 2.39 3.20 2.85 2.21 2.61 2.58 1.39 2.85 2.15
8 3.90 2.39 3.20 2.41 2.84 3.34 2,58 1.39 2.85 2.15
9 3.12 3.33 2.52 2.90 2.21 1,78 3.57 3.74 3.02 2.70
10 3.90 2.39 3.20 3.36 2.21 1.78 3.57 3.74 3.02 2.70
11 3.12 3.33 2.52 1.95 3.65 3.34 3.96 1.39 2.85 3.85
12 3.12 3.33 2.52 2.46 2.84 3.34 3.57 3.74 3.02 2.70
13 3.90 2.39 3.20 2.41 3.65 3.34% 3.96 1.39 2.85 3.85
14 3.90 2.39 3.20 2.92 2.84% 3.34 3,57 3.74 3.02 2.70
15 3.12 3.24% 0.83 6.18 3.75 5.09 2.34 6.24 6.89 6.25
Station
passage | , gg 3,50 5.00 6.00 4.00 5.00 4.00 6.00 7.00 6.00
time
(min.)
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Table 13. Simulation results, application with second model mix

Con- Up- Down-~ ) “ Peﬁf@r%ggg@mggr?meters
Run | current igieam styeam b@@ck %?Ok s nan i :i-. S S erEnils
o allow~|allow~|size [ahead|Wori Idle jUtility; Con-
ance ance defic~| time work gestTion
(min.) |{(min.) iency
1 Yes 0.50 11.50 - - 1i4.88| 82.77 .48 411.20
2| Yes 0.50 {1.25% - - 133.62) 97.9u| 11,87 264.31
3| Yes 0.50 {l.g0 - - 144,161101.05) 15.35 194.39
b Yes .25 [1.75 - - 47.081 81l.94 g.07% 516.08
5 Yes 0.25 J1.50 - - 5G.60] 83.23 7.728 423.17
) Yes 0.25% [1.25 - - 59,1913101.84%] 14.85 283.8¢6 Unconstrained
7 No 0.50 |1.50 - - 5,631153.15(102.71 Ghi, 30 sequencing
8 No 0.50 |L.25 - - B4 .821133,17| 88.46 467,02
9 No 0.50 11.00 - o 81.8¢1161.571118.75% 350.63
1Q No 0.25 |[1.75 - - 25.461180.48(1272.86 816.05
1l No 0.25 |1.50 - - 24.,233[1159.88(1110.85 6u7.17
12 No 0.25 j1.25 - - 23.39(162.65(1118.903 497.68
13 Yes 0.50 1,25 & 92,33 71.18) 37.31 343,63 Sequencing
14 Yes 0.80 {1.25 5 16 107.061 1 8u.y8| 7,67 377.69 under
15 No 0.50 j1.25 & 8 48,02 1136.491 90.83 534.58 constraint
16 No 0.50 |1.25 3] 16 56.08 (145,13 | 99.73 558.81
17 Yes 0.50 |1.50 - - 104,46 97.51) 61.00 486,46 Not sequenced
Shift duration 480,00 min.
Effort supplied 4800.00 man min.
Launch interval 2.91 min.
Mix by models 13(¢L), 3¢2), 1(3), 15(47, 16(8), 1{(7), 1(8),

3 7(5)5
55(9), 0(10), 27¢(11), 10(12), 1¢i3), 2(14), 1u4(15).
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Table 14, Modifications to group positional weights

- . Former group Peositional weight . i
ey a7
Gl P positional weight after modification EEq=ies
79 2438,70 700,00 Changes made to delay alloca-
a5 2362.50 700.01 tion of all two-man tasks by
98 2107.28 700.02 delaying the predecessors 79,
95, 98,
118 1884.25 1884.25 Pogitional weights of two-man
123 1691.13 1884.26 taska have been made larger
132 1547.31 1884.27 than that of 118 to avoid
134 1366.83 1884.28 possibility of task with
140 to 148) B . 1884.29 to 1884.29 positional weight close to that
15y ) | 1186.89 and smalier 1884 .40 of 118 outranking one of the
157 to 164) - 1884.48% to 188Bu4.L4E two-man tasks.
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Table 15. Balance achieved with double stations
. Task group|Task group|Running total
DHEEIRLERS allocited magni%ude of tas% groups REmSEIcs
allocated
(&) . .
118% 3.36 u78.783 Split task
7 118% 60.48 60.48
129% 135.6%6 196.14
132% 170.24 366.38 Precedence
130 25.76 392.14 forces 130, 131
131 21.56 413.70 133 into the
133 30.2u 443,94 balance here
134% 28.56 472.50
120 6.72 479.22
8 138% 51.87 51.87
139% 89.11 140.98
140% 36.9¢6 177.94
1y1% 28.38 206,32
142% 62.70 269.02
143=* 7.26 276.28
1hqy* 5.28 281.56
145% 154.28 B35,84
157% b,77 4u0.o0l
158= 7.472 Lyg.03
159% 7.85 b55.98
160% 7.95 463.93
121 L.,76 468.69
9 161 15.08 19.08
162% 10.60 29.68
163% 8.48 38.16
164% 8.u48 4.0l
1l46% 23.76 70.40
147% 71.28 141.68
1u48% 31.02 172.70
154 12.54 185.24 Precedence
2 . . constraints
. . i cause 154 to
follow 146, 147
148 despite its
larger position
weight

2

* Two-man task
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