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SUMMARY

This thesis descibes rocket-borne experimental

investigations of the upper atmosphere. These studies ulere

carried out as part of a continuing rocket progranrne conducted

by the University of Adelaide at Woomera, Australia. The

principal aim was to extend, to higher altitudes (i.e. 170 kms),

the previous measurements of molecular oxygen densities made at

the Southern Hemisphere location.

This aim was achieved by experiments flown on three stabilized

and pointed rockets which were 'launched on the .l1.12.1972,

23.4.1974, and 22.2.1977. These rockets were code-named SL 1005,

SL 1207 and Aerobee 
.l3..l23 IS respectively.

The molecular oxygen density was measured by the technique

of absorption spectroscopy in the vacuum ultraviolet. Ion

chambers were used to measure the attenuation profile of solar UV

radiation. The construction and calibratíon of these detectors is

fully described. Some deve'lopmenta'l work was carried out on

these chambers during the course of this work and this is also

descri bed.

The densities obtained are presented in graphical form in the

main'body of the thesis and are fulìy tabulated in Appendix 2.

The present results are compared with earìier determinations of

the molecular oxygen density profiles above l,loomera.

The experimental payload of Aerobee 13..l23 IS incìuded a mass

spectrometer. Comparison is made between the molecular oxygen

densities determined by thÍs instrument and those determined by the
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UV absorption techniques of the present work.

The magnetic conditions at the time of launch of the rockets

SL 1005 and SLl207 was such that comparison was possible between

molecu'lar o\ygen densities measured at different levels of

magnetic activity.' The possible effect of magnetic disturbances on

mol ecul ar' o\ygen dens i ti es above l¡'loomera i s cons i dered.

In the results obtained from Aerobee t3..l23 IS differences

were observed between the measured upleg and downleg densities.

Between the al ti tudes 'l 30 to I 56 kms these di fferences were wel I

outside the statística'l uncertainty of the results and indicated

that horizontal structure was being observed.

The apogees of the rockets were above the atmospheric

absorbing layers for the wavelengths of the passbands of the

chambers, and estimates of the flux levels in these broad bands

are presented.

As an adjunct to the main experiment,and in an attempt to

increase the physica'l understanding of the lower thermospheric

region by the simultaneous measurement of more than one parameter,

airglow photometers were flown on SL 1005 and SL 1207. No useful

data was, hovrever, gained from these and discussion on them is

limited to a brief justification of the experimental concept and a

description of the design and calibration of the instrumentation.

As stated, the molecular o\ygen measure[rents were an extension

of the lower altitude work done by the Adelaide University. These

lower altitude measurements were carried out în sma'll spin

stabilized rockets. An attempt was made to devise a smal'1, rugged,

simple experinent that could be carried on these vehicles and was

capable of measuring water vapour densities in the upper nesosphere-
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lower thermosphere (ZOfm - llOkm). Ihe discussion of the experiment

is confined to the concept of the experiment and the performance of

each experimental payload since the data obtained did not aìlow

qualitative assessment of water vapour densities. Results from the

molecular oxygen experiment have, however, been used to make a

tenative colrment on the likely magnitude of such densities.
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CHAPTER I

INTRODUCTION

l.t INTRODUCTION

The lower thermosphere,defined here as the atmospheric region

between 90 to 170 kms, is a region of intense aeronomic interest.

In this region molecular oxygen is dissociated by solar UV radiation

and this absorption of solar UV radÍation by molecular oxygen is one of

the major sources of heating for the thermosphere (Chandra and Sinha,

1973). In additiorì; ovêF this altitude range, the distrìbution of

individual atmqspheric constituents is expected to change from one

dominated by mixing to one dominated by diffusion (Co'legrove et aL, 1965;

Keneshea et aL, 1979).

Up to the early seventies, however, this region was large'ly

unexplored. Moe (1973) stated that one of the most important problems

of aeronomy was the lack of information about the lower thermosphere.

Most of the information that was availab]e was derived from a

relatively small number of sounding rockets (Dalgarno et aL, 1973;

0fferman, 1974). I^lhile satellites had been used at lower thermospheric

heights to obtain total densities by atmospheric drag measurements (fing

Hele and Walker, 1969) consideration of useful lifetimes generally kept

the perigees of instrumented satellites above 250 kms. The high

altitude measurements from these satellites could not really be used to

infer low altitude parameters (Mayr et aL" 1974)" some use was made of

satellite-borne occultation experiments (Norton and hlarnock, 1968; Lockey

et aL,.l969; Stewart and.Wildman, 1969). These were capable of

deducing information about the atmosphere at lower thermospheric heights

while the satellite itself was in a high a'ltitude, stable orbit.



2

However, such measurements were limited to Satellite sunrise or sunset

and as pointed out by Felske et aL (1974) tfre finite anguìar

width of the sun can imply a ìarge error in the derived grazing height.

This latter uncertainty would not only degrade the altitude resolution but

wou'ld also lead to ìarge uncertainties in the densities obtained from

this type of experiment.

In addition to the rocket and satellite experiments some

ground based methods had been developed. For example, Noxon and Johanson

(1972) invest'igated the changes in molecular oxygen density at .l20 
kms

by monitoring the change in the twi'light intensity of the a'irg'low line at

6300Å; incoherent scatter techniques were used to obta'in information on

the temperature and winds above .l00 
kms (Evans,1972) and to determine

atomic oxygen densitíes at .l20 
kms (Aìcayde et aL, 19lz). Both these

techniques were, however, limited by the fact that interpretation of

the raw data was dependent on the particular set of assumptions made

about the lower thermosphere. To obtain atomic oxygen concentrations

Alcayde et aL (1972) rra¿ to assume a temperature profile, a value for

the temperature at .I20 kms and that diffusive equ'ilibrium existed

above 120 kms. Noxon and Johanson (1972) had to assume an initial
lower thermospheric density profile for molecular oxygen.

. The inadequacy of the data base in the early seventies is

evident in the construction of one of the most widely used models -

Jacchia '71 (Jacchia, l97l ). The model was a development of the

author's .l965 model. (Jacchia, 1965). In the earlier model, Jacch'ia

had formulated, by trial and error, a variable thermospheric

temperature profile that did not differ strongìy from the theoret'ical

profiles of Nicolet (1961 ) and Harris and Priester (1962,a & b) and
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which was capable of impìying, at satellite heights, total densities that

matched those measured by satellite drag techniques. Diffusive

equiìibrium was assumed to exist above .l20 kms and lower thermospheric

values for parameters such as total density, moìecular oxygen density

( n(0r)), atomic oxygen density (n(0)) and molecular nitrogen

density (n(Nr)) were deduced from the diffusion equation and the

above temperature profiìe. In the l97l model, diffusion was assumed to

exist from 100 km up rather than .l20 kms. The expanded data base

available for total densities allowed refinement of the temperature

profile and its variations but the basic relìance of the model on high

altitude total densities was still evident. The only constraints used

which reflected actual lower thermospheric measurements were the values

of n(0r), n(0), n(Nz) and the ratio n(o)/n(or) at 150 kms. These

came from the results of rocket-borne experiments launched during the

sixties (von Zahn, 
.l970). Jacchia manipu'lated the temperature profiìe

so that predicted values of n(0), n(02), n(Nz) and n(0)/n(0r) for

150 kms were consistent w'ith those of von Zahn (.1970), but it is

significant that at no other altitude within the thermosphere did he

apply similar experimental'ly derived constraints to his model.

Therefore, in summary, looking genera'lly at the lower

thermosphere it can be seen that up to the early seventies most of the

investigations of this region had been carried out by rocket-borne

instrumentation and that the subsequent data base was inadequate.

Since then, however, the data base has expanded rapidly with

much of the information coming from satellite and ground-based research

programs (Carjgnan, 1975; Hedin, 1979). Despite the limitation of

the ground-based methods - mainly incoherent scatter techniques - their
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capac'ity for long term monitoring of the lower thermosphere has led

to theilincreasing use. In sjtu, lower thermospheric measurements

by satel I i te borne i nstrumentation became possi bl e wi th the I aunchi ng

of the AE serjes of satellites (Dalgarno et aL, 1973; Spencer et aL'

1973). For a short period these satellites were able to follow orbits

wìth perigees as low as 130 kms because they carried propulsion units

which could boost them back to higher, more stab'le,1ong lived orbits.

However, desp'ite the expandìng use of satelljtes and ground

stations, rocket-borne instrumentation has continued to play a

s'ignificant though diminished role in lower thermospherìc research. The

results from rocket-borne instrumentation have been uSed to prov'ide new

cal ìbrat'ion factors forinstrumentation on long l'ived satel I jtes (Heroux

and Swirbalus, 1976; Hinteregger, 1976). lllith the development of

cryo-cooled mass spectrometers (Offerman and Trinks, 1971:' 0fferman

and Tartarczyk, 1973) rocket-borne mass spectrometers have become

capable of in-s'itu determination of atmospheric compos'itjon at altitudes

as low as 85 km (Scholz and Offerman, 1974).

For solar UV absorpt'ion experìments the use of rockets does

have some advantages. Experiments carried on rockets are not l'imited to

local sunrise and sunset as are the solar UV occultation experiments on

satellites. Nor does the ,; width of the sun degrade the altitude

resolution of a rocket-borne UV experiment; provided that the rocket is

fired at a solar zenith angle less than 90". (iliggins and Heroux,1977).

Although Garriottet aL(1977) overcame the prob'lem of the poor altitude

resol ution i n satel I'ite occul tation experiments by design'ing a spectro-

helio-meter with an angular field of view of 5 x 5 (arc. secs)' their

solution yielded a new source of uncertainty. Vernazza et a.L (1975) have

shown that regions on the solar disc with angular d'imensions less than
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30 x 30 (arc. secs)' can have random intensity fluctuations as

large as 50% in times as short as one minute. These fluctuations are

ev'ident in the results of Garri ottet aL (1977).

Therefore rocket-borne instrumentation, aìthough it cannot

match the capability of satellite-borne instrumentat'ion to provide

wide spread geographìcal and long term data can be said to compensate

for this in two ways,

(l ) it has the ability to obtain low altitude data

(Z) it can easily provide data w'ith high altitude resolution.

The major work done for this thesis is based on payloads

carried on three rockets launched between 1972 and 1977 from Woomera

(31'S) Australia.

1.2 ATMOSPHERI C PARAMETERS STUDI ED

1.2.1 Molecular 0xvqen

The major research objective was the measurement of the lower

thermospheric density profile of molecular oxygen. Accurate knowledge

of lower thermospheric concentrations is essential for any realistic

discussions of the heat budget since the main source of heating in

the region arises from the absorpt'ion of solar UV light by molecular

oxygen (Hunt, lg72; Chandra and Sinha, 
.l973).

The behaviour of molecular oxygen was not well understood at

the start of the current rocket programme. The collations by von Zahn

(1970) and Offerman ('1974) of thermospheric data from rocket-borne

experiments showed large variations in the values obtained for the

molecular oxygen concentration at a specific height' e.g. 150 kms.

To some extent this may have been expected s'ince the values quoted were

obtained over a 9-10 year period and therefore encompassed different
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solar conditions as welì as different latitudes of measurement,

different times of measurement and different magnet'ic conditions and

season at the time of measurement. Variations of all of these had

been linked with varjations in total densities (Jacchia, 1970; l97l).

However, with so few measurements any such trends were difficult to

detect and justify with statistjcal certainty.

It was not just the scarcity of data that made the discerning

of trends difficult. Hall et aL (1967 ) pointed out that large

uncertaint'ies in the data also obscured lìkely dependencies. Associated

with their instrumentation and with each type of instrumentation used

were unique systematic uncertainties which, coup'led with the statistical

uncertaint'ies of a rocket-borne experiment led to total

uncertainties ranging from ¡ 25% to t 50% (Hall et aL, 1967; Jursa

et aL, 1965; Uüller and Hartman 1969; Hedin et aL, 1964). These

estimates may have been conservative. For example, Champion (.l970)

considered the absorption coeff icients used by Hall et aL (1967 ) cou'ld

have been a factor'of two out. Discussion on the uncertainties

associated with some of the rocket experiments mentìoned above is g'iven

in Chapter 2.

The collations of von Zahn ('l970) and Offerman (1974) of

rocket-borne experimental investigations of the thermosphere were not a

complete coverage of the studjes that had been undertaken. However,

since at this time the majority of the research had been done by rocket-

borne payloads, they do high'light the poor latitude coverage of

experimental investigat'ions up to the early seventies" Most of the

rockets had been launched from sites between 28'N and 68'N. The

on'ly southern hemisphere data quoted by Offerman (1974) was that of
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l,leeks and Smi th (1 968) and l,li I dman et aL ( 1969 ) . Al though these

were not the only southern hemispheric studies at thermospheric heights -

the work of Carver et aL (1969) is not mentioned, and the very nature

of the collation precludes the satellite based work of Stewart and

l,lildman (.l969), Norton and l,larnock (1968) and Lockey et aL (1969) - at

this time very few Southern Hemisphere measurements had been made.

The previously mentioned work of Carver et aL (1969) onty

obtained measurements up to .l20 km. This altitude ìimitation was

reflected in reverse by many of the experimental payìoads mentioned in

the two collations (von Zahn, 1970; Offerman, 1974). The rocket-borne

mass spectromeiers of such researchers as Hedin et aL (196a); Hedin and

Nier (1966); Kasprzak et aL (1968) and Krankowsky et aL (.l968) could

on'ly take measurements above approximately I 20 kms. The authors

considered measurements below this height as unreliable because the mean

free path of the atmospheric constituents was no longer large with

respect to the djmensjons of the ion source of the mass spectrometer and

the passage of the ion source itself would disturb the ambient gas

density. A further complication arose from the poss'ible formation of a

shock wave in front of the ion source of a mass spectrometer (Offerman and

Tatarczck, 1973). In the high temperature and high dens'ity region behind

such a shock wave many chemical reactions would occur and the air

sample going into the mass spectrometer wóuld be highly modified.

However, it wasn't only the mass spectroscopy expériments that

were limited in their altitude coverage. Because of the wavelengths

chosen the EUV absorption experiments of Hall et aL (1963; 19651, 1967)

were normally ìimited to altitudes above 150 kms.
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To summarize, the inadequacies of the data base for

molecular oxygen were at the start of this program.

(a)

(b)

(c)

(d)

too few measurements

large uncertainties associated with most measurements

very few measurements in the Southern Hemisphere

individual measurements only covered limited

altitude ranges within the lower thermosphere.

Dayg'low1"2.2

The behaviour of one component of the atmosphere cannot be

considered in isolation. For example, Schaeffer et aL (.l971)

considered ihut b.t,r..n .l20 
km to 140 kms the intensity of the

6300Á. line of daytime airg'low (a'lso cal led dayglow) was dependent on

the local concentration of molecular oxygen.

Airglow is a general term describing radiation emitted when

an excited state of an atmospheric atom or molecule returns to the

ground state. The airglow line mentioned above arises from the 'D

state of atomic oxygen:

0('D) + 0('P) +hv(6300Ä.) (l)

The observed intensity depends on the concentration of 0('D) atom

and the radiative probabitity of this state. 0('D) can come from

several sources. During the day two possible mechan'isms are

0z + hv (i, < lzslÅ) * 0('o) + 0('P) (2)photodi ssociation

di ssoci at i ve
recombi nati on

(Wallace & l4cE1roy, 
.l966;

o.** e * o('D) + o(3P)

Hunten and McElroy, t966).

(3)
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If reaction (2) is the dominant source as is suggested for the 120 -

140 km reg'ion by Schaeffer et aL (1971) and Rusch et aL (1975) tfre

concentration of 0('D) and hence the intensity of the 6300Å line

wiìl depend on the local n(02) - the exampìe already mentioned.

However, not all the 0('D) produced wil'l return to the ground state

by radiating. The excited state is metastable with a lifetime of

approximate'ly 100 secs. During this lifetime the atomic oxygen may

be deactivated before it can radiate. Hunten and McElroy (1966)

postulated that molecular nitrogen is capab'le of collisionally de-

activating or quqnching the excited atomic oxygen state. Therefore the

amount of quenching, the number of 0('D) atoms surviving to radiate,

and hence the intensity of the 6300 line will a'lso depend on the local

concentration of N2.

Therefore, the intensity of the 6300 depends directìy or

indirectly on the local concentration of 02 and N2 between 120 kms

and 140 kms. But nitrogen may be ionized by solar radiation À < 796À

N2+hv(r<ZgO¡) *Nr++e (4)

and this ion may resonantly scatter solar radiation.

N,* lx' > *) + hv (3914Â) * N2+ (8, ,r*) * Nr+ (x, 
"n*) 

+ 3914,{ (5)g'
This I inks 3914Á. emissions with 6300Ä. for if n(Nz) is adjusted in

order to make the mechanisms postulated for 63004. produce the observed

intensity, then the adjusted n(Nr) must still be able to explain the

observed ai rg'low at 3914Å.

0f course, as with 0('D) the Nr* ion máy be quenched.

l.lallace and l4cElroy (1966) postu]ated three possibìe quenching reactions
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Nr*+e + N+N (6)

Nr++o + No++N (7)

Nr+ + o, + Nz + oz+ (8)

These reactions indicate further interaction - n(02) and n(0) will

influence the jntensity of 3914Ä.. However, the interaction extends.

beyond this agaìn. Reactions (6) and (7) may produce N('D) (l^la'llace

and McElroy, 1966; }ran et aL, 1975).

l.e +
Nz' + e + N('D) + N(aS)

-' No+ + N('D)

(e)

+
Nz +0 (t 0)

This excited state of atomic nitrogen gives rise to an airglow line at

52004.. Not all the reactions of the type (6) and (7) will give the

products illustrated'in (9) and (10). For examp'le, if the electron does

not have sufficient energy to produce an excited state then reaction (6)

could lead to the production of two ground state atoms (N('S)). This

highìights the requirement to know electron energies and therefore

temperatures in order to be able to evaluate the importance of such

reactions in the production of N('D).

The above g'ives a hint of the complexìty of the relationsh'ip

between three airglow lines and the neutral and ionized constituents of

the atmosphere. The compl exi ty can i ncrease. Reaction (B) produces 0r.*

A further quenching reaction of Nr*

Nr**0 + Nz+O+ (1.|)

followed by 0* + 0z * 0r* * 0 (t2)

may provide a further source (Oalgarno and Wa'lker, 1964). However,

dissociative recombination of 0r* can produce 0('D) (reactjon (3 )) i.
the excited state that produces 63004 airglow. This further links

e
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airgìow at 6300Å and 39144.

However, reaction (3) can also produce 0('S) if the

electron is energetic enough.

or*+e * o('s)+o('P) (ì3)

0( 'S ) decays to 0( 'D) emi tti ng radi ati on at 5577^.

o( 's) + 0('D) + 5577rv (.l4)

The 0('D) state can either undergo coìlision deactivation or return

to the ground state by radiating at 63004..

Apart from quoting Schaeffer et aLts (1971) statement that
,

photodissociation was the dominant source for 6300Á. between 120-140

kms, no attempt has been made to state at what height the various

reactions occur. Papers by lnlallace and McElroy (1966), Schaeffer et aL

(1971), Rusch et aL (.1975) and }ran et aL (1975) contain diagrams showing

the relat'ive importance of many of the functions ment'ioned as a functjon

of al ti tude.

It can be seen from the brief discussion above that

simultaneous measurements of as many parameters as possib'le can on'ly

enhance phys'ica1 interpretation of the atmospheric phenomena sìnce

many are close'ly inter-related and dependent on each other.

Airglow measurements can also be used in a less direct way.

A proposed source for the production of the (lu) excited state of

atomic oxygen at altitudes less than 120 kms is the mechanism first
proposed by Chapman (l93lc).

i.e. 0 + 0 + Q + 0('S) +0, (ì5)
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I'Jhile'laboratory measured values of the rate coefficient for (15)

have varied,'leading to controversy over the abiìity of this mechanism

to explain the 5577^ observed (Barth and Hildebrandt, l96l; Barth,

1964; Young and Bìack, .l966; Felder and Young, 1972) tf¡e results

obtained by Dandekar (.l969) and Reed and Chandra (ì975) are consistent

with (15) being the source for 0('S) at these heights. Note that

further work by Slanger and Black (lgll),published after the flights of

the present experiments,once again casts doubts on the validity of

the Chapman mechanism; but because of the djfficulty of simulating

the lower thermospheric environment in the laboratory the authors did

not believe,they could positively exclude this method of generating 0'S.

However if the Chapman mechanism is assumed to be the one operating then

measurement of the airgìow at 5577^ together with know'ledge of the

rate coefficient of ('l5) and the radiative probability of 0('S) allows

an estimate of the concentration of atomic oxygen to be made at

altitudes < 120 kms.

If n(02) is also being measured, as it was in the current

work, this means that the ratio n(0)/n(02) can be calculated. This

ratio is very important for discussions of the heat budget of the

region since the dominant heat mechanism (photodissociation) and heat

loss mechanisms (conduction and radiation) are basically governed by

the 0z and 0 densities (Chandra and Sinha 1973). If it is accepted

that the dominant source for 0('D) (6300Å) between .120-140 kms is

photodissociation (Schaeffer et øL, 1971; Rusch et aL, .l975) 
then by

measuring the concentration of 0z and the ìntensity of the airgìow at

6300Â, and using laboratory measured rate coefficients for" (2) and an¡r

possible quenching reactions, the estimate of the atomic oxygen

concentrat'ion can be extended to cover the range .l20 
kms to 140 kms.
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Therefore the sjmultaneous measurement, in the lower

thermosphere, both of the intensity of several airglow lines and of

the concentration of molecular oxygen can yield more than an

.evaluation of the magnitude of these Íntensities and the concentration

of 0z . From such measurements an estimate for the concentration of

atomic oxygen can also be made and a limited check on the self

consÍstency of the proposed mechanisms for the airgìow can be carried

out.
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1.3 SPECIFIC RESEARCH AII4S

1.3..l Molecular

The measurement of lower thermospheric molecular oxygen

densities has been described as the basic research objective (1.2.1),

Consideration of the inadequacies of the data base and the availability

of a Southern Hemi sphere I aunch si te (l,loomera ' 30" 56'S, 136" 27E) I ed to

an attempt being made to measure molecular oxygen densities over an

altitude range encompassing the whole of the lower thermosphere. Noxon

and Johanson (1972) f¡aA poìnted out that an accurate density profile

for 0z from the region where the atmosphere was mixed (80-gO kms) to

a region -h > .160 - where the atmosphere could be considered to be

control'led by diffus'ion would be useful for attempts to explain the

observed 6300Ä a'i rgl ow 'intensi ty. There were I arge uncertai nti es

associated with the pubìished values of lower therrnospheric molecular

oxygen densities (Section 1.2..l). Therefore a systematic attempt was

made to reduce the uncertainty that would be associated with the

current results e.g. experiments were duplicated to improve data statistics.

To some degree the uncertainty 'is dependent on the technique

and the type of instrumentation used. In the present research the

technique of Solar UV absorption using broad band detectors was

emp'loyed. The reasons for the choice of thjs technique, and the

uncertainties involved w'ith it are discussed in Chapters 3 and 4.

It has been mentioned previously (section l.l) that the

finite width of the sun does not degrade the altitude resolution of

rocket borne UV absorption experiments, as it does similar instrumentation

car¡ied on satellites, provided the solar zenith angle at the time of

flight is less than 90'. This advantage can be lost if the motion of
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the rocket during flight restricts the number of times the rocket

borne detector views the sun,and therefore,restricts the number of

times the densjty of 0z can be determined. In the current program

this problem was avoided by using attitude controlled rockets -

the detectors view the sun continuousìy throughout the region of

i nteres t.

If the basic research objective of obtaining a lower

thermospheric molecular oxygen profile with good altitude resolution

and small absolute uncertainties was achieved then there vJere several

questions which could be addressed. These were

(l ) Was there a statistically significant

difference between profiles obtained on the

up1 eg and downl eg ?

(2) Did this difference denote observation

of horizontal structure in the atmosphere or

was it an instrumentali"effect ?

(3) How well did the experimentally derived

profiìes agree with the current theoretical models ?

This then formed the core of the research program. Because of the

fortuitous timing of the launching of two of the rockets it was also

possible to investigate the effect of a magnetic disturbance on the

density of lower thermospheric molecular oxygen. One other aspect of

lower thermospheric 0z measurements was looked at. Champion (.l965)

had postulated that variations in the published data could as easily be

attributed to instrumentally induced effects:as tlrey could to lenuine

atmospheric phenomena. Ackerman et aL (1974), measuring molecular

oxygen by UV absorpt'ion techn'iques and mass spectroscopÍc techniques



t6.

simultaneously,found significant differences between the two density

profiles. Which was the more reliable seems to be in some doubt.

I'lhile Ackerman et aL (1974) preferred the UV absorption data, Nier

et aL (.1976 ) saw no reason why the mass spectrometer data should be

downgraded. A chance to compare the results from UV absorption and

mass spectroscopic techniques was provided by the last rocket in

the current program.

1 .3.2 hlater Vapour

As previousìy mentioned the methodology chosen for the

research into moiecular oxygen densities is:dlscussecl in Chap+"er 4. One

facet discussed is the uncertainty arising from atmospheric constituents,

other than 02, absorbing the solar UV being monitored, (Section 4.2.7).

The basic assumption of the solar UV technique is that any real change

in the detected UV can be attributed to a change in the amount of 0z

between the detector and the sun. The adjectíve"real" is used because

if changes in the signal are caused by differing detector aspect then

they must be calculated and allowed for before any further analysis can

precede. If other constituents such as COz, HzO, Nz or N0 absorb

the solar radiation and this is not allowed for in the analysis, an

eryoneously high n(02) will be derived from the rocket data. The

magnitude of the systematic error that can be introduced if these other

absorbers are ignored varies with the wavelength being observed, (see

Section 4.2.7). 0f interest here is the effect at Lq and while it

has been estimated (Hall , 1972; Carver et aL, 1977b) that 6% to 7% of

the total Lcr. fìux is absorbed by the constituents listed above, water

vapour alone may account for more absorpt,ion than this at 100 kms.
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In comparing the absorption coeffjcients at Lc¿ (Section

4.2..7)the value for water vapour is outständ'ing. At Lo the absorpt'ion

cross section for water is some three orders of magn'itude greater than

that for 0z (Watanabe et aL, I 953 ). Therefore even a smal ì

concentration of water vapour could have a significant effect on the

absorption,that occurs. For example, if the water vapour concentration

at ll0 km was such that n(HzO) : n(02) equal'led approximately I : ld
then up to 10% of the Lc¿ absorption at this heÍght could be attributed

to water vapour. This value for the relative concentration of HzO

is not unreasonable. It corresponds to a local density of lOtlcrf

which is consistent with the theoretical estimates of Fukuyama (.l974).

The possib'ility and the probable size of the water vapour

effect led to an attempt to obtain an upper limit to the water vapour

concentration from approximately 80-ì20 kms, i.e. encompassing most

of the altitude range over which Lo is absorbed even at high zenith

angl es.

1.3.3 Airslow

The importance and desirabiìity of measuring airg'low at the

same time as molecular oxygen has been stressed in Section 1.2.2, In
the current work there were two airgìow experiments built.

. Because of limited space the first of these on'ly looked at

5577^ and 3914Å 5577Ã, was chosen so an estimate of the n(0)/n(02)

ratio could be made up to ry 120 kms. The heights of the emitting

layers and their maximum emission rates were also of interest. For

'À5577Ä there would appear to be three emitting'layers, one at 9g kms,

one at 170 kms and a third, above the lower thermosphere, at 200 kms,

(Dandekar, 1969). After comparing his own work with that of other
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experimenters, Dandekar (1969) speculated on the possibility of the

maximum emission rate of the 170 km ìayer being dependent on the

solar zenith angìe (szA). since the proposed sZA for the rocket on

which this airglow instrumentation was to be flown was approximately 40'

- different from any of the flights considered by Dandekar (lg0g)

it was hoped the results would help in attempting to confirm or deny

the suggestion.

The measurement of 5577L implied that over a limited

altitude range both n(0) and n(02) were being determined. Wallace

and McElroy (1966) had stated that the biggest source of uncertainty

in their wo/k on the poss'ible mechanisms for 39144 were the values

assumed for these two quantities. Therefore since they were being

determined and an estimate of the concentration of molecular nitrogen

was also possible because the total density was also beìng measured

(Bibbo , 1977), 39144. was the second ìine looked at. t^lhile a

definitive answer on the validity of the mechanisms proposed by l^lallace

and McElroy (.l966) was not expected from the data it was hoped that the

results would provide a test of the suggested mechanisms'self

consi stency.

The second airglow photometer block looked at all the airglow

I ines discussed in Section 1 ,2.2. i .e. 6300Å, 5577Ã, 5200Â and

3914å. The aim of the experiment was similar to the one already

mentioned: - n(0) was to be estimated from atomic oxygen airgìow and

it was hoped to test the feasibility and consistency of some of the

proposed mechanisms for the airg'low being observed.
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t.4 .TIT4ITATIONS OF STUDY

The availability of a Southern Hemisphere launch site in
part confirmed the dec'ision to investigate lower thermospheric molecular

oxygen (Section .|.3). 
However, despite the advantage of the

geographi ca'l I ocatíon of the I aunch si te ,'launchi ng al I the rockets

from only one site immedjately limited the scope of the research to an

investigation of lower thermospheric n(02) above this one fixed

geographical location.

Rocket borne experiments supp'lement satellite borne

experiments,as has been shown in Section l.l. However, one disadvantage

they do suffer is the limited sampling time. In the present work,time

spent within the lower thermosphere was on'ly three to five minutes

depending on the vehicle. This smal'l sampling time increases the risk

of the results obtained being non-typ'ica'l .

l,Jhile the above are broad limitations which must be

considered if the results obtained are used to support or refute any

genera'l atmospheric theory there are two others which have a more

immediate effect; both on the experjment itself and on the subsequent

data. Both these lim'itations are common to satellites and rockets.

The first airglow experiment illustrates the first limitat'ion:-

the space available for instrumentation. This space is limited by

the size of the rocket or satellite and/or other experiments being

camied on the same payload. Limited space can lead to a reduction in

the scope of the experiment. In the example quoted th'is meant on'ly

observing two airglow lines. It can also become one of the dominant

specifications for the mechanical design of the experiment. This leads

to compromises which are not always successful. An example of this is
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is the aírglow photometer which measured 3914Å and 8677!..

The second limit is the accuracy to which the teremetry

reproduces, at the ground station, the signal it rece'ives from the

experiment. For any satellite or rocket-borne experiment this property

of the te'lemetry is an unavoidable source of uncertainty in the data.

In the present work the telemetry was accurate to t 25 mV. The

effect of this uncertainty is díscussed in chapter 4..and chapter 6.

I"5 ORGANIZATION OF THESIS

A]though in previous sections there has been some indication

of the location of various parts of the thesis, the sign-post'ing has

not been complete. This section explains the construction of the thesis

as well as giving a broad outline of the content of each chapter.

The investigat'ion of lower thermospheric 02 densities was

the primary research aim. As such this is treated in depth, in Chapters

2 through to 6. Chapter 2 reviews the techniques used to measure lower

thermospheric molecular oxygen and discusses the results that have been

obtained. chapter 3 starts wjth a brief rationale as to why broad

band UV detectors were chosen and then describes their construction and

calibration. Chapter 4 discusses ful'ly the methodology used. The basic

technique is explained but the main emphasis lies in an attempt to assess

quantitat'ively all the systematic and statistical errors that are

associated with this technique. chapter 5 describes the molecular

oxygen experiments, the payloads with which they were associated, the

vehicles on which they were flown and their flight performance. The

information ga'ined is presented in the form of computer drawn plots of

signal vs. altitude. Some comnent is made on the observable quality

of the data.
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Chapter 6 presents the n(Or) determined by the flights.

Included in this presentation is an ana'lys'is of the errors. This

ana'lysis looks at the uncertainties arising from the methodology

(Chapter 4), the uncertainty of the telemetry and the radar plotting

of the alt'itude together with the statistical variation displayed in

the n(02) derived from the individual detectors. In addition the

density profiles are looked at with a view to answering the three core

questions posed in Section 1.3..l, plus whether or not changing

magnetic fields affect lower thermospheric densities and whether or

not systematic differences can be seen between 0z densities derived

by different instrumentation. The present work is also compared with

the work of other researchers and with current models.

Section .|.2.2 indicated the interest of simultaneous airg'low

measurements. Chapter 7 describes the instrumentation used and its

calibration. The chapter also contains a description of the

instrumentation's flight performance. Because the data received was

unsatisfactory the discussion on airglou/ measurements is not pursued

beyond thi s.

Discussion in Chapter B on the water vapour experiments is

also limited because of the unsatisfactory nature of the data'received.

The instrumentation used were broad band detectors similar to those

used in the molecular oxygen research. As these are discussed fully in
Chapter 3, no further discussion is included in Chapter B. However,

the concept of the experiment is discussed as is the computer based

feasibility study of the technique used. Flight performances of the

experiments are also included¡ ôS is a description of the vehicles used.
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Although the actual water vapour experiment didn't yield

any numbers for n(H.O) in the lower thermosphere some very tentative

conclusions about the density of water vapour at lower thermospher'ic

heights were deduced from the differences in the molecular oxygen

density profiles determined by different types of broad band detectors.

These are discussed in Chapter 8.
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CHAPTER TI,úO

THE MEASUREMENT OF MOLECULAR OXYGEN IN THE

LOWER THERMOSPHERE A REVIEÌ^j

This Chapter reviews the experimental determinations of

lower thermospheric molecular oxygen densities. The review can be

considered to be divided into two parts. In the first, which includes

Sectíon 2.ì, 2.2 and 2.3 the techniques used to make the measurements

and analyse the subsequent data are considered. In the second (Sect'ion

2,4) the discussion centres on the results obtained. A summary is aìso

given (Section 2.5).

The ínajority of the experiments have been based on either U V

absorpt'ion spectrophotometry/spectroscopy (tf¡e ¿istinction is explained

in Section 2.2.1) or on mass spectroscopy. These two techniques are

discussed separately in 2.1 and 2.2 respectively. The third section in

part one deals with determinations which utilized methods falling outside

of either of the above categories.

The lower thermosphere is not a static system. A constant

molecular oxygen profile is not expected. Section 2.4 discusses the

types of variations observed in 30 years. Also included in Section 2.4

is a comparison of results from U V absorptÍon and mass spectroscopic

techniques. Mean densities were calculated for each technique and these

are both tabulated and presented in graphical form.

In all sections reference may be made to measurements outside

the defined l'imits of the lower thermosphere (Chapter l). These have

been included for completeness of the discussion.

2.1 MEASUREMENT OF N(02) BY U V ABSORPTION TECHNIQUES

It has already been stated in Chapter ì that U V absorption

techniques were used in the current research program. Because of this
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the methodology is fully discussed in Chapter 4. However to facilitate

discussion in this review, some basic concepts and parameters are

defined in a short introduction (Section 2.1.1).

Both non-dispers'ive and dispersive instrumentation has been

built to exploit U.V. absorption technìques and these are considered in

Sections 2.1.2 and 2.1 ,3 respectively.

2.1.1 Introduction

Alì U V technÍques involve measuring the intensity of solar,

stellar or lunar U V radiation as a function of height. The resultant

curve is known as the extinction curve. The radiation is "extinguished"

because of atmospheric absorption. At a particular height h, the

absorptÍon of the radiation at wavelength ). that will occur over a

given interval about h is dependent'on the density of the absorbing

gases at h and the absorption cross sections, at À, of those gases.

If it is assumed that only one gas absorbs significantly, then the change

in intensity can be expressed as

I = Ioexp(-onx) 2,1

where x is the length of the interval over which change in intensity

is being observed; n is the density of the absorbing gas (it ts normally

held constant and approximated to that at h); o is the absorption

cross section of the gas; Io is the intensity of the initial radiation

and I is the intensjty after the radiation has travelled the length x .

Al though, as w'i I I be shown i n Chapter 4, the rel ati on shi p i s

not usually used in this form it does illustrate how n the number

density, may be obtained. I and Io can be read off the extinction

curve once a choice has been made for length x of the absorþing path,

and if o is known from laboratory measurements the only unknov'rn is n
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The Equation 2.1 appìies to the expected change in intensity

of radiation at a fixed wavelength. In practice, however, the intensity

of a band of radiation will be observed. It can stilì be used if o

is replaced by a quantity known as the effective cross-section or""

which allows for the finite width of the detector passband and its non-

uniform response, with respect to wavelength. This parameter is defined

AS

I
).2

Àr
O (r, h). s(À). o(¡.).d1,

o 2.2
FFE

)tz

o (À, h) . s(r).¿¡,
À I

where

(a) Àr and Àz are the wavelength limits of the

passband,

(!) o(À' h) is the flux at h,

(c) S(À) is the spectral response of the detector,

(d) o(À) is the absorptìon cross-section of the

absorbing gas.

It is important to note that the definit'ion impìies that absolute values

are not requ'ired either for 0(r, fr) or S(À). Normal ized curves will

suffi ce.

If o(À) varies strongly across the passband differentia'l

absorpiion of the radiation takes place. Radiation for which o(À) is

high, is preferentially absorbed leaving the more penetrating rad.iation.

This is normal'ly refemed to as "radiation hardening". The shape of the

flux function therefore changes as radiation is absorbed. This imp'lies

o_-_ is aìso a function of the absorption and therefore the correct
EFF

numerical value of o=." to use in Equation 2.1 depends on the amount

of absorption that has occurred by h.
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As a measure of the absorption, the parameter

known as the extinction coefficient,is introduced. u

intensity of radiation @ h (If,)

u, which is

is defined as

u¡
intensity of unattenuated radiation (r

where the unattenuated intensity is that measured well above the

absorbing 'layer. Both Ih and I- can be read from the extinction

curve. Further detail is given in Chapter 4, but or.. can be

expressed as a function of the extinction coefficient and therefore by

using 2,3 to find U¡ the value o... required for Equati on 2.l can be

,

ascertained for any height h.

It is clear from the above that the basis of U V absorption

techniques is the measurement of the extinction curve. However, the

method adopted for the measurement varies and in the present work these

experimental methods have been classified accordìng to the way in which

the radiation has been detected. Techniques where the intensity of the

solar radiation is recorded on film are termed U V absorption spectroscopy

while the name U V absorption spectrophotomgtry covers those techniques

where the intensity of the radiation is translated to a current or

series of pulses.

2.1.2 Non-Dispersive Instrumentation

The simplest instrumentation deveìoped to expìoit the U V

absorption technique is the ion chamber. (Chapter 3). These are broad

band, non-dispersive spectrophotometric detectors and an early prototype

of this type of instrumentation was used'in the first attempt to measure

molecular oxygen densities Ln sítu (Friedman et aL, l95l). This rocket

2 3

oo
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borne experiment was not successful, partly because of the failure of

some of the detectors and partly because the lack of aspect information

(i.e. knowledge of the angle between the sun vector and the look

direction of the detector) meant that the signal from those detectors

which responded and did not saturate could not be corrected for their

anguìar response (Section 3.2.7). The detectors were improved (Chubb

and Friedman, 1955) and using them, successfuì attempts to measure

molecular oxygen were made by Byram et aL (1954, t955) and Kupperian

et aL (1959).

From these early detectors, Friedmanet aL (1958) developed the

copper bodied'chamber on which are based the ion chambers, both of the

present work and of many of the experimenters mentioned in this review.

0ther chambers used have been of similar design but have been constructed

of different materials : the internally plated ceramic chambers first
manufactured by Stober (1962) and the glass ion chamber of Lockey (1972).

. Other instrumentation which is capabìe of measuring the

atmospheric density profile of molecular oxygen has been deve'loped (see

Section 2.1.3). However, ion chambers still have several advantages.

They are rugged, small and cheap enough to use in non-recoverable payloads.

These features pìus their wide angle of view make them

suitable for use on small spÍn stabilized sounding rockets. l4ost of the

experiments reviewed have been carried on this type of vehicle. hlith

spin stabilization, the aspect changes continuall_v throughout the

flight and aspect sensors need to be flown as well. Extinction curves

are bui'lt up either.by using the known angular response of the chamber

to correct alì signa'ls back to zero aspect, or by only using the signa'l

taken at a particuìar value of the aspect.
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The most frequently used version of the ion chambers

measured the extinction curve of solar Lc¿. Molecular oxygen densities

result'ing from the analysis of extinction curves measured by rocket-

borne Lcr, chambers were reported by authors such as Carver et aL (1964,

t 966); Weeks and Smith (1 968); Quessette (l 970) ; Hal 1 (1972);

Subbaraya et aL (1972, 1974); t,leeks (lgZs a); Carver et aL (1977b) and

Bibbo et aL (.l979). Lcr chambers were also used in satellite-borne

experiments (Norton and Warnock, l968; Lockey et aL, '1969; Knuth et aL,

t976 and Sonneman et aL, 1977).

To interpret the data obtained it was assumed that molecular

oxygen was the on'ly significant absorber within the passband (see Section

4"2.7 for further discussion). The broad band response of the chamber

(ZOOE - 3004.) implies the need to use an effective absorpt'ion cross-

section. This has been done in the present work (Section 4.2.6) but in

the literature research groups have adopted varying methods to avoid the

complexity of or.". They have iustified this approach by pointing out

that the strength of the solar Lo line implies that the bulk of the

signal of a Ls chamber is derived from the incident La radiation.

Some have tried to correct for the non Lcx, radiation (Kupperian

et aL, 1959; t'leeks and Smith, .1968). 
These experimenters flew a second

ion chamber with a passband of ÀÀ1235Ä - 1350Â (the Lyman a'lpha ion

chambeirs themselves had passbands of either ÀÀ1050Å - .l350Ä or

ÀÀ1140Å - ì350Â, see Chapter 3). The signal from this second chamber

which had a window of Calcium fluoride and a filling gas of N0.

(Cafz- N0) was deducted from that of the La chamber. Kupperian et aL

(1959) also deducted another 2r;/" for the contribution of the solar line at

1206.5Á,. The curve produced by this reduced signal t,úas assumed to be
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solely due to the decreasing intensity in Lcr as a result of its

absorption by moìecular oxygen. Laboratory measured absorption

coefficients (l,,latanabe et aL, 1953 ; Watanabe, l95B) were then used to

determine n(02).

From their results, hleeks and Smith (.l968) also estimated the

percentage fraction of the ion chaml¡ers max'imum signal (i.e. when the

ion chamber is viewing the unattenuated radiation) derived from the Lq

line. Their results implied a level of B0% to 90%. Another group (Smittt

and Millar, 1974) reported a level of 89 ¡ 5%. In addition the results

suggested the,chamber could be considered monochromatic in Lo and the

extinction curve could be considered to onìy reflect the changing

absorption of Lcr until these signal levels were reached.

The height at which the B0% to 90% signal level will occur

will vary with the solar zenith angle (SZA) at the time of flight. l,leeks

and Smith (1968) suggested that the assumption of monochromaticity would

only be valid if h < 94 for SZA = 60o and h < ll2 kms if SZA = 90'.

Carver et aL (1964, 1966) had already noted that the absorption

cross sections (l^latanabe, l95B ; Bl ake et aL, .1966) for the non-Lyman-

a'lpha radiation in the passband are much greater than the absorption

cross section for Lo. This they had argued implied that the non-Lyman-

alpha radiation is absorbed first. Therefore to avoid the need to use

o-,_ they restricted their analysis to heights below which they estimated
EFF

only Lcl would remain. h < 90 was chosen and the results of Weeks and

Smith ( lgOe ) corroborate their choice.

Failure to account for the non-Lyman-a1pha radiation can

produce severe anomalies in the n(02) profiìe (Quessette, 1970; Lockey

et aL, t969) and the two approaches to avoiding both the introduction of

these anomalies and the need to use o,,, have continued. l^,hile Carver
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et aL (1969,1977b) have continued to just restrict all their analysis

to h < 90, other experimenters (llleeks,1975a; Brannon and Hoffman, l97l)

have used the work of Weeks and Smith ('l963) to assess the likely effect

of the non Ls radiation on their experimental determinatìons of n(Or).

For their flight conditions Brannon and Hoffman (197.l) found the effect

was < 3% and they ignored it. However, l,leeks (lgZSa)did not use some

high altitude data because the earlier flights of Weeks and Smith (1968)

suggested this would reflect the extinction of radiation in the passband

,^ 1225A - t350,{.

Early experimenters (Kupperian et aL, 1959;, Carver et aL, .l964'

1966; tleeks and Smith, 1968) used a single absorption cross section for

Lg. However, the work of 0gawa (.l968) showed that the absorption cross-

section of molecular oxygen varies across the solar Lcr line. Therefore

not only is an effective cross section needed for the Lyman-alpha ìine

itse'lf but since radiation hardening will occur as the radiation passes

through the atmosphere this effective cross section ( o...(Lcr.)) must

change with absorpt'ion. Hal1 (1972) using the results of Ogawa (1968)

calculated an absorption dependent o.."(Lc) and predicted errors as

large as 30% if a single o'o was used.

This contrasts strongìy with the suggestions of Brannon and

Hoffman (1971) who considered the use of o...(La) to be unnecessary and

of Quessette (1970) who predicted errors no larger than l2% being

introduced by not using o".r(Lo). However, when Subbaraya et aL (1974)

re-analysed some of their earlier data (Subbaraya et. aL,1972) they found

that, consistant with Hal'l 's pred'ictions, their computed molecular

oxygen densities changed by 15% to 30% when the more correct absorption

dependent o--- (t-cr) was used
' ÉFF'
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Use of a variable effective crois section is now standard

procedure. (Ackermdî et aL, 1974; Weeks, 
.l975a; Felske and Sonnemann, 1976;

Iìyas,1976; Norton and Roble, 1974) but until the work of Carver et aL

(1977a) it was still subject to unknown systematic errors because it was

calculated with o(À) measured at room temperature. Carver et aL (1977a)

measured the absorption cross section of molecular oxygen across the Lq,

line at 82'K, .l95" K and 294" K. They have since pub'l ished a review

of many of the previous Lo resujts (Carver et aL, 1977b). These results

have been adjusted by using the new data at T = 195'K and the authors

now predict a systematic error of no more than 5%. This arises because

of the range 0f temperatures over the height range covered by the

extinction curve and because 195'K nray still be an inappropriate mean

temperature for the region.

There is one other source of uncertainty that can be associated

with o (l-o) and this has also been discussed in the Iiterature.
EFF'

From Equation 2.'l o...(Lo) will depend on the line shape of the solar

Lcr line. This will vary (Meier, 1969; Vidal Madjar,1975). Ion

chambers cannot resolve the shape of the line and there'Fore calculation

of the effect'ive cross section for Lcx, usually rel ies on the adoption of

a line profile measured at some other time. Garriotlet aL (1977)

dismissed the uncertainty introducqd by Iine profile variation as neg'ligible

but Carver et aL (1977a) calculated or""(Lo) with the line profiles of

Purcell and Tousey (.l960) and of Quessette (1970) and found systematic

differences between the two of up to 5%. However, they have not taken_

this source of uncertainty into account in their app'lication of their

or..(La) (Carver et aL, 1977b). That is, variat'ion in the shape of the

solar-Lyman-alpha line has not been considered a significant source of
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uncertainty in o"."(Lo) and consequentìy in n(02) profiles derived

from Lo chambers. This contrasts with the attitude adopted in the

present work (Section 4.2"3),

Although used extensively the Lc ion chamber is not the on'ly

type that has been flown. As is shown in Figure 2.1 it can only provide

jnformation across a limjted height range. The three extinction curves

in this diagram were all measured by chambers flown aboard Aerobee 13.123 IS

launched with an approximate zenìth ang'le of 84.4" and,even at thjs

zenith ang'le,.the Lcx, chamber is only useful for altitudes < 120 kms. 0f

the other two chambers the SX ion chamber'is considered first. The

SX refers to the window materia'l , Sapphire and the fill'ing gas, Xy'lene

and it has a passband of o À),14254. ' 1490Â.

Kupperian et aL (1959) flew the first ion chamber with a

passband in this wavelength range in order to extend their measurements

to higher altitudes. .The use of these has continued, both on rockets,

(hleeks and Smith, 'l968; Carver et aL, 1969; Weeks' 1975b; Higgins and

Heroux, 1977', Carver et aL, 1978a; and Bibbo et aL, 1979) and

satell ites (Stewart and Wildman, 1969; Lockey, 1972; Parker

and Stewart, 1972).

Although Figure 2.1 shows the extinction curve of a partjcular

chamber flown on a rocket launched at a particular zenjth angle, it is

representative of the height range Ah over which SX chambers can

operate and of hr, hr, the upper and tower limits of 
^h. 

All these

parameters Âh, h¡ ârd h2, however, do change w'ith the sensitìvity of

the ion chamber and the solar zenith angle (SZn) at the time of flight

and further examp'les of the extinction curves of SX chambers are g'iven in
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Chapter 5; e.g. Figures 5.8, 5.lB and 5.27.

There is no dominant line within the passband of an SX

chamber and these chambers are not considered to be monochromatic over

any part of the extinction. However, because the cross-section of

molecular oxygen does not change markedly across the wavelengths of the

passband,the o at À1450.Â., rather than an effective cross-section has

normalìy been used (lleeks and Smith, 1968; Weeks, 1975b; Higgins and

Heroux, 1977).

The use of o,ouoÄ implies that neither individual differences

in the chanrber nor possible radiation hardening across the passband have

been taken into account (see Section 4.2). Nor has the laboratory

measured o. __ ^ been corrected for possible temperature effects before
trI 504

applying it to in situ atmospheric measurements where the temperatures

could reach 600'K to 700'K (Jacchia , 1977). The likely effect of these

temperatures on the absorption cross section can only be estimated from

the theoretical work of Evans and Schexynader (196.l). No experimental

measurements have been taken.* Their work predicts a change of'less than

4% and this has not been considered large enough to warrant attempting

the corrections (l,Jeeks, 1975b; Carver et aL, l97Ba; Bibbo et aL, 1979).

The chambers have exhibited apparent changes in sensìtivity

over apogee (Weeks and Smith, l968l Wildman et aL, .1969). 
0utgassing

of HzO from the pay'load has been suggested as a possible cause (Weeks

1975b)and this has lead to thorough pre-launch dry nitrogen purging of

payloads containing SX chambers (l^leeks, 1975b; Higgins and Heroux, 1977).

(In relation to the present work th'is was already an established pract'ice

for all pay'loads). Where asymmetry around apogee is still observed

downleg data is considered to be the more reliable. In some cases only

* Experimenta'l measurements have now been taken, see note
with tabl e 4,7. on Page l7la.
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downleg measurements have been attempted. (Higgins and Heroux, 1977).

Reduction in outgassing leads to an apparently increasing

sensitivity but decreasing sensitivities have also been observed.

Breakdown of the Xy'lene gas under irradiation has been suggested as the

cause (l,lildman et aL,1969) but no preventive or corrective measures

have been put forward in the literature. (See Chapter 6 for further

di scuss Íon ) .

Photoelectric emissìon has been observed from the body of the

chamber (Stober et aL, t963; hleeks, 1975b; Higgins and Heroux, 1977 ) and

it can be a signíficant source of uncertainty. .This is caused by the

intense solar radiation above À20004 but it is easiìy avoided by

holding the body of the chamber at a positive potential (see Section

3.2.9). Authors such as Carver et aL (1969), Lockey (1972) and Ilyas

(1976) have adopted this preventative measure and have not reported any

photoe'lectric emissions in these or any of the other chambers they used.

Referral to Diagram 2..l will show that the two chambers that

have already been discussed do not provide a complete coverage of the

lower thermospheric region. The Le extinction curve effectiveìy

flattens out before the start of the SX extinction curve. The third curve,

does, however, complete the coverage. The chamber has a Quartz window

and a Triethyìamine filling gas which gives it a passband of ÀÀ.1560Â -

1650Å. Ah for this chamber is approximately 50 kms and hr, hz vary

with the solar zenith angìe, (see further examples of extinction curves

in Chapter 5) but the QT chamber by operating between the Lo and the SX

chamber enables a continuous measurement of n(Or) from "r 80 kms to

o 170 km.

Molecular oxygen densities derived from QT chambers have been

pubìished by Lockey (l0lZ]l, Carver et aL (.l969),
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Ilyas (1976 ), Carver et aL (l97Ba) and Bibbo et aL (1979).

The absorption cross section of molecular oxygen varies

significantly across the QT chamber passband and the adoption of an

effective X-section for the chamber has been considered essential by

the authors listed above. Radiation hardening occurs and use of a

constant effective absorption cross section rather than one dependent

on the amount of absorption that has occurred leads to emors in the

derived n(02) of the order of t 20% (Lockey, 1972). However, onìy

the later authors mentioned (llyas, 1976; Carver et aL, l97Ba and

Bibbo et aL, 1979) have used an absorption dependent o."r.

Lockey (1972) and Ilyas (1976) adopted a typicaì response

curve (S(À)) to calculate a standard o=", for all QT chambers. The

QT derived n(Or) published by Carver et aL (]978a and Bibbo et aL

(1979) were determined by the use of individually calculated o"...

The need or otherwise tô adopt individual spectral responses is discussed

further in Chapter 4.

The effect of temperature on o(À) for the wavelengths within

the passband of a QT chamber has been measured. (Hudson and Carter,

l968; Rogers, 1979). Although using o(À) measured at room temperature

has been estimated to introduce up to t 10% uncertainty, (Carver et aL'

t978a no attempts have been made to use o(À) measured at a more

appropriate temperature. Once again because these chambers were used in

the research programme for this thesis further discussion is incìuded

in Chapter 4.

2.1.3 Dispersive Instrumentation

Dispersive instrumentation has also been used to measure the

U V extinction curves necessary for determining n(02). In contrast to
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ion chambers these instruments are ìarge, non-rugged because of the

need to maintain accurate alignment of optica'l paths, and they require

attitude controlled rockets or satellites. Two basic forms have been

u.sed, the spectrograph and the spectrophotometer.

The spectrograph records the information received on film (a

spectrogram) and is therefore by the definition in 2.1.1 a spectrolcopi.

instrument. Spectrographs were flown by Jursa et aL (1963, .l965) 
on

several rockets launched from trlhite Sands missile range (32'N). These

spectrographs were the development of an earlier instrument (Jursa et aL,

1959) which although designed for the measurement of n(l¡O) by U V

absorption techniques had also enabìed "rough" measurements of n(02)

to be made from 62 to 87 kms. From all their f'lights Jur,sa et aL (1965)

were able to publish a composite n(02) profile from 65 to 160 kms.

Despite this success, the spectrograph of Jursa et aL (1963,

1965) did have some serious disadvantages. These were

(a) the length of exposure time for the film implied

that the intensity registered was an average of the

intensity observed over an altitude range of 2-3 kms,

(b) the instrument only took 7 spectrograms during

each fl ight. This I imited altitude resolution,

(c) the film used was only capable of recordìng a

limited range of intensities thus limiting the altitude

range over which n(02) could be determined,

(d) calibration of the film introduced a x 50%

uncertainty into the derived n(02).

Some of these prob'lems appear to be intrinsic to the use of

a spectrograph. The much later spectrograph of Prinz and Bruecker (1977)
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was capable of taking more spectrograms but film exposure times still
imp'lied averaging over 2 or 3 kms and the uncertainties introduced by

the film calibration still ranged up to t 50%.

The E.U.V. monochromator of Hinteregger (1962) avoided some of

the problems outlined above. In thìs spectrophotometric instrumentation

the film was replaced by a photoelectron counter which scanned right

across the spectrum but detected only a æ 2 wide band of it at any

one time. The response time of this counter was such that the signaì

received represented an instantaneous solar intensity measurement rather

than an average over 3 or 4 kms. (cf with point (a) above). In addition

uncertainties arising from photoelectron counter calibration ulere smaller

than those arising from the film calibration. Hall et aL (1963)

considered uncertaÍnties from this source to be of the order of t 10%

to t 25%.

Despite these improvements, extinction curves measured by the

monochromator were still unsatisfactory. The instrument scanned from

250Â to 13004 with a wavelength resolution of lÄ to ?L.

Subsequent'ly because of the length of time taken to complete one scan

the extinction curve for any particular wavelength could be made up of

fewer than l0 points. Therefore,although individual points were not

averaged,altitude resolution was still limited because the points were

many kilometers apart.

To obtain better defined extinction curves with higher

altitude resolution the EUV monochromator was altered so that instead of

scanning across a .l050Ä 
range only a few selected wavelengths were

observed (Hall et aL, 1965). This markedly increased the number of times
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the intensity of a particular wavelength radiation was measured as

the rocket passed through the atmosphere. However, it was still
considered that the definition of the extinction curve could be

improved. This was achjeved by Reid and tdithbroe (lgZO) by s'imp'ly

exploiting the extended observation time available

to satellite-borne instrumentation. Instead of a continuous scannìng

across all the wavelengths of interest they only needed to look at one

wavelength during any one occultation, and could rely on the repeated

occultations to get measurements for all the different wavelengths.

They were able, therefore, to obtain an extinction curve whose definition

or altitude rêsolution was limited only by the speed of the te'lemetry.

Garriott et aL(1977 ) aìso achieved this but they did it by having a

separate detector for each f ine they wished to observe. This latter

technique can be adopted to rocket-borne experiments if space is ava'ilable.

Using a satellite as the observation platform can however,

have its effect on the altitude resolution obtainable and the results of

Reid and hlithbroe (1970) in common with those from satellite-borne

ion chambers were still limited in this because of the ,: width of the

sun. (rel ske et aL, 1974; Fel ske and Sonnemann 'ì976) 
.

The problem of the finite size of the sun was overcome by

Garriott et aL(1977 ) by restricting the field of view of their instrument.

The small field of view chosen ( 5 arc secs x 5 arc secs ) enabled a final

altitude resolution of x I km but it introduced further uncertaÍnties.

Vernazza et aL (.l975) have shown that solar regions wjth angular

dimensions of < (¡O x 30) arc secs' will exhibit random fluctuations in

intensity of up to 50% in t'ime scales as short as I min. This must be

considered as an uncertainty associated with the results of Garriott et aL
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(1977). The authors themse'lves suggested' as a compromise' a field

of view of (l x l) arc min' for future instruments. This would reduce

the effect of the intensity fluctuations while maintaining good aìtitude

resolution. However, such instruments do not appear to have been flown

as yet.

2.2 MEASUREMENT OF n(02) BY MASS SPECTROSCOPIC TECHNIQUES

While a general discussion on the design and theory of

operation of rocket or satellite-borne mass spectrometers is not

relevant to the prösent work - the reader is referred to papers by

Schaefer and Nichols (l96aa), von Zahn (1968) and Hedin et aL (1973)

and the references they contain - some basic definitions and concepts

are defined in Section 2.2.1. This is simpìy to facilitate the

discussion in the sections that follow.

Section 2,2.2 considers some of the general difficulties of

using mass spectrometers to measure atmospheric constituent densities

while Section 2.2.3 looks at the extra problems encountered when

attempts are made to measure the atmospheric n(02) profile with a

rocket borne massspectrometer nfOr) measurements made with satellite-

borne mass spectrometers are discussed separateìy in Section 2.2.4.

The distinction has been made because the different restraints and

opportunities of the different environments can lead to quite different

techniques of operatíon for satellite and rocket-borne mass spectrometers.

2,2"1 Introduction

A'lthough called mass spectrometers many instruments in fact

discriminate for mass numben either by momentum select'ion (magnet'ic

analysers) or by velocity seìection (time of flight analysers). The

quadrupoìe mass spectrometer is the onìy mass selector.
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Irrespective of type, if a neutraì gas sampìe is to be

analysed the neutral particles must first be ionized. This is usually

achieved by bombarding the gas sampìe with electrons fr:om a hot

cathode filament. The filament together with its supportive structure

i's known as the ion source.

If the atmospheric particles entering the ion source can

intersect the electron beam, be ionized and pass into the analysing

region wjthout suffering any wa'|1 collisions the geometry of the source

is described as open. In practice ideal open sources are not obtajnable.

(von Zahn, l968). If they suffer many collisions following this path then

the geometry of the source is described as closed. A closed source is

normally obtained by enclosing the içn source in a cavity which is only

connected to the ambient atmosphere by a smalj orifice (von Zahn, l968).

In discussing the uncertainties associated with mass

spectrometers and the different types of ion source geometry, the

uncertainty in the thermal acconmodation coefficient of the wall of the

ion source is mentioned. This coefficient is a measure of the energy

transfer that occurs when a particle collides with a wall of the ion

source. Its value may range from zero, if there is specular reflection

of the impinging part'icìe, to one, if the particle, having suffered the

collision, has been thermalized.

2.2.2 General Problems in the Experimental Determination
of lt'lass Densities bv Rocket or Sa tel I ite-borne
Mass S ctrometers.

This section brief'ly looks at some of the general prob'lems

encountered when mass spectrometers are used to measure the mass densities

of atmospheric const'ituents. Some of these difficulties have not been
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overcome but where progress has been made mention is given to the

devel opment.

2.2.2.1 Contami nati on

: No results were obtained from the first flight of a mass

spectrometer because of massive contamination of the instrument by

vapour from the rocket fuel. (Townshead et aL,1954). This did not

appear to affect the mass spectrometer ìaunched from l^lhite Sands in 1955

(l4eadows & Townsheãd, 
.l956) nor the four mass spectrometers flown during

the Internationaì Geophysical Year by Meadows and Townshead (.l960).

In fact, although some researchers have taken the precaution of

separating their mass spectrometer from the spent rocket motor before

exposing it to the atmosphere (Schaeier and Nichols,.l964a) contamination

from this source no longer appears to be significant. Contamination

from outgassing of the payìoad itself is, however, still reported,

(Krankowsky et aL, l968; Mauersberger et aL, l968; Offerman and

Grossman , 1973) but this onìy seems to prevent measurement of n(HzO).

2.2.2,2. Uncertainty in the Fl i qht Mass Sens'i ti vi ty

A serious problem, and one which affects all rocket-borne

mass spectrometers designed to measure neutral constituents, is the

difficuìty in determining the flight mass sensitivity of the instrument.

Laboratory calibratìons cannot be used without correction because these

are taken with the mass spectrometer "at rest" with respect to the gas

sample, whereas in flight the mass spectrometer is moving, with high

velocity, through the gas. This correction factor for what js known as

the "ram effect" depends on the velocity vector of the rocket (more

correctly the velocity vector of the mass spectrometer), the temperature
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of the atmosphere and the ion source, the ion source geometry and

the condition of the source walls (0fferman and Trinks, ì971). As is

shown below each of these parameters introduces uncertainty into the

correction factor and therefore contributes to the uncertainty of the

number densities derived from the data.

The velocity vector of the mass spectrometer with respect

to the opening of the mass spectrometer defines the instrumentrs ang'le

of attack. If the mass spectrometer is on a spinning rocket the

continual changing.of the angle of attack modulates the instrument's

signa'l (Nier et aL, I 964 ) . Fai'l ure to al I ow for the effects of thi s

modulation may introduce inaccuracies into derived number densities. An

example of this is the work of Hedin et aL (.1964) and Nier ¿¿ aL (1964).

They both analysed the same mass spectrometer data but the number

densities they obta'ined differed by up to a factor of 2. Hedin et aL

(1964) had carefulìy ana'lysed the effects of spin while Nier et aL (1964)

had only used the nodal points of the modulated signa'I. If the mass

spectrometer has been sepanated from the rocket and is tumbling, the

angle of attack also changes but this tinre not necessarily in a uniform

way. It may only be possible to estimate the angìe of attack (Schaefer

and Nichols, 1964a; Schaefer 1969) and this immediate]y introduces

uncertainty Ínto the analysÍs.

The fl ight temperature of the mass spectrometer can be

monitored but the atmospheric temperature must quite often be estimated

from an atmospheric model and this is another source of uncertainty.

This can be reduced if it is possible to obtain temperatures derived

from simultaneous radar back scatter measurements (Trinks et aL, 1978a).

The condition of the ion source rvaìls has a bearing on the

"ram effect" correction factor becausê in part it determ'ineS the thermal
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accommodation coefficient of the walls. Uncertainty is introduced

because the way the hìstory of the ion source affects the surface of

the wall and subsequent'ly the thermal accommodation coefficient is, in

itself, uncertain. Further uncertainty arises because the effect on

the coefficient of the differing temperatures between the ion source

and the ambient atmosphere is also uncertain (t'lier, 1970).

The magnitude of the uncertainty that can be introduced into

the derived number densities by estimating the thermal accommodation

coefficient is illustrated by the example of von Zahn (.1968). For an

open ion source mass spectrometer changing the thermal accommodation

coefficient from 0 to I changes the impì'ied number densitíes by

a factor of 2.

The problems in correcting the resuìts of an open mass

spectrometer for dynamic effects were recognized early (Schaefer &

Nichols, 1964a; Nier et aL,1964). Closed ion sources were considered

because it was thought the repeated collisions undergone by the incoming

particle would make valid the assumpt'ion of a value of I for the thermal

accommodation coefficient. This may have removed one source of

uncertainty but the use of a closed source introduces other problems into

the analys'is. !'lith the repeated collisions there is a great'ly increased

probability of reactions at the walt (Hedin and Nier, .l966). 
The

possibility of wall loss is also increased. Moe and Moe (1969) have

stated that adsorption is a prob'lem even for an Ínert gas.

The difficulties in the analys'is and correction of the data

from either closed or open sources led to the development of the cryo-

cooled mass spectrometer (Offerman and Trinks, l97l ). The walls of a

nearly closed ion source are kept to a temperature of B'K. Therefore
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any particle hitting the wall sticks there, and the sample analysed

is unmodified by partly or who'lly thermalized particles. Nor is ít
affected by wall reactions or desorption from the walls. A fìight

of this instrument (Offerman and von Tahn 19711, 0fferman and Grossman,

1973) appears to have been very successful. Some of the results are

considered .l ater in SectÍon 2.4.

2.2,2.3 Limited erational Hei ht Ran

Instrumental sensitivity determ'ines the highest altitude at

which the mass rp.ótror.ter still detects atmospheric constituents but

since this cari be made well above lower thermospheric heights it is

not of relevance here. The lower altitude limit for most mass

spectrometers, however, has reduced their usefulness for lower

thermospheric measurements since this limit has been approximately 120

kms. Rocket-borne mass spectrometer measurements below 120 kms have

been considered unreliable because the passage of the rocket disturbs

the free molecular flow (Hedin and Nier, 1966; Krankowsky et aL, l968),

and satellite-borne mass spectrometers have been ljmited by the

capabilities of the vehicle on which they are carrÍed, to heights well

above this.

Progress has been made, however, in reducing the lower limit

for rocket-borne mass spectrometers. Offerman and Tariarczck (1973) argued

that mass spectrometer measurements were possibìe at altitudes less than
.l20 

kms if the shock wave created by the mass spectrometer's passage

through the atmosphere could be dissipated. They achieved this by

modifying the front plate of the cryogenicaìly coo'led ion source which

had already been developed (0fferman and Trinks, l97l). The advantages

p
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of this ear'lier version have aìready been mentioned in Section 2.2.2.2.

In practice all parts of the Íon source are cooled to l0"K

to 20"K by supercritical helium. Ambient particles hitting the front

plate,(see Figure 2.2) which acts like a very efficient heat exchanger,

stick to it. This prevents the high pressure, high density and

temperature region whi ch normal ly builds up irnmediately 'in front of

the ion source at these lower altitudes i.e. < .l20 kms. Without the

buiìd-up of this region the gas sample remains unmodified and the mass

densities measured by the instrument will be indicative of true ambient

dens i ti es .

2.2.3 Experimental determination of n (02 ) b.y Rocket-

Borne Mass Spectrometers

The preceding discussion has centred on the general probìems

faced by rocket-borne nass spectrometers. These difficulties influence

all results obtained by them and add to the experimental uncertainty of

all derived number densities. However, there are some problems whjch

are unique to attempts to measure the density profile of 02.

One of these is once again related to the difficu'lty'in

applying'laboratory caìibrations to data colIected during the fIight. von

Zahn and Gross (1969) found that if a rhenium filament is used it pumps

molecular oxygen at a speed equivalent to about 10% of the total speed

obtainable under laboratory condÍtions. However, the pump'ing of the

rhenium f ilament will be negf ig'ib'le compared to the pump'ing speed of the

upper atmosphere and this impl'ies laboratory calibrations are not applicable

and have to be revised. Bitterberg et aL (.l970) reported a similar problem.
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g plate,t+ (helium cooled), 7. is
late J- (f¡elium cooled), f. is the
is the ion beam, 10. is the total

ion-counting monitor, ll. is the electric ana'lyzer,
12. is the magnetic analyzer, 13. is the exit slits,
14. is the suppressor grids and 

.l5. is the Spiraltron
multipliers. (Figure l. of Trinks et aL,1978a,).

@
@

Fiq.2.2 Schematic of the mass spectrometer layout. ì. is
the ambient gas particìes, 2. is the helium-cooled
front part removing the shock in front of the ion
source, 3. is the ion box (hel ium coo'led), 4. is the
electron beam, 5. is the ion lens (trel ium cooled, 6.
is the ion-focusin
the ion-focusing p

object s'lit, 9.

¡i'.
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It has been suggested that 0z is lost at the walls of a

mass spectrometer (Kasprzak et aL, 1968; Mauersbergel et q,L, l968;

MüTler and Hartman, 1969). However, the major doubt about the validity

of reported mass spectrometer measurements of n(02) arises from the

continuing controversy on whether or not atomic oxygen recombines at

the walls of the ion source and re-appears as molecular oxygen.

The design of the ion source of the Bennet radio frequency

mass spectrometer flown by Pokhunkov ('1962) was such that incoming

atmospheric molecules and atoms could not reach the ionizing space

without hitting the source walls. The author considered that many of

the atomic oxygen atoms would recombine on the walls to produce

molecuìar oxygen, an opi nion shared by Meadows-,Reed and Srnith (.l964) who

flew a simjlar type of instrument. These latter authors suggested

less recombination would occur in an open ion source.

The work of Ni er et aL (1964) appeared to support the

conjecture of lleadows-Reed and Smith (1964). ruieY et aL (1964) flew a

mass spectrometer with a semi-opên ion source and not onìy did they

obtai¡ higher n(0)/n(02) ratjos than had been derjved from Bennet

radio frequency mass spectrometers (Meadows and Townshead, '1960) but

the impl ied n(0r) profi'le agreed surprisingly well with the profi'le

determined by Byram et aL (1955) by UV absorption techniques. They

therefore considered their results were not significantly infìuenced by

recombi nation.

However, Schaefer and Nichols (.l964b) obtained even higher

values for the n(0)/n(0r) ratios. Their results came from a mass

spectrometer with a more open ion source than that of Nieir et aL (1964)

and while the differences may have represented genuine atmospheric
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varÍation they may also have been jndicative of the occurrence of

recombination in the semi-open source. It is noted that for a later

measurement (Gross et aL,l968), which also used a Njer type semi-open

ion source, recombination,to molecular oxygen, of up to 40% of the atomic

oxygen was consistent with the data obtained.

If recombination was occurring then not only should n(02)

determinations by Bennet radio frequency mass spectrometers be considered

uncertain but also those carried out by mass spectrometers with semi-

open ion sources.

In an attempt to test the importance of recombination in a

mass spectrometer Hedin and Nier (.l966) flew three mass spectrometers on

one payload. They flew two with closed sources and one with a semi-

open source. Their interpretation of the data implied the follow'ing:-

(a) the wall loss of atomic oxygen in the closed

source was almost total but probabìy less than l5%

could be contributed to the recombination of 0 to 0z'

(b) there was no significant wall loss of atomic

oxygen in the mass spectrometers with the semi-open

ion sources.

The inference that can be drawn from these statements is that

Hedin and Nier ('l966) considered only those n(02) measurements taken

with a semì-open source to be reliable but n(0r) cou'ld be reliably

derived fronl the data of mass spectrometers with either closed or semi-

open1on sources. Data from further fìights of a mass spectrometer with

a semi-open ion source were analysed under assumption (b) (Kasprzak et

qL, 1968; Krankowsk¡ et aL' 1968).

Assumption (b) contrasts strongly with the conclusions of

von Zahn and Gross (lg0g) who flew a modified Nier type ion source. They
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not only considered that atomic oxygen was being ìost on the walls

of their ion source but they also suggested that the n(02) profile

was being enhanced by up to 1 in 3 oxygen atoms recombining to form

molecul ar oxygen.

The consequences of the different interpretations pìaced

upon the mass spectrometer data shows up in a review of n(0), n(02)

and n(Nz) measurements (von Zahn, 1970). In comparison with other

experimenters (Hall et aL, 1967. Bitterberg et aL, l9i0) the n(0) of

the University of Minnesota group (He¿in and Nier, 1966; KasprzaK et aL

1968; Krankowsky et aL, 1968) are low. Aìthough von Zahn (.l970)

considered tné ¿ifference in the n(0) to be too large to be genuine

atmospheric varìations, Nier (1972) could see no reason why the

University of Minnesota's measurements should be selectiveìy in error

and,in a later paper (tlt er et aL, 1976),stated "there is absolute'ly no

evidence that atomic oxygen is converted to molecular oxygen" in the

mass spectrometers flown on the rockets considered by von Zahn. However,

he could not reconcile his group's results with those of the cryogenicaì1y

cooled mass spectrometer (Offerman and Grossman, 1973). This instrument,

which should not have been troubled by any selective wall loss or

recombination at all, obtained significantly higher n(0) and n(0)/n(0r).

A third group attempted to resolve the quest'ion by looking at

the results of a simple mass spectrometer and comparing them with

simultaneous measurements taken by incoherent radar backscatter methods.

In order to reconcile the results from the two different methods, Giraud

et aL (1972) were forced to assume wall loss of 0 did occur within the

mass spectrometer and that the loss mechanism was recombination to 02.
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This however, didn't stop the controversy. Mauersberger

and Nier (.l973) pointed out that in seven of their flights launched

from Whíte Sands (32'i t"t) (He¿ln and Nier, 1965; Kasprzak et aL, 1968;

Krankowsky et aL, 1968) 0z had been found to be in diffusive

equilibrium. Not only that but the densities obtained were less than

those proposed by the diffusive equilibrium model of Jacchia (1971).

They did not cons'ider either of these results would be expected if n(02)

was being enhanced by the recombination of 0. In this context it is

interesting to note that the University of Minnesota's average n(02) tor

150 kms was in fact only about 20% greater than that determined by the

Bonn group (von Zahn, .l970 
and references therein) which was insisting

recombination was occurring.

The laboratory work of Lake and N'ier (1973) supported the "no

recombination" claims of Mauersberger and Nier (t973) but Giraud (1973)

re-affirmed the comnrents of the earlier paper (eiraud et aL,1972) and

continued to insist 0z densities were over-estimated by mass

spectrometers and mass spectrometer determinations of n(02) could not

be regarded as comp'letely reliable.

Since this interchange the work of Ackerman et aL (1974) has

been pub'lished. They flew a U V Spectrometer on two rockets launched

from Sardinia (40'N). The n(02) derived from the U V experiment was

signiiicantly less than the n(0r) derived from the mass spectrometer

and the authors considered their U V results to be the more valid of

of the two.. However, the downgrading of mass spectrometer results was

questioned by Ni er et aL (1976).

An answer to the controversy and therefore by implication an

assessment of the reliability of mass spectroscopic measurements of n(0r)
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has still not been determined. As mentioned in Chapter l, one of

the rocket payloads in the present research program carried a mass

spectrometer as well as U V absorption experiments. The results

from this payload provide what is believed to be only the second

opportunity to directly compare molecular oxygen densities obtained

by U V and mass spectroscop'ic techniques. The discussion is contained

in Chapter 6.

2.2.4 Experimental Determination of n(0,) by

Satel I i te -Borne Mass Spectrometers

Satel I ite-borne mass spectrometers are discussed separate'ly

because aìthough some of their problems are similar to those

experienced by rocket-borne mass spectrometers, their extended data

collecting time enables several different approaches to a solution.

lnlhether or not 0 recombines to 0z does not seem to be

controversjal with regards to satellite-borne mass spectrometers. It

has been assumed that there is almost total recombination to molecular

oxygen (Newton et aL, 1974; Taeusch et aL, 1971). This assumption

appears to be correct only after an initial conditjoning of the internal

surfaces of the ion source, (HeOin et aL, 1973). The conditioning

takes about 20 days and after this the surface appears to stabilise.

Since consideratjons of lifetinres kept earìy instrumented

satellites at altitudes where molecular oxygen densities would be

insignificant, the inability to distinguish between 0 and 0z was

not a limìtation, although it did prevent Newton et aL (1974) from

measuring ìower thermospheric n(02) during the last week of their

satellite's tife when the orb'ital perigee came as low as 'l37 kms.

However, the advent of the self powered A.E. series of satellites
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(Spencer et aL, 1973; Da'lgarno et aL, 1973) specificalty designed

to measure number densities at low altitudes - orbit perigees could

be made as low as 130 kms for short periods of time - meant that

this inability had to be circumvented. Considerable ingenuity has

been shown in'obtaining n(02) from the mass spectrometers aboard the

A. E. series of satel I ites.

To enable determination of n(0r), Nier et aL (1974,1976)

developed the f1y-through mode for the neutral mass spectrometer on

the A.E.C.satellite. In the fly-through mode the mass spectrometer

discriminated against particles which had suffered collisions with the

walls, and thérefore was expected to reject any 02 arising from

recombination of 0. n(0r) was determined by measuring the mass

32lmass 28 ion current ratio in the fly-through mode, adjusting thìs on

the basis of the laboratory measured re'lative mass sensitivities of

the mass spectrometer and multiplying ìt by the number density obtained

for Nz (i.e. mass 28) measured on orbits where the mass spectrometer

was in the "normal" mode. Normal mode values were used because in

this mode the mass spectrometer behaved essentially ìike a closed source

instrument which made comection of ìnstrument densities to ambient

densities easier.

Although the fìy-through mode was successful in determining

n(02). it was only used on a limited number of orbits (¡lier et aL, 1976).

The majority of passes were made with the mass spectrometer in the

normal mode. In the normal mode only tota'l oxygen, i.e. n(0) + 2n(02)

can be determined but the availability of such a large amount of data

prompted K'irby-Docken and Oppenheimer (l97il) to seek an indirect method
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to obtain n(02) from measurements of the total oxygen density.

At altitudes greater than 260 kms the measured oxygen

density will be less than 5% molecular oxygen. Kirby-Docken and

Oppenheimer (.l972) used these total oxygen densities to create a model

of the n(0) distribution. They then assumed the difference at ìow

altitudes between the model and the measured total 0 resulted from

ambient 02. In this way they obtained an n(02) profile down to

140 kms. The méthod was however, only valid if diffusive equiljbrium

could be assumed for molecular oxygen.

A different solution also utjlizing the data from the normal

mode of a mass spectrometer was developed for the instrument on AE-D.

This instrument was a modified version of the instrument flown on AE-C.

The effect of one of these modifications, a gold insert, was less than

complete recombination of 0 * 0z even after the condÍtioning period.

Kayser and Potter (lgzg) were therefore, able to deve'lop a technique

to measure n(02) while the mass spectrometer was in the "normal" mode.

Interpreting the mass 32 peak as the result of ambient n(02) and

some definite percentage of n(0) tfrey'were able to obtain a n(02)

profile which seemed compatible with that deter¡nined by the mass

spectrometer in the f'ly-through mode.

A final technique is of interest, even though the n(02) were

not obtained at lower thermospheric heights. It illustrates the degree

of sophistication that knowledge of the ion chemistry of the thermosphere

has reached. Most of the n(02) profiles obtained by the AE-c and AE-D

satellites were determined from the data from the neutral mass spectrometers

they carried. However, Oppenheimer et aL (1976) used the data from the
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Bennet ion mass spectrometer on AE-C. They obtained their n(02) bV

combining the measured concentration of the 0r* ion with a

comprehensive scheme of the ion's daytime chemistry in the thermosphere.

They concluded that the ion chemistry was sufficiently well known to

be able to use measurements of n(02+) to probe the concentration of

n(02).

This conclusion is supported by the general agreement found

by Potter et aL (1977) between the results of 0ppenheimer et aL (1976)

and those derived from the neutral mass spectrometer in the f1y-through mode

(Nier et aL,1976; Kayser and Potter, 1976). However it may not be

valid for all,sotar and magnetic conditions. Potter et aL, (1977 )

restricted their discussion to measurements made durìng times of

relatively'low solar flux and little magnetic activity and were hesitant

to imply that similar agreement would be obtained for other solar and

magnetic condit'ions.

2.3 OTHER METHODS

There have been very few measurements of atmospheric molecular

oxygen densities that used neither mass spectroscop'ic nor:UV. absorption

techniques. Noxon and Johanson (1972) and Schaeffer and Noxon (1975)

discussed a nrethod for moni toring n(0r) by measuring twil'ight 6300Ä

airglow intensities. This airglow line arises from the excited 0('D)

state of atomic oxygen. Their method was based on the assumption that

the major source for the 0('D) is the photodissociation of molecular

oxygen

0z+hv*0('D)+0('P)

Relative changes in the 02 densities rather than absolute numbers are
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obtai ned .

Alcayde et aL (1974) discussed an indirect method for

determining n(0r) based on incoherent scatter observations. Qnce

again the technique appears to be more suited for monitoring relative

changes in n(02) rather than obtaining absolute numbers.

The only other method that seems to have been emp'loyed in

measuring n(02) relies on inducìng fluorescence in the ambient

atmosphere by electron bombardment. The emíssion is then looked at in

selected wavelength ranges (Haasz et aL, 1976), and n(02) deduced from

the measured intensitY.

2.4 THE RESULTS

The controversy surrounding the supposition that atomic

oxygen recombines within the ion source of a mass spectrometer to form

molecular oxygen has been discussed in Section 2.2.3. In Section 2.4,1.

a comparison of UV and MS derived lower thermospheric n(Or) is under-

taken in order to ascertajn whether or not any systematic difference

exists between the two sets of data.

Diurnal, geomagnetic, seasonal, ìatitudinal and solar flux

variat'ions of the molecular oxygen densities have been reported. Semi-

annual variations observed in n(O)/n(Or) would suggest the possibility

of a sèmi-annual variat'ion as well. Annual variations have also been

discussed in the literature though the distinction, if any, made between

these and seasonal or latitudinal variations is ambiguous. This is

considered further in Section 2.4.2.4.

The small number of rockets (3) and the timing of the launches

has meant that the author has been unable to look for such variations in

the present work, (Informa.tion was however, gained about the geomagnetìc

variation, see Chapter 6), but the available data on n(02) is discussed
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by referencing it to the part'icular variation ìt has supported or

contradicted. Thìs approach to review'ing the measurements of lower

therrnospheric molecular oxygen densities has been adopted because it

clearly shows the compìex'ity of the behaviour of molecular oxygen.

A compìexity which highlights the need, already stressed'in Chapter I'

for additional data.

This has obviously led to the omission of some experimental

determinations of n(02) and the reader is referred to the quantitative

reviews of von Zahn (1970) and Offerman (1974). The djscussion in

Chapter 6 introduces further experiments.

The complex'ity of its behaviour and the inadequate data base

has made modelling of n(02) difficult. It has been further complicated

by the suggest'ions that there are systematic instrument related

differences between profiles determined by mass spectrometers or U V

absorpt'ion techniques. However, the model s and the jr agreement w'ith

experimenta'l measurements is not discussed here l¡ut left untjl Chapter 6

where the present results are considered.

2.4 .1 A Comparison of n(02) measured by U V Ab sorpt i on

Techniques with n(0r) measured by Mass Sp ectroscopy

The,as yet,unresolved controversy about the importance of the

recombinat'ion of 0 to Oz within mass spectrometerion sources has

been discussed in Secti on 2.2.3. It is considered that if the recombinat'ion

of 0 has been important it will man'ifest itself in a systematic

difference between n(0r) determined by mass spectroscopic techniques and

n(0r) determined by U.V. absorption techniques.

To test thì s premi se a total of 2l pub'l i shed dens'ity prof i ì es

of 0z have been selected, one group of ll using U V absorpt'ion
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.38
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l.l

.50

135

I 0

.71
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1.7
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2.7

1.2
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2.7

4.9

I.6

I I 5

9.8

2.3

lt0

l4ult.'by .l018

.,

06

105

32

100

I 5

95
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90ALTITUDE
kms )

39" 36'N
9" 26',E

39' 36'N
g"ll'E

N/A

37' 50'N
75" 29'.W

REFERENCE

Offerman &

Grossman ,l 973

Ackerman
et q.L 

'1974

Kayser &

Potter, 1 978

Trinks et aL,
1978a

*
Deduced from smooth
curve no expt.
meas uremen t.

TABLE 22 0z number densities determined by mass spectror¡eter
(n(02)lrf ¡.
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techn'iques and one group of l0 using mass spectroscopic techniques. The

choice was dictated on'ly by a desire to have measurements which spanned

the entire period over which n(02) had been measured and to have

many different research groups, locations and variants of the two

techniques represented. Tables 2..l and 2.2 give the details of the

experimental determinations chosen.

It was intended to calculate the mean and standard deviation

for each group but several experiments were so atypical it was feìt

their inclusion would obscure any pattern that might emerge. For this

reason the calculations for UV molecular oxygen densit'ies excluded the

h'igh a'ltitude results of Weeks (1975b) since even allowing for the

magnetical'ly di sturbed conditions (see Sections 2 .4.2.4 and Chapter 6)

the number densities reported by Weeks (.l975b) are exceptionally high.

In the M.S. group the results of the cryo-genica'lly cooìed mass

spectrometers (Offerman and Grossman, 1973; Trinks et aL, l97Ba) have

not been considered. It is highìy unlikeìy that recombination will

occur in cryo-genícalìy cooled ion sources and the significant'ly lower

molecular oxygen densities derived from these instruments appear to

support this suggestion. These results are therefore not typical of

mass spectrometer measurements of n(0r) over the years.

The mean and standard deviations calculated from the results

of the remaining experiments are tabulated in Tables 2.3 and 2.4 and

illustrated graphically in Figure 2.3. If the standard deviation is

taken into account there is an overlap between M.S. and UV derived n(02).

However, it still seems clear that there is a systematic difference

between the derived mean profiles.Over the altitude range 125 kms to
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(kms)

MEAN n(0r)/nf
- UV TECHNIQUES

NO. OF RESULTS
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STANDARD
DEVIATi ON
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DEV /rro*
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4

7

3

6

3

4.3

4.2
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2.76
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3.6
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6.9
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.l.5
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X

X

x

X

x

X

X

X

X

X

x

X

X

X

X
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l0r 6

l0r 6
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101 s

l0r s
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4

.l01 4

.l01 4

101 0

l0r 4

1014

s1%

10%

39%

47%

38%

36%

44%

20%

12%

ç.ol

15%

7%

27%

11%

39%

NOT APPLICABLE

3.4 x l0r4 42%

TABLE 2.3 Mean and standard deviation of n(02)
as measured by UV Absorption Techniques.



ALTITUDE
(kms)

MEAN n(Or)/m'
MASS. SPECT.

No. 0F RESULTS
IN MEAN.

STANDARD
DEVIATION

TD
EV

90

95

100
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ll0

lls

120

125
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135

140
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ls0
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t60

165
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4.5" x 1017

2.65 x l0r 7

9.75 :,.x 1016

4.89 x I0tu

2,63 x l0ru

1 .62 x l01u

9.96 x l'Ot t

7.03 x I01t

4.5 x iJOls

3.29 x I0t t

2.3t X

X

x

1.l015

1.63 il0r 5

1.2 ;l0rs

9.38 x ll0la

I

2

4

7

7

7

7

B

B

8

B

6

6

5

NOT AI PL I CABL E

1.2 x l01r 45%

2.33 x .l01 (
23%

1.32 x .l01(
27%

7 x 101' 27%

3.8 x 1015 24%

2.37 x 101 5 24%

2.4 x 101 ¡ 34%

.|.73 x 101' 39%

I .37 x '101 
' 42%

I x l01l 44%

5.3 x 101' 32%

3.6 x l0r' 30%

3.9 x .l01 a 42%

Mean and Standard Devi at'ion of n ( 0, ) as
measured by Mass Spectroscopic Techniques.

TABLE 2.4
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150 kms the ratio mean mass spectrometer n(O2)/mean U V n(02) is

1.5 t .07. In view of the period of time over which the measurements

have been taken - 30 years - the magn'itude of the uncertainties

associated with each measurement and the genuine variations that occur

in n(02) the consistency of the ratio 'is unexpected. If the discrepancy

is due to recombination in the mass spectrometer the ratio impl'ies

recombination of the order of 15% to 20%. This is not unrealistic when

compared with the t0% suggested by Ackerman et aL 
.l974 

and the 33%

suggested by von Zahn & Gross (.l969).

Comparison of the mean of the mass spectroscop'ica11y determined

n (0, ) wi th the atypi cal resul ts of the cryo -gen'ical ly cool ed M . S.

(Figure 2.4) does not yield such a constant ratio. Instead the ratio,

mean mass spectrometer n(Oz)/cryo-genically cooled lr1.S. n(02) , is as

small as 1.32 and as large as 2"19 over this altitude range. However

it still supports the premise that recombinat'ion occurs in conventjonal

mass spectrometers.

Note that in the following sections the question of

recombination is usually not ìmportant. Comparisons made in an attempt

to identify variations have usual'ly been carried out between results

gathered by the same or similar instrumentation, and,for mass spectrometers,

although levels of recombination are not expected to be constant

(Offerman and Trinks, 1971), they should not vary enough to invalidate

any conclusions that might be drawn.

2.4 "2. Var iation of Lower Thermospheric Molecular

Oxyqen Densities

Diurnal, geomagnetic, sem'i-annual, annual, seasonal, latitudinal

and solar flux induced variations have been mentioned. The interaction

between these variations is complex and separate effects are hard to
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isolate. For example, Jacchia et aL (l9iB) points out that a global

picture of expected diurnal variations.could g'ive a psuedo seasonal-

latitudinal effect. The very ambiguity of the notation, annual-

latitudinal, seasonal-latitudinal hints at the uncertainty sti1l

existing in this field of investigat'ion. An uncertainty he'ight,ened by

the effect solar activity appears to have on the amplitudes of many of

the I isted varjations (0ran and Strobel , 1976; ltlayr et aL, 1976; Norton

and Rob1e, 1977; Mayr and Volland, 1971 )"

In the fo'llowing, diurnal, Seasonal and geomagnetic effects

are discussed'separate'ly. Annual , semi-annual and latitud'inal are

cons'idered together. Under the headjng, Solar Flux Variations (Section

2.4.2.5) not only is direct experimental evidence for a solar flux - n(02)

link discussed but attention is given to the likely effect of solar

activity on the variations considered in the sections prior to 2.4.2.5.
a

The subsections follow the gjven listing.

(l ) Seasonal

(2) Diurnal

(3) Magnetic

(4) Semi -annual , Annual , Latj tudi nal

(5) Solar fl ux

2.4.2.1 Seasonal Variations

The first experimental evidence for seasonal variation jn n(02)

was the spring/summer densìty ratio of 1.8 obtained by Kupperian et aL

(.¡959). Later, Norton and Warnock (lg0S) ìnterpreted the d'if'Ferences

between the summer arrd winter occultations measured by their satellite-

borne Lcr chambers as implying summer n(02) were approximatel y 50% h'igher

than winter n(Or). Roble and Norton (197?) clajmed an even larger
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summer enhancement. Their results indicated a summer/winter rat'io of

nrolecular oxygen densities of approximate'ly 3:.|.

All the above results were derived from Lcr chambers and

the effects were observed at heights ranging from 70 kms to .l20 
kms.

Aìcayde et aL (1974) on the other hand, using incoherent backscatter

methods, saw an apparent summer/winter ratio of 6:l at 200 kms.

The spring/summer enhancements and the summer/winter enhancements

were,however, not the onìy seasonal effects seen. Felske et aL (1972)

reported a spring/autumn ratio of approximately 2 at Lu chamber heìghts.

The authors themselves refer to it as a winter/summer enhancement but

since the results were taken in 0ctober, the spring/autumn label appears

to be more appropriate. l^linter/summer enhancements have, however, been

reported elsewhere (Mayr et aL, 1976).

These results differ sharply frorn the conclusions drawn by

Offerman (1974). Review'ing lower thermospheric measurements of

atmospheric constituents, inc'lud'ing molecular oxygen, he considered that

while the data might possibly suggest a seasonal effect at 200 kms

it was very small. In addition, he felt the data did not support a

seasonal variation at 150 kms and the small apparent summer minimum

could be a fortuitous effect of the available data set rather than a

genuine atmospherjc phenomenon.

Other authors (Oppenhe'imer et; aL, 1976; Nier et aL, 1976)

have been in essentjal agreement with Offerman (i974) and have offered

alternative exp'lanations for the "seasonal effects" reported" Nier et aL

(1976) suggested increased magnetic activity (see Section 2.4.2.3) at

the time of the summer measurements of Roble and Norton (1glZ) could

expìa'in their results. Oppenheimer et qL (1976) suggested latitudinal
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effects (Secti on 2.4.2.4). This latter exp'lanat'ion was dismissed by

Norton and Roble (1977) and indeed the data of Garriottet aL(1977)

!'rould ìmpìy little or no lat'itudinal variat'ions at Lo heights.

If separate groups are made of those experimenters for, and

those against, seasonal variation 'in mol ecular oxygen dens'ities, an

extra fact emerges. Measurements supporting seasonal variation (Felske

et aL,1972; Roble and Norton, 1972; Alcayde et aL,1974) were taken

at solar maximum Whereas those not supportìng Seasonal Variation

(6ppenheimer et aL, 1976; Kayser and Potter, .l976; Schaeffer and Noxon,

1975) were taken at solar mìn'imum. Norton and Robl e (1977 ) inc'luded

other experimenters in these groups, Noxon and Johanson (1972)'¡n the

former and Mayr et aL (.l976) in the latter. However, the reported

seasonal effects of Noxon and Johanson (1972) are now attrìbuted to

differing leve'ls of magnetic activity (Schaeffer and Noxon, 1975) and

l4ayr et aL (1976) did in fact support seasonal variation as has aìready

been mentioned. They only differed 'in the phase of the enhancement.

It is obvious that no firm conclus'ion can be drawn about the

existence or otherwise of a seasonal dependence 'in lower thermospheric

molecular oxygen. The possible influence of solar flux levels,'which

is suggested by the above results, leads to consideration of th'is effect

in Sect'ion 2.4.2.5.

?.4.2.2 Di urnal Variations

Djurnal Variations in the concentration of n(0r) have been

reported by trJeeks and Smith (1968), Parker and Stewart (1972), Mayr et aL

(1976), GarriotLet aL (1977 ) and Hinteregger and Chaiki n (1977). Other

experìmenters, (Hall et aL, 1967; Kasprzak et aL,l968) while seeing a
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difference between morning and afternoon data found that either it was

smaller than the day-to-day differences observed or it could not be

regarded as significant in view of the possible errors associated with

the measurements. Norton and Roble (1977), claimed to have observed

litile or no diurnal variation in their satelìite experiment (Roble and

Norton , 1972).

The diurnal variations reported have not been consistent. A

sunrise/sunset density rat'io greater than I was observed by both Hinteregger

and Chaikin (1977) and Parker and Stewart (1972). In contrast Garriottet aî'

(1977) found silnset densities to be greater than sunrjse densities.

Although the rocket-borne experiments of Weeks and Smith ('l968) d'id not

observe sunset their results suggested daytime molecular oxygen densities

would be greater than sunrise densities and the data from the rocket-borne

expe¡iments of I'lyas (1976) inrpl ied afternoon enhancements in n(02).

These results may simply reflect the complex'ity of the response

of the lower therntosphere. All those results mentioned as shotu'ing

enhanced sunset or dayt'ime densities were at approximately 90 kms to 120 kms'

whereas the sunrise enhancements were seen at 150 kms and 180 kms. Further

results of Garrì ott et a.L (1977) are consistent wjth the concept of gojng

from a sunset to a sunrise enhancement as the altitude increases. Using

the absorption of the U V l'ines at 1032Â and 1335Å to obta'in oxygen

densities jn the altjtude regìon o .l30 
kms to 140 kms, they found no

statistically significant difference between sunset and sunrise.

Unfortunately this consistency is destroyed by the results of

Ilayr et aL (1976) who observed a clensity minimum in n(02) at 120 kms at

1800 hrs local time.
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As with seasonal variations there is evidence to suggest that

the diurnal response of the atmosphere will differ with differing solar

activity. The measurements of Roble and Norton (1972) were taken near

solar maximum whereas the diurnal variations reported by Mayr et aL (.l976),

Hinteregger and Chaikin (1977 ), Garriottet aL (1977 ) and l,leeks and Smith

(t968) were in measurements taken at low levels of solar activity. No

definite concìusions can be drawn however, since once again not all the

results fit into the pattern. Parker and Stewart (1972) observed a

sunrise/sunset difference in n(02) during May to November of 1967, j.e.

close to solar max.

2.4.2.3 Maqnetic Variations

As with seasonal and diurnal variations there is experimental

evjdence for and against magnetically induced enhancements of lower

thermospheric molecular oxygen. However, most of the evidence favours a

magnetically induced enhancement of the density. This has been reported

by Qppenheimer et aL (.l976), l^leeks (.l975b), Nier et aL (lglî), Garriott

et aL (1977 ) and Potter et aL (1979).

The commonly used parameter to indicate the strength of the

disturbance is the Kp index. The correlation cons'idered is not that

between the measured density and the Kp at the time of the measurement.

Better correlation has been found between the density and the Kp index

6 to 7 hrs before the launch, (Jacchia, l97l). This agrees with the

work of Hays et aL (1969) who found that the exospheric temperature took

around 3 hrs to respond to a magnetic storm and then it takes several

hours for the high altitude heating to propagate down.

There was however, evidence that was contra-indicat'ive of

magnetic enhancement. Even allowing for the t'ime'lag, Parker and Stewart
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(1972) found that the correlat'ion between the index of magnetic act'ivity

and n(Or) was very poor for measurements within the latìtudes - 30"S

to 30'N. In fact they d'id not find much evidence for magnetic

variation at al I in this reg'ion.

Their conclusion is supported by the results of Higgins and

Heroux (1977 ) who did not observe any signifìcant changes in the data

from two rockets launched at differing *O't from The White Sands Missile

Range (32'N) in 1973/1974. 0n the other hand, Weeks (.l975b) reported

a very ìarge enhancement in densities measured above White Sands in

April 1973. However, the enhancement was in comparison with results

from a rocket launched at Wallops Island (38"N) in 0ctober 1971, and the

possibility exists that seasonal, ditrrnal (1971-afternoon flight, 1973-

morni ng f'l i ght) and even I ati tudi nal 'infì uences affected the resul ts.

The effect of magnetjc activity on lower thermospheric molecular

oxygen densities is considered again in Chapter 6. The discussion is

nìore quant'itative as an opportunity to investigate the effect was

afforded by the fortuitous timing of the rockets launched during the

present research.

2.4 .2 ,4 . Semi -Annual , Annual , Lati tud'inal Vari ati ons

The semj-annual effect is driven by the semi-annual migrat'ion

of the Sun and by a second high latitude source, associated with

magnetic storms, (Mayr and Volland, l97l). No direct measurements for

n(02) have been made but semi-annual variations in the n(0)/n(02) ratio

have been observed by l4ayr and Mahaian (1971) at 120 kms and by

Katyushina and Ivanov-Kholodny (1971) at 130 kms. More recently, Mahajan

(1977) compiled all the data available on neutral composition at 120 kms

and confirmed the existence of this variation.
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It is considered unlikely that such varjatjons would be

generated solely by changing n(0) levels and therefore the results

also indicate a semi-annual variation'in n(Or) but this ìs yet to be

confirmed by direct measurement. More data is requìred.

lvlayr et aL (1976) used the two terms Annual and Latitudinal

synonymously. If these two terms are considered equivalent then the

latìtud.jnal variations in n(02) observed by Garriottet aL (1977) at

approximateìy ì30 kms and 140 kms, the latjtudinal variation in the effect

on n(02) of magnetic storms (Parker and Stewart, .l972), 
and the increase

with latitude of n(0r) observed by Mayr et aL (1976) in the winter

hemisphere may all be manifestations of the annual effect. The results

of Garriottet d.L (1977 ) point to an altitude variation 'in the annual

effect s'ince no appreciable latitudinal variat'ion is seen at 100 kms.

The terms Annual and Seasonal variations have also been used

interchangeably (He¿in et aL 1977b) but Barlier et aL (1974) claim that

the annual varjation, aris'ing in part from the sun earth distance, is a

separate phenomenon, distinct from seasonal variations. Garrjott et aL

(1977 ) appear to agree with the distinction.

Barlier et aL (1974) consider asymmetry in the northern and

southern hemisphere seascnal responses could be the result of the annual

effect and it is poss'ible that the seasonal effects already discussed

(Section 2.4.2,2) have been modified by an annual effect. However, as

pointed out by Garrìottet aL(1977 ) being able to distinguish between

seasonal and latitudinal variations relìes on a data base which has

extensive spatial and temporal coverage. This is yet to be achieved

for n(0, )
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2.4.2.5 Solar Flux Variation of n(0r)

If the data from the rocket based experiments summarized by

gfferman (lglq) is combined with that from The Atmospheric Exp'lorer

Satellites, there is some evidence to suggest an inverse relationship

between low altitude 0z dens'ities and the solar flux as represented

by Fro.z (Kayser, l9B0). lnlhile this suggested solar flux-density

correlation contrasts with the conclusion drawn by Offerman (.l974), and

there is some question as to the validity of using direct Fro.z

measurements as an ìndicator of the amount of EUV and UV flux incident

on the earth's'atmosphere (Rawer et aL, 1979. Schmidtke, 1979;

Hinteregger, 1977), the suggest'ion that n(02) decreases with increasing

EUV and UV radiation is entirely consistent with the work of 0ran and

Strobel (.|976). They postulated that both direct dissociation by

radiation with'in the Schumann-Runge continuum and indirect djssociation

from the absorption of EUV and the photochemistry of Nz would

significantly affect the molecular oxygen concentration in the lower

thermosphere. Increased flux levels would be expected to enhance both

processes thereby leading to decreased concentrations of molecular oxygen.

However, changes in the solar flux not only affect the

photochemistry of the lower thermosphere, they also change the

circulatory systems of this region. Enhanced EUV flux will increase the

vertical velocity of the wind systems and since these w'ill 'induce diffusion

(Mayr and Volland, 1972), this will also 'influence n(02). Reber and Hays

(.¡973) have shown that the density of atnnspheric constituents heavip'r
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than the mean mass will be enhanced by an upward wind and an upward wind

would be expected in the summer hemisphere (Mayr and Volland,'197.|;

Johnson and Gottlieb, 1970).

Therefore confl'icting processes arise. Increased E U V and

U V flux levels, but part'icular'ly U V flux tevels will decrease n(0r)

through photochemistry but increased E U V will enhance n(0r) through

increased transport ve'locities. Not only that, but increased flux levels,

by raising the temperature of the atmosphere, will cause expansion of

the atmosphere, and this will lead to enhanced n(02) (Kayser, l9B0).

The enhancement of n(02) by thermal expansion is however, not genera'lly

important at lower thermospheric he'ights (Mayr and Harris, 1977c).

Although solar flux levels appear to have a direct effect on

n(02) , of more interest is their apparent influence on the other variations

previous'ly considered in Sections 2.4.2.1 to 2.4.2.4.

Referring back to seasonal effects, studies (Hinteregger, 1976;

19791 Heath,1973) have shown that while E U V flux levels fluctuate

strongly with solar activity U V flux levels have varied very little -

l0% - 15%. Therefore at low levels of solar activity it may be that

dissociative losses are more important and a minimum could be expected in

the summer hemisphere, ?rt at high levels of solar actiirity the relat'ive'ly

larger enhancement in solar EUV flux may'lead to a domination.of'

transpòrt effects (Mayr et aL, 1976)

enhancement'in the summer hemisphere which is consistent with results such

as those of Roble and Norton (1972). The summer enhancement at 200 kms

(Alcayde et aL,1974) could possib'ly be explained as the result of thermal

expansion.. The lack of either summer or winter enhancement of any

significance may be the result of a rough balancjng of these two processes.
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Mayr and Harris (1977a) have produced a theoretical model

which can be made to reproduce the diurnal variations observed in the

data of the AE-C satellite (Nayr eü aL, X976). This model showed

that while wind induced diffusion was the dominating influence in the

diurnal variation of lower thermospheric molecular oxygen densities,

the dissociation of Oz and the photoionization of 0z were also

significant.

It would appear reasonable therefore, to expect the differing

relative flux levels that occur at differing'leveìs of solar activity to

result in differing diurnal effects. As already pointed out in Section

2"4.2.2. with the except'ion of the work of Parker and Stewart (1972) a

pattern has emerged with diurnal variatiôns being more 'important during

periods of ìow solar activitY.

Magnetic storms result from solar activity but there is no

evidence to suggest that the atmospheric response or more specifically

the molecular oxygen response exhibits a solar cyc'le dependence.

Annual and semi-annual effects in n(Qr) do not appear to be

influenced by solar actjvity, (l,tayr &;Harris, 1977b', Mahaian, 1977).

2.5 SUMMARY

This Chapter has attempted to review thirty years of

measurements of lower thermospheric molecular oxygen densities. In the

first three major sections the emphasis in the discuss'ion centred on

the consideration of the different methods that have been used to measure

n(02); the problems encountered and the solutions, 'if any, devised.

Solutions ranged from 'instrumental adaptation to an increase in the

sophistication of the data ana'lysis. Each type of instrument had its own

problems and no optimaì experiment can be nominated"
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Section 2.4 looked at the variations seen in the molecular

oxygen densities. For any one variation the evidence is often

contradictory. Overalì, however, it suggests that there are, as yet,

unresolved complex interactions'between the named effects rather than

denying the existence of any of the effects. The discussion in 2.4

supports the veracity of the statements made by Carignan (t975) and

Hed-in (t979) about the lack of understanding of the behaviour of

molecular oxygen and of the inter-relation between the sets of data.
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CHAPTER THREE

THE CHOICE CONSTRUCTION AND CALIBRATION

OF THE INSTRUMENTATION TO MEASURE h (0, ).

In the present work U V absorption spectrophotometry was

used to determine lower thermospheric molecular oxygen densities.

Section 3.1 discusses the rationale behind this choice. Two categories

of-broad band U V detectors were used to measure the radiation

extinction curves from which n(02) was calculated. Section 3..l

also discusses the.choice of instrumentation. Each category of

detector is then discussed in turn, in Sections 3.2 and 3.3.

3.t CHOICE OF TECHNIQUE AND INSTRUMENTATION

It was concluded in Chapter 2 that there was no optimal

technique for measuring lower thermospheric molecular oxygen. However,

other factors, apart from the intrinsic advantages and disadvantages,

can influence the choice of techn'ique and instrumentation.

The present work was part of a continuìng programme of

research , which had been cami ed out usi ng U V absorpti on

spectrophotometry (Carver et aL, 1964, 
.l966; 

Lockey et aL, 1969;

Lockey, 1972; Ilyas, 1976) and thus a well equipped ca]ibration

laboratory 'vras avai'lablè. 'In addjtion thore was a continuing

laboratory based research program, capable of provid'ing the necessary

absorption cross sections, being carried out at Adelaide Unívers'ity

(Blake et aL, 1966; Carver et aL, 1977a; Rogers, 1979). These two

factors, together with the desìre to keep any systematic differences

between the various experimental results to a minimum, led to the
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continued use of UV absorpt'ion spectrophotometry.

In the continuing research program ion chambers (I.C's)

had been used because they were small, as was their supporting

electronics package, rugged, and they had a broad angu'lar response.

This made them ideal for the small spin stabiljzed sounding rockets

main'ly used in the program. In these vehicìes space was limited, launch

accelerations were severe and unfavourable coning could imp'ly large

aspect angles. Not all the properties listed above were necessary for a

detector in an attitude controlled vehicle - the broad angular response,

for example, becamä superf'luous. However, because the space available

on the rocketS for the n(02) experiment was small (Chapter 5) the

overal'l compactness of the ion chambers and their supporting electronics

prov'ided a strong argument for their continued use.

The ion chambers also had the capab'i1ity to take full advantage

of the fact that the rocket was attitude controlled. l^Jhile the attitude

control uni t was operational they wou'l d be abl e to mon'itor cont'inual ly

the intensity of the solar radiation wìthin their passband, thereby

providing high altitude resolution data (see extinction curves, Chapter 5).

Because the current research was part of a continuing program

the use of ion chambers had another advantage. It would enable a

comparison to be made between the high altitude results gained in the

present work and the previous lovl altitude results (Carver et aL, 1964;

Ilyas,1976) without the need to consider systematic errors that could

be introduced by different instrumentation.

Ion chambers can be constructed w'ith many different passbands.

Weeks and Smjth (1968) and Carver (1969) list some of these. Several

different types were used in the present work and these are listed in

Section 3.2.1. Two of them, code named MEB' LEB and LEC (see 3.?,ì
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for explanation of code) were used in the water vapour experiment and

were chosen because of the oVerlap.in their passbands Choice

of the others was dictated by the desire to measure n(0.) throughout

the lower thermosphere. The discussion 'in Chapter 2 has already

indÍcated that Lq, QT and SX chambers would provide such coverage.

These types of ion chambers were therefore chosen.

Mention u,as made in Chapter 2 of the apparent change in

sensitivity of SX chambers during flight. This had been noted by

Weeks and Smith (1968) and Wildman et aL (1969). To invest'igate

whether these effects were instrumental, or in fact actual'ly reflected

real changes l'n solar intensity, a second broad band UV detector was

developed. The criterion for the design was the requirement that the

passband of an SX ion chamber (lll425l^ - 1490Ä) must be simulated

while us'ing a corirplete'ly different method of detection. This detector

is discussed in Section 3.3.

3.2 ION CHAMBERS

3.2.1 Introduction

Ion chambers are non-dispers'ive, spectraì1y se'lective detectors

with a passband defined by the transmission cut-off of the window

material and the ionization potentia'l of the filling gas. Detectors of

th'is type were first made by Friedman et aL (1958). The chamber bodies

can be made of copper, (Friedman et aL, l95B) internally plated ceramic,

(Stober,1962) or g'lass (Lockey, 1972). The bodies of the ion chambers

built for the present work were made of copper tubing (Section 3.2.2).

This material provided both ease of construction and a rugged finished

product.

Ion chambers w'ith 7 different passbands were constructed.

They were used either in determining lower thermospherÌc molecular
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oxygen concentrations or ìn the water vapour experiment (Chapter 8).

The 7 are lìsted in Table 3.1.

TABLI 3.1 ION CHAMBERS

The letters in the left hand column provide a code by which

the chambers are identified. MNO and LNO chambers were co]lectively

referred to as Lo chambers in Chapter 2 but their distinct codes are

used in the following sections.

Construction details which were similar for all the ion chambers

are described in Section 3.2.2. The window materials are discussed in

3.2.3 whjle the preparatjon of the gas and the filling procedure are

described in Sections 3.2.4 and 3.2.5 respective'ly.

Section 3.2,6 details cal ibration procedures. Topics covered

are spectral response and absolute quantum effic'ienty. For the water

vapour experiment (Chaptel 8) the chambers were flown on spin

stabil ized sounding rockets. l,.rhile, for this experiment it was

not essentjal to krjow the angular response, knovrled.qe of this parameter

ensured maximum ínformation retrieval. The'ir response was

deduced from their flight

Code blindow Material Filling gas

LNO

LEB

LEC

MNO

MEB

QT

SX

Lithium Fluoride (LiF)

Lithium Fluoride

Lithium Fluoride

Magnesium Fluoride
(MsFz)

Magnes'ium Fl uoride

Quartz

Sapphi re

Nitric 0xi¿e (tlO)

Ethyl Bromide (CzHsBr)

Ethyl Chloride (C2H5Cr)

Ni tric Oxide

Ethyl Bromide (CzHsBr)

Triethy'lam'i ne (C6H r 5N)

p-Xyì ene (CeHr o )
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behaviour. The method is discussed in Section 3.2.7.

0n some rockets,payloads may suffer severe heating and the

likely effect of this heating on the performance of the detectors is

considered in Section 3.2.8. The performance of the detectors may

also be affected by photoelectric emission at the walls. The likelihood

of photoelectric emission occurring is discussed in Section 3.2.9.

A requirement for all the ion chamþers was ìong

term stability (of the order of months) with respect to their

sensitivity. Final integration of the payload, pre-launoh testing and

weather controlled launch vlindows can mean there are several -v'reeks

between the final laboratory calibrations and the launch. During

these last few weeks, testing, and -replacement of the ion i

chambers are not aìways possible. In the present work it was necessary

to assume that the detector sens'itivities would still be high enough

at launch to provide good signaì strength during the fl'ight. Confidence

in this assumption only seemed possible if randomly selected chambers

in the less varied environment of a laboratory displayed a stabi'lity

far in excess of requirements.

A study on the stability of the detectors was carried out

and the results of this research are discussed in 3.2.10.

3.2.2 Construction of Body Shel I

Two types of copper backed charnbers were fl own. Both chambers

are nrodified versions of the original chambers of Carver and Mitchell

(1964). They are referred to as type I and type II and are illustrated

schematicalìy in Figures 3.ì and 3.2.



6uord Rin
toPPel Body

g

Window

Kovor- G

Seo[
SS

Fitting Tu be Stoinles Stee[
Needte

Fig 3.'l Schematic of T
by Lockey (l 97

I Ion Chamber - deve'lopedype
2).

Guord Rin g
Iopper ody

indo w

Kovqr- G

Seql
S

Stqintess S

Needte
-Fitting Tu be

Fig 3.2 Schematic of Type II Ion Chamber - developed
during present research.



74.

The earlier chamber (figure 3.1) was developed by Lockey

(1972). A 2.5 cn length of copper tubing with an internal diameter

of 2.1 cms and a wall thickness of .24 cms was used for the body

of the chamber. Electrical connections were made through a Kovar

glass to metal seal. This seal also supported a stainless steel

cathode. The t'ip of the cathode was hard soldered and polished to

provide a smooth hem'ispherica'l surface. The other end was then soft

soldered into the seal. A length of annealed copper tubing (approx.

2.5 cms long) of i.d. 1.3 mm was soldered on to the metal f'lange of

the seal at the same time" This Was the chassis of the ion chamber.

The chanrber chassis were then cleaned thoroughly. They were

dipped into njtric acid, washed thre'e times in an ultrasonic bath of

distilled water and rinsed in acetone. After being cleaned the chassis

were baked for several hours at approx'imately 90'C. This was well in

excess of the temperatures they would be expected to experíence during

calibration and flight,and it was considered the bakjng would prevent

further desorþtion of water vapour during normal use. The windows were

also baked before being attached to the chamber with an epoxy resin

(Araldite AV 100). To enable the chambers to be attached to the fiìl'ing

system (Figures 3.4, 3.5; Section 3.2.5) a glass tube was attached wjth

epoxy resin to the annealed I .3 mm i.d. copper tub'ing.

The second type of ion chamber flown (Figure 3.2) differed in

two ways from the detectors of Lockey (1972). The first change arose

from the need to fit two rows of chambers, d'iametrically opposìte each

other, in a small sounding rocket (see Figure 8.2 ). Since the necessary

mod'if i cation, shorteni ng the body 'l ength by 3 mm di d not aff ect the

performance of the detectors, the shorter length was adopted as the

standard spec'if ication.
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Studies carrîed out by G. Bibbo (private Çommunication)

on the pumping speeds of smaTl internal diameter tubes stimulated the

second change. The chambers were evacuated before being filled with

the desired gas (Section 3.2.5). G. Bibbo's results indicated that

satisfactory evacuation of the chamber would not be obtained with the

1.3 mn tube normally used The pressure inside the chamber was

probably as high as l0-3Torr even though the system pressure was

I 0-s Torr.

The diameter of the annealed copper tube was increased to

3 mm. Since the conductance of a round pipe is proportional to the

fourth power of the diameter the pressure differential along the pipe

was expected to decrease by a factor of (3/1.3)' F 28). This implied

a chamber pressure well below l0-4Torr if the system had been pumped

down to a pressure of l0-s Torr.

The 3 mm tube proved adequate. The ìong term stability of

the chambers was greatly improved (Section 3.2.10). Because of its

size the new filìing tube had to be located on the side of the ion

chamber. The positioning was not critical.

3.2.3 Window Materials.

The transmission limits of the window materials used are

listed in Table 3.2. The transmission limit represents the shortest

wavelength l'ight transmitted by the window. It defines the short wave'

ìength side of the passband. The numbers g'iven in Tabl e 3.2 are the

mean of the values obtained for windows used in the flight chambers.

The lithium fluoride windows were unpolished cleaved crystals,

whiìe the sapphire, quartz and magnesium fluoride (MgFz) were polished
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TABLE 3.2 TRANSMISSI0N LIMITS 0F l,JIND0I¡I MATERIAL

Mate ri a l Transmission L'imit
( angstroms )

Li thi um Fl uorilde

Magnesium Fluoride

Sapph'ire

Quartz

I 040

1129

1423

I 563

plates. The (uartz was a synthetic fused variety known as Spectosil A.

Cleaved Lithium Fluoride (LiF) crystaìs have been w'ideìy used as

the windows in constructing chambers to measure Lo (i.e. LNO chambers).

(Byram et aL,1956; 1958; Kupperian et aL, 1959; Carver et aL, 1964,

1966; Weeks and Smith, l968). Lithjum Fluoride however, has a low but

si gni f i cant hygroscop'ic qual ity and th'is has a detrimental effect on

both the stability and sensitivity of the ion chamber.

The sensitivity of an ion chamber depends upon the transmission

of the window and the photoeìectric y'ield of the filling gas. Patterson

and Vaughan (.l963) and Davis (1900) both showed that serious deterioration

can be expected in the transmission of a LiF window as the window ages.

Decreases in the transmission at La of up to 57% were observed (Davis,

l966). Patterson and Vaughan (.l963) considered several mechanisms for

the deterioration but finally conc'luded that the crystal was react'ing

with water vapour to form an absorbing surface film.

Davis (.l966) found it was possible to remove the film and

restore the transmission by ultrason'ically cleaning the window in a bath
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of absolute ethyl alcohol. This is not a practica'l solution for a

fully constructed chamber because it was highìy probable that the

window seal (made with Araldite AV 100) would deteriorate under the

combined action of the ultrasonic and the solvent. Fortunately in the

present work absolute calibration was not necessary and deterioration

in the transmission, while not desirable, could be tolerated as long as

the overall chamber sensitivity remained high enough to provide good

signa'l strength and the transmission could be considered as constant

throughout the flight ( < l0 mins ). There was nothing in the work of

either Patterson and Vaughan (1963) or Davis (.l966) to suggest that the

assumption of , short term stabi'lity w'ith respect to window transmission

would be invalid. In fact for the windows tested by Patterson and

Vaughan (1963) the transmission appeared to drop to approximate'ly 85% of

the initial transmission within l0 days and then almost stabilize for

the rest of their testing period. (30 days).

A more serious result of the solubility of LiF 'is the apparent

diffusion of water Vapour through the window into the chamber. Water

vapour contamínation led to continual'ly reducing sensit'ivities. In a few

cases the chambers stabilized at low sensitivities ( - 5%-7% ), but in

most cases the sensitivities of the chambers deteriorated until they no

ìonger responded to irradiation.

. The unreliability of these chambers led to the introduction of

Magnesium Fluoride (MgFr) windows (Masuoka and Oshio, 1974). MgF, is

far less soluble in water. It is therefore less likely that a surface

fjlm of the type suggested for LiF would build up on an l4gF2 window.

l4asuoka and Oshio (1974) found that even if the MgF, window was

dipped in water the transmission was unimpaired. They conducted the

same test with an LiF window and the transmission was ìmediately

reduced by 40%
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blater vapour did not appear to diffuse through a MgF2

window and contaminate the fÍììing gas. Experience showed that MgF,

windowed chambers (MNO's) did remain more stable than those with LiF

windows (Section 3.2.10).

3.2.4 The Fillinq Gases and their Preparation.

The ionization potential of the filling gas determines the

long wave'length limit of the passband of the ion chambers. Table 3.3

shows typical cut-off points for each gas. These were obtained by

averaging the response limits determined in the laboratory for several

ion chambers of each type. They are expressed in terms of the

equivalent wavelengths. The values obtained by Watanabe et aL (1962)

are included for comparison

TABLE 3.3 IONIZATION POTTNTIALS OF FILLING GAS.

(expressed as the equiva'lent wavelength)

Fil I ing Gas Typi cal Threshol d
(Angstroms )

Watanabe et aL (1962)
(Angstroms )

Nitric Oxide

Ethyl Bromide

Ethyl Chloride

P-Xyì ene

Tri ethyl ami ne

I 370

l21 0

I 140

I 489

I 646

I 341

I 205

11?s

I 468

I 654

No preparation was carried out for Ethyì Bromide, Ethyl

Chloride, p-Xy'lene or Triethylamine. For all these compounds, which

are liqujds at standard temperature and pressure, the purity of A.R.
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grade reagents was cons'idered adequate. However, for nitric oxide (N0)

which was also purchased com¡rercially, removal of contaminants - main'ly

water vapour - was essentiaì.

The purification system, schematicaì1y represented in Figure

3.3, contained no metal parts which might react with nitric oxide. To

remove residual water vapour the all glass apparatus was simultaneous'ly

heated and evacuated for over an hour before it was used. In operatÍon

nitric oxide was passed from the source through the U tubes and jnto

the reservoir. The purìfication system was then ísolated and the

reservoir used to illl several storage flasks. These flasks were fitted

with cold finçjer tubes and breaker seals.

Because the main contaminant was water vapour, one tube

contained silica gel, the other crushed glass (to increase the surface

area on to wh'ich the water vapour could condense) and both were cooled

to - 80'C.. The cooling was achieved by immersing the U tubes in a

slush mixture made with equal parts of Chloroform and Carbon Tetrachloride

semi-frozen by the addition of l'iquÍd ajr.

The cold finger tube of the storage f'lask allowed further

purification before the N0 was used. To remove any contaminants that

may have outgassed from the walls of the flask during storage the flask

was gently warmed while the cold finger tube was immersed in a slush

mixture (approxjmately - B0"C). This concentrated any condensible

contaminants in the cold finger tube which was then removed by flame

seal off.

3.2.5 The Fi I I j ng Procedure.

Figure 3.4 ís a schematic of the equipment used to fill the LNO

and the MNO ion chambers with nitric oxide. F'igure 3.5 is a schematic

of the equipment used to fjll the LEC,.LEB, SX and QT ion chambers.
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The djfferences arise because a'b normal temperature and pressures

the fitfing gases of the latter four are liqu'ids. Four sets of the

equipment illustrated in Figure 3.5 were bujlt; one set for each

filling gas. The use of separate equipment elìminated the possibility

of cross contamination arising from inadequate evacuation between

chamber fi 'l I i ngs .

As with the purìfication system the apparatus were built

entirely of glass. Bakeable gìass taps were used and therefore, with

the exception of the oil manometer, the who'le system up to the breaker

seal of the storage flask (nitric oxide) or phial (tiquids) could be

heated. Heating was essential to ensure that contaminants which could

arise from the walls of the filling system and the chambers were removed

before filling began.

The chambers were attached to the filling system by their

glass extension tubes and the whole was pumped out until the Pennìng

gauge read l0-sTom. This pressure was maintained for several days

during which time the system was periodicalìy heated. The equipment was

then isolated from the pumps and the seals on the flask or ph'ial broken.

The phials were gently warmed to produce an adequate pressure of vapour.

Irrespective of the source,gas was allowed to fill the system to a

pressure of l5-20 mnl. The source was then isolated. This initial

filting of gas was pumped away after approx'imateìy one hour. Fresh gas

was re-admitted. However, this time as the gas was admitted a D.C.'light

source was pressed against the window of one of the ion chambers and the

output of this chamber monitored. The chambers were filled to the

pressure required for maximum sensitivity in the test ion chamber.
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The ion chambers were not immediately removed from the

system. They were first checked for short term stabiì'ity (approximately

one day). If they were stable over this tinre they were removed by

flame seal-off. If not, the system was pumped down and the process of

f i:ll i ng repeated .

3 .2 .6 Cal i brat'ion Procedures

Ion Chambers are broad bandpass instruments. It was briefly

described in Section 2.1 how this led to the use of an effective cross-

section. The effective cross-section was defined as

r\zI o(À) . s(À). o(¡,) d¡.
JÀr

o
EFF

0(r). s(À). dÀ

where O(f) is the jncident flux. 0n1y the shape, not the absolute

magnitude of O(À), need be known.

o(À) is the absorpt'ion cross section of the

absorbing gas,

S(À) is spectra'l response of the detector,

and Àr and ì,2 are the bandpass limjts.

It was, therefore, necessary to know the spectral response of

the chamber. However, as is clear from the definition, th'is curve did

not have to be absoluteìy scaled i.e. the absolute quantum efficiency

of ion chamber as a functjon of wavelength was not needed. In fact as

discussion of the methodoìogy'in Chapter 4 will make clear, absolute

quantum efficiency of an ion chamber is not requ'ired at all for n(Or)

determi nati ons .

À.2

Àr
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Despite this, however, scaling of the response curves was

carried out (Section 3.2,6.4). Although it was not essential to know

what flux the signal from the ion chamber represented it was essential

to know what signal the expected flux would produce. Rocket telemetry systerns

have limÍted ranges and it was desirable to set the ion chamber

amplifiers to give the maximum sensitivity while keeping their output

s i gnal s wi th i n the ran ge of th e te'l emetry.

In addition, knowledge of the absolute calibrations did allow

flux determinations from signal levels recorded when the rocket was above

the absorbing layer. A.ìthough such work was not part of the present

research program and, as will be expìained in Chapter 6, the values

obtained must, be treated with some caution,this was still of interest.

There was one other reason for determ'ining absolute

efficiencies. The need for 'long term stabììity in the detectors has

already been mentioned (Section 3.2.1). Chambers for flight had to be

chosen on the basis of their behaviour during the calibration period.

A more precise assessment of their ìikely stabi'lity cou'ld be made if
the absolute sensitivities were noted each time.

3.2.6.1 Light Source and Beam Monitor.

The dispersed ultraviolet radiation needed for the

calibration was obtained by passìng the light from a hydrogen capi'l1ary

discharge lamp through a !., metre McPherson Vacuum Monochromator of the

Seya-Namioka type. The grating was ruled at .l200 lines/inch and gave

a di spersion of .017L/u. The sl i t widths used were 300p 'implying a

resolution of 5Ä. Differential pumping between the lamp and the
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entrance slit was not used. The monochromator pumps were able to

maintain an operational pressure of ( l0-aTorr without this facif ity.

A photomuìtìplier, I EMI 95145 ] mounted at 90' to the

beam and viewing a sodium salicylate coated wire grid pìaced in the

beam, was used to monitor the beam strength. The light from the grid

was transmitted to the multiplier by a polished perspex l'ight pipe.

The photomultipìier current was monitored with a Keithley Electrometer

61 08.

The relationship between the photomultip'lier current and the

intensity of radiation in the beam depended on the response of sodium

salicylate layer to U V radiation. This response is discussed Ín the

following section.

3.2.6.2 Characteristics of Sodjum Sal icylate.

Sodium Sa1icylate ( sometimes written as Na. Sal )

used extensively as a detector for ultrav'iolet radiation. When

irradiated by U V the substance gives off fluorescent radiation in a

spectral band centred at approximateìy 4430Â (Figure 3.6). This

matches the maximum sensitivjty of many photomultipì'iers. Early

researchers (Johnston et aL, l95l; l^latanabe and Inn, 1953) also

reported that sodium salicy'late was stable under vacuum and showed a

good uniform response from ÀÀ 9004 - 2300Å.

In 1964, a series of papers (Samson, lg64t Allison et aL,

1964a; Knapp and Srnith 1964 ; and Allison et aL,1964b) discussed the

properties of Na Sal. From these papers were drawn the following

general concl usions,

(a) that the response of the Na Sal layer decreases

when it is exposed to the atmosphere of a vacuum

monochromator,
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(b) that thjs deterioration is possibly due to

contamination of the layer by the traces of

diffusion pump oil found in a vacuum

monochromator atmosphere under normal operating

condi ti ons ,

(c) that further deterioration may be caused by

- the irradiation of the Na Sal layer by U V

light at wavelengths À < 1600Â.

Despite the unanim'ity of the researchers on the general

conclusions already listed there Was some controversy about the

uniformjty of the salicylatds response as the wavelength of the U,V,

light varied. Both Samson (1964) and Knapp and Smith (1964) reported

that the response increased as the wavelength increased. They found

the initial response at À.l5004 l{as 20%-50% greater than that at

À12504. The dissimilarity worsened as the layer aged.

However, Allison et aL (lg0+a) reported the response on

fluorescent quantum yield of sodium salicylate was independent of

wavelength. Their second paper (Allison et aL 1964b) written after the

work of Samson (1964) and Knapp and Smith (1964) had been published,

reiterated this finding. In addition they noted that the ag'ing effects

reported by these authors were not evident when the'layer was

maintained, either in a dry atmosphere or an oil free vacuum.

The behaviour of sodium sa'licylate was investigated in the

present work. Na Sal was sprayed on to a grid of approx'imately .5 mm

spacing. The relative response was determined by comparing the output

of the grid as measured by a photomultiplier with the adjusted signaì
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from an E.M.R. 543-09-00 photo-diode. The adjustment was necessary

because the sensitivity of the photo-diode varied with wavelength.

The "100%" signaì was used as the standard.

The results are presented in Figure 3.7 where the relative

response of the saìicy'late is p'lotted as a function of wavelength.

The work of Black et aL (1975), Samson (1964), Knapp and Smith (.|964)

and Atlison et aL (1964a) is also shown. To make comparison of the

various results easier, all curves have been scaled to a value of I

at Lcr,.

As c,an be seen from Figure 3.7 there is only ljmited agreement

between the results. An increase of approximately 20% 1n the response

of the Na Sal was observed by Samson (1964), Knapp and Smith (1964)

and in the present work as the wavelength changed from 12.l6.4 to .1490Â.

The work of Bl ack et aL (1975) is very dissimilar and is more

consistent wjth the results obtained in the present work for a layer

13% months old. Figure 3.8 shows the relative response curves of a

Sodium Sa]icy'late covered grid as the coating aged from 0 to ?4 months.

For each curve the value of the response is g'iven the value of I at Lq

and the response at the other wavelengths is expressed as a function of

the La val ue.

Figure 3.9 shows the same response curves expressed in

arbítrary units rather than as a function of the Lcr vaìue. The two

figures together clearly illustrate that the overall sensitìvity of the

Na Sal coating decreases as it ages (Figure 3.9) but that the decrease

in sensitivity is more marked at the lower wavelengths (Figure 3.8).

This latter observation is consistent with the work of Knapp and Smith

(1 e64) .
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Therefore the current from the beam monitor can only be

considered strictly proportional to the intensity of the incident

radiation if the wavelength is held constant. Attempted comparisons

of intensities at different wavelengths by comparison of the beam

monitor current will be invalid if allowance is not made for the

d'iffering response of the sodium salicyìate. The size of the error

introduced by the use of strict proportionality across all wavelengths

will increase as the coating ages.

The effect of the non-uniform response of the beam

monitoring system on measurements of spectral response and absolute

quantum effjciency is discussed in the fol'lowing sections.

3.2.6.3. The SPectral ResPonse.

A schematic of the experimental equipment used for

determining the spectraì response of an ion chamber is shown in Figure

3.10. The ion chamber, held irì âtlr':insulating eíamp' was : ,

attached to a brass mount which mated with the exit port of the

monochromator. As shown in Figure 3.10 the exit port is defined as

the flange after the beam mon'itoring system. There Were "0" r'ing

seals between the brass mount and the monochromator exit port; the

insulating cìamp and the brass mount,and the ion chamber and the

insulating clamp. The volume between the exit slits and the ion chamber

was pumped urith a single stage rotary pump. l^lith this arrangement the

monochromator could still be maintained at a working pressure of l0-aTorr

when the exit slits were oPened.

Radiation from the exit slit of the monochromator'passed through
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the monitoring system already descrjbed and entered the IC. A voltage

of +45 volts was appìied to the chamber. The signal was measured

on a Kei th'l ey El ectrometer 6.10C.

l¡'lhile the current of the monitor photomultipl ier was

corrected for the thermal emissìon current of the photo-cathode (i.e.

the dark current) the current from the ion chamber was not corrected.

If the noise signal from the ion chamber was significant it was not

used but was cleaned, re-pumped and re-filled. The ratio of the ion

chamber current over the corrected monitor current was taken as the

spectraì response of the chamber.

The validity of this procedure was,however, cast in some

doubt after the investigat'ion of the non-uniform response of sodium

salicylate. (Section 3.2.6.2), The non-un'iformity wou'ld introduce error.

The spectral response would be biased towards the shorter wavelengths

by the apparent increase in light intensity at the longer wavelengths.

Because of the importance of the spectral response to the calculation

of the effective cross section (Section 2.2 and 4.2.5) an attempt was

made to estimate the magnitude of the uncertainty introduced.

Ê..
M

(

If the measured spectra'l response of an ion chamber is called

),) a better estimate of the actual response (e(f) will be given by

ä(À) = e,(À).R(À) 3.1

where R(¡,)corrects for the biased response of tie sal'icylate gtìa ot

the monitoring system.

R(À) was given the value I at À" where À= was defined as

the short wavelength limit of the passband of any particular chamber.

Then the value of R(À) at À0 , the long wave'length limit of the
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chamber, was investigated. It was found for both SX and QT

chambers,and for sodium sa'licyìate coatings of all ages up to two

years,that the mean (u) of R(f[) = l.ll; standard deviation of

d'istribut'ion (s.d.) = .03. The imp]ications of this result are

discussed quantitatively 'in Section 4.2.5. but it was concluded that

it was acceptable to adopt the more convenient en,(r).

Typ'ical measured response curves for all the chambers used

in the present work are shown in Figure 3.'ll (a - g). The response

curves are not absolutely scaled. For Figures 3.lla and 3.llb the

curve is scalé¿ to the response at 1200.4.. For Figures 3.ll (c - 9),

the curves are normalized to a value-of one at maximum efficiency.

To convert these relative curves to spectral responses showing actuaì

quantum efficiencies at each wavelength jt was only necessary to obtain

the absolute response at one wavelength. The procedure for this is

described in the next section.

3.2.6.4, Absol ute Quantum Efficìenc'ies.

, Prior to 1975 the basis of all absolute calibrations was a

s'ingle parallel plate ion chamber filled with nitric oxide. This was

used to calibrate, absolutely, an LNQ chamber. The LNQ chamber was

then used as a secondary standard and all other chambers were calibrated

against it.

Figure 3..l2 shows the experimental apparatus. The standard

ion chamber (SIC) was attached to the ex'it port of the monochromator.

An LiF window mounted in a brass plate was used to seal the

monochromator from the paralleì plate ion chamber. The brass plate was
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insulated from the main body of the monochromator and electricaìly

connected to the positìve plate ( + 45 volts ) of the SIC. This

created a field suitable for collecting ions formed near the window.

The beam of light was monitored in two pìaces. The monitoring system

of the monochromator (PMl ) recorded the intensity of Ls produced

by the monochromator. A second monitor (PM2), which looked at the

fluorescence produced by sodium salicylate covered gìass p1ate,

recorded the intensity of radiatjon reaching the back of the para'lle'l

p'late ion chamber. (In Figure 3.12 sodium salicylate is referred to

as phosphor).

The monochromator, the space between the exit sl its and

the LiF window, and the SIC were all pumped separately. The space

between the exit slits and the LiF window was pumped wjth a sing'le

stage rotary pump to approximately l0-2 Torr independent'ly. Further

pump'ing occumed when the exit slits of the monochromator were opened.

No differential pumping lvas used but after a short stabilizing period

an operating pressure of l0-4 could still be maintained in the

monochromator. It was standard procedure to let the pressure stabilize

before taking any measurements.

. The SIC u,as pumped with a diffusion pump for at least

24 hours before use. During the pump-out jt was periodicaìly heated

to a'id out-gass i ng . Then cal 'i brati on procedure v4,as as fol I ows :
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(a )

(b)

(c)

(d)

the monochromator was set to Lcr,

the SIC was isolated from the vacuum pumps,

the dark curnents of PMI and PM2 were noted,

the exit slit of the monochromator was opened;

the pressure allowed to stabilize and then the

response of the two monitors and the SIC recorded,

a small amount of nitric oxide was admitted to

the SIC änd the signals of the three detectors

recorded again,

step (e) was repeated until the signal from the

back monitor (PM2).remained unchanged and the

signaì from the SIC decreased when more N0 was

admi tted,

the source of the N0 was now isolated and the

above procedure reversed, i.e. the chamber was

pumped out in steps and the de.tector signals

recorded at each step,

the standard ion chamber was rep'laced by an LNQ

chamber,

the space between the LiF w'indow and the ion

chamber was evacuated using the SIC's pumping

system i.e. diffusion pump, and the response of

the chamber to imadiation by Lo recorded. The

signal from the beam monitor, PMl, was also

recorded.

(e )

(f)

(g)

(h )

(i )
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The basis of this method of absolute calibration lies in

the work of Watanabe et aL (1967). Watanabe and his co-workers

measured the photoionization efficiency of nitric oxide as a function

of wavelength. For Lo this efficiency was Bl%. Therefore if all

the light is absorbed by N0 within the SIC and all the ions and

e'lectrons produced by photoionization reach their respective electrodes

the current I-_.^ (see Figure 3.ì2) will be representative of a
AE'S

detector of 8l% efficiency. This wilì only occur at a particular

concentration of njtric oxide wjthin the SIC. Too lowrand not all of'

the La radiation js absorbed. Too high, and scattering of the photo-

ionization próducts will allow recombination to occur in the body of

the chamber instead of iust at the cathode. This will reduce the

signal. The exact concentration is rareìy achieved during a cal'ibration

run and therefore Io",, must normaìly be found by extrapolation.

Figure 3.13 shows the graphicaì result of a calibration run.

The signal from the back monitor PM2 is plotted against the signal

from the SIC. Both detector signals are corrected for their dark

currents. Before the admission of any N0 all the light from the exit

stit of the monochromator reaches the back sodium salicylate covered

gìass plate and the photomultipìier PM2 records its maximum signa'|. As

N0 is introduced absorption takes pìace. The signal from Pl42 therefore

decreAses. The signal from the SIC however, increases since the

absorption of the light ìeads to photoionization of the N0. The

introduction of more nitric oxide leads to a further decrease in the

signal from PM2 and a further increase in the SIC signal. This trend

continues and is represented by the first linear section of the graph.

Eventual'ly the signal from the back monitor stabilizes and shows no

3
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further decrease, imply'ing that all the incident La radiation has

been absorbed. The residual signal results from scattered visible

I ight 'in the beam. 0nce the Pl42 signal has stabil ized further

increases of the concentration of N0 reduces the signaì from the

standard ion chamber because scattering occurs. This is represented

by the horizontal section of the graph.

The best estimate of Io,. will be the point at which the

PM2 sìgna1 just reaches 'its minimurn. The best estimate of this point

will be the intersection of the two linear sect'ions. As stated this

normally requfres extrapolation but for the set of results shown in

Figure 3.13 the best estimate of Io"= is given by a data point.

Once the Io", has been est'imated, f inding the quantum

efficiency of the secondary standard is a simp'le procedure. Q", the

efficiency,vtill be given bY

I
Qr=81 .+ 3.4

ABS

where I. is the signa'l from the LNO chamber. Q, . is g'iven ìn

terrns of a percentage.

If the beam strength had changed between the measurement of

I and I this could be allowed for by using the signal from PMI
L ABS

IM' i.e. Q = Bl . +- ABs.L I ' E- 3'5
AEìS L

where Mo""

at the time

at the time

was the strenqth of the beam as measured by the monitor

I was observed and M was the strength of the beam
ABS L

I was observed.
L
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The efficiency of any other LNO

calcul ated by

chamber could therefore be
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Q. Q,. 3.6

where the subscript " denotes the new ion chamber, the subscript L

the secondary standard and the symbo'ls Q, I and M have the definitions

given previous'ly for Equation 3.5.

Equation 3.6 was also used to obtain a figure for the absolute

quantum effic'iency of the other types of ion chamber. In this instance

M_ became the intensity, as measured by the beam monitor, of the l'ight
c

at the wavelength appropriate to the chamber being calibrated.

From the discussion of Section 3.2.6,2 the use of Equation 3.6

for chambers other than LNO and MNO chambers is not valid. The

non-uniform response of the sodium salicylate covered grid wìll imply

that M. is instrumentally enhanced and not directìy comparable with

M.
L

This systematic error in the absolute efficiencies of the

chambers constructed and flown before 1975 did not affect the derived

n(02) densities. However, est'imates of flux were made from signa'ls

recorded at apogee and these would have been affected. Table 3.4 shows

the efficiencies of the chambers flown in the rockets SLl005 and

SLl207. (Chapter Five). The first efficiency is that measured prior to

flight and the second is a value based on the orig'ina1 measurement and

the subsequent research into the behaviour of sodium salicylate. The

numbers associated with the ion chambers are an identifyìng code and do

not have any phys'ical or analyt'ical s'ignificance.

The solar fluxes in Chapter 6 are based on the estjmated

effi ci encies.

IM
CL

T_.M-
LC
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TABLE 3.4 EFFICIENCIES.OF Ti-{E ION CHAMBERi
-FLOhIN ON THE SKYLARK ROCKETS

Calibration procedure was simplified by the acquisition of an

E.M.R. 543P-09-00 photodiode. The diode had an end window of

Magnesium fluoride and a semi-transparent photocathode of Rubidium

Telluride. The multip'lier tube was glass with venetian blind dynodes.

It had been calibrated at selected wavelengths in the range

ÀÀt160Ä, - 2537A by the National Bureau of Standards Laboratory'in

Washjngton D.C., U.S.A. General calibration procedures fol'lowed by

N.B.S. for this type of detector are outlined by Canfield et aL (1973).

The probable error for the calibrations 1l',as quoted as 6%-10%.

Before use the diode was fully enclosed in a protectjve brass

tube. A flange, which mated with the exìt port of the monochromator

and provided a vacuum seal that was also l'ight tight, had been Srazed

Rocket Ion Chamber Measured Efficiency
(%\

Esti mated
effj ciency (%)

sLl 005 QT203

QT204

sx3

1.02

l.t9
4. 85

I .33

1 .55

5.82

sLl 207 QTI

QT3

SX5

SX7

I 05

.36

.56

3. 89

1.52

.52

.74

5.t3
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onto orie end of this-tube,whì1e á brass pìate fitted with vacuum and

liSht-tight electrical connectors tiad been brazed onto the other.

Tlre diode v/as run at .l50 volts.

Experimental procedure was simpìe. The photo-diode had

been calibrated at selected wavelengths. One was chosen that lay

within the passband of the ion chamber being calibrated. Keeping the

resolution to 5.Â. the monochromator was adjusted to the selected

wavelength. The photodiode was positioned at the exit port of the

monochromator, the space between the front of the diode and the exit

slit of the monochromator evacuated, the sljts opened,and the response

of the photodìode to the irradiation measured on a Keithley Electrometer

6.¡0C. The monitor signal was also noted. The procedure was repeated

with the ion chamber undergoing calibration.

14ith thjs procedure there was no amb'iguity associated with

the use of a sodium salicylate grid in the beam monitor. Both the

standard and the ion chamber looked at the same wavelength radiation

and it could, therefore, be assumed that any change in the beam monitor

signal reflected a real change in the intensity of the radiation.

The absolute quantum efficiency of the tested ion chamber

was given by

r (l) M,(À) 
3.7Q"(r) = Qo{i). fli¡¡¡ . MJt

where Q"(f) is the quantum efficiency of the

chamber at the wavel ength À ,

Q,(À) is the quantum efficiency of the photod'iode

at the wavelength À ,
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I"(À) and Io(À) are the responses of the ion

chamber and diode respectively to irradiation by

tight of wavelength À ,

m"(r) and t"tr(r) are the intensi ty of the emitted

- beam , as represented by the signal of' the monitor", at

the time I"(,À) and I,(r) respectively are measured.

To compare the two systems of calibration the photod'iode

was calibrated at Lcr against the standard parallel plate ion

chamber. The Nationat Bureau of Standards Laboratory quoted the

efficiency of the diode at thìs wavelength as 7.52 with a probable

absolute errol of + ,45%. The value of the efficiency as measured

by the SIC was 7.95 t .3?%. The error quoted here is a statistical

one calculated by assuming that the answers gained in a series of

calibrations fitted a normal d'istribution. The two results are

within 6% of each other, well within the range of each others error

bars. A simi'lar degree of consistency between calibrat'ion systems

based either on a standard jon chamber or on a photodiode was obtained

by Nishi et aL (1976).

In view of the agreement obtained, and because of the

possibility of a systematic error occurring in the SIC value as a result of

the contamination of the N0 (see Appendjx '1) the N.B.S. value for

the effic'iency at Lo was adopted. i.e. 7.52 t .45%.

The work done for this thesis on the non-uniform response of

the sodium salicylate and the efficiencies of all chambers flown from

1975 onwards is based on the N.B.S. calibrations of the photodiode over

the wavel engths ÀÀl I 60Á' - I 6084.
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3.2.7. Anq ular Response

The angular response of the ion chambers was not needed for

the molecular oxygen density experìments of the present work. For these

experiments the use of attitude controlled rockets meant that the

aspect angle could be, and was, held at zero throughout the region of

interest. It was not needed for the water vapour experiment either, but

for completeness it was, however, measured.

The typical anguìar response of an ion chamber is gven in

Figure 3.'14. This was not measured in the laboratory, but deduced from

the change jn a detector's signals observed at altitudes where absorption

of radiation within the passband was no'longer sign'ificant and it could

be assumed that the only change in the signal level was the result of

differing aspect. This method is of course onìy possible where data from

an ion chamber flov¡n on a spinning rocket is available.

The'ion chamber was flown on a small sounding rocket which spun

at lì.5 revs/sec. The rotat'ion of the rocket about its long axis swept

the aspect in the plane, perpendicular to that which contained the ìong

axis and the sun, from - 1800 through to + '1800. Because the

telemetry sampling rate of the detector output, iust under twice/rev, was

not synchronous wjth the spin rate, the aspect at the time of the samp'ling

varied. Over a tjme scale of I to lä secs. a full curve of signal

against aspect was built up. This will be referred to as the spin curve.

Information about the vehic'le performance was obtained from the

quad aspect sensors ( see Appendix 3. ) and the magnetometers included in

the payload. The magnetometers indìcated the rocket was reasonably stable

and did not undergo any large scale rapid yawing. From the data of the
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quad aspect sensors it was deduced that the rocket coned at a rate of I

cyc'le/14 secs. with a half angle of approximate'ly ì5" about a mean

aspect of approximateìy 22" , i.e. aspect in the plane containing

the long axis of the rocket and the sun varied slowìy from o 7" to

¡¿ ?Oo

Therefore although, as stated, the spin curve reflected the

change in dspect in the pìane normal to the long axis,it was aìso

influenced by the slowly varying aspect in the pìane containing the long

axis. This influence was seen as a slowly varying shallow, modulating

enveì ope.

The,spin curve is equivalent to the angular response of the

ion chamber if the aspect in the other plane is constant and equaì to

zero. These conditions were not met on the rocket flight under

consideration. It was clear,however, that at a maximum in the modulatìng

envelope the aspect in the second plane could, without the ìntroduction

of signif icant emor, be regarded as constant over the I to l!-" seconds

taken to record the curve. The maximum in the modulat'ing enve'lope

corresponded to an aspect in the second p'lane of =7o rather than zero,

but laboratory work done on angular response suggested this too could

be ignored without the introduction of significant error.

Angular response curves had,in fact, been measured in the

laboratory, and the general agreement between them and the spin curve at

the maximum of the modulating envelope'increased the confidence level in

the validity of usÍng the spin curve as the anguìar response. The

advantage of the spin curve was that it showed none of the irregularjties

exhibited by the laboratory curves and believed to be the result of

using a diverging, narrow beam, as the light source.

Therefore, the very sma'11 systemat'ic errors resulting from

the non-constant, non-zero aspect in the.second plane were ignored and
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the spin curve at the maximum of the modulating envelope was taken as

the angular response of the íon chambers. All the chambers on the same

fl i ght exhi bi ted simi I ar behavi our and therefore, where requ'ired, F'igure

3.14 was taken as the anguìar response of an ion chamber.

3,2.8 Temperature Effects

The effect of temperature on these chambers has been reported

by Carver and Mitchell (.I967). Table 3.5 summarizes the relevant results

from this paper.

TABLE 3.5 THE EFFECT OF TEMPERATURE ON ION CHAMBERS

Chamber Change in Threshold
in Wìndow

Cha es 'in Photo-
10n dza on res

SX

QT

LNO

.21A/" C

.16Å/" ç

.22L/" C

.03Å/" c

.03Å/' c

.02Ã/" c

Aìl the shifts are towards longer wavelengths. Increasing the

temperature of the SX'and QT chambers also shifted the posìtion of the

maximum of their spectraì response. The LNO chamber shov'red no variation

in the central portion of its spectral response.

The effect of temperature on the spectral response of LEC and

LEB chambers was not reported by Carver and Mitchell (1967), nor was it

investigated in the present work. Aìthough these chambers were flown, the

data obtained from them did not warrant analysis (see Chapter 8) and

therefore such information was not needed.

Because LNO chambers showed no variation in the central portion

of their response it was assumed that the effect of chamber temperature

on the results from these.chambers was negligible. The same assumption

was made for the MNO chambers.
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3.2.9 Lonq lda velenqth Sensitivity.

If the response of an ion chamber is to have a sharp ìong

wavelength cut-off,then its response due to photoelectric emission

from its metal surfaces must be neg'ligible. For the ion chambers

used in the present work this can nearly always be assumed. The lack

of photoelectric emission is due to the nature of the ion chambers

themselves and the way in which they were used.

The photoelectric yieìd of a metal surface decreases rapid'ly

as the wavelength of the irradiating tight increases (tlalker et aL 1955).

In an ion chamber only the longer wavelength'light reaches exposed

metal surfaces as any light of energy greater than the photoionization

threshold of the filling gas is strongly absorbed.

Since under operating conditions the copper bodies of these

chambers are held between + 37.5v and + 45v the only exposed metal

surface at voltages favourable to photoelectron emÍssion is that of

the central electrode and the back seal. The photoeìectron emission

source area, is therefore very small and any such currents which m'ight

ari se wi ì I be correspondi ng'ly smal I .

3.2.10 Lifetimes and Stability of Chambers.

It has previous'ly been mentioned (Section 3.2.1) that there

was quite often weeks between final calibration and checking of the

instrumentation and the launching of the pay'load. This made long term

stabi'l i ty (i n the present context 'l ong term i mp1 i es months ) a

requirement for the detectors. For the earlier Type I version of the

detectors (Figure 3.1) such stabif ity was not always achieved. For

example, the sensitivity of a QT ion chamber on the Skylark rocket

SLl005 (Chapter 5) deteriorated bad'ly in the final weeks before launch



ú:

and informatjon about the statistical uncertainty associated with

the n(02) measurement was lost because the n(02) experiment was

no longer duplicated.

Stabiiity of the sensitivity of a chamber during the actual

f:light is essential if the introduction of large errors into the

derived n(02) is to be avoided (Chapter 6'). With type I" chambers

such stability was not always achìeved. This can be seen in the plot

of the raw data received from an SX chamber on the Sky'lark rocket

SLl207 (Figure 3.15). There is a large scaìe change jn the received

signal even when the rocket is above the absorb'ing ìayer. This phenomenon

was not uniquei to the present work. l^lildman et aL (lg0g) also observed

sensit'ivity changes in SX chambers. Their chambers, like the type I'

chambers of the present work,had 'small id. (1.3 mm) pump-out/fi1'ling

tubeç.

The loss of statìstical information and the introduction of

unnecessary error could not be tolerated. Some means of assessing the

probable behaviour of an ion chamber was required. As an initial step,

a sample group of ion chambers was monitored for periods of up to two years

to gain statistical information. The sample consisted of type II

chambers (Figure 3.2) only,since the work of G. Bìbbo (private

communícation) ha¿ indicated strongly that at least some of the problem

might arise from the poor evacuation of the type I chambers. (Section

3,2.2). This was supported by the fact that one of the very few earìy

ion chambers to show any long term stability was a glass one with an

oversi ze pump stem/fi I 1 i ng tube.

A] though no formal data had been kept by the author on the

type I ion chambers, laboratory notebook records impìied that,with the
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odd exception, as mentioned 'above, I ifetimes We.re measured in ,':

weeks. The "lifetime" in this context is defined as the period of time

over which the chamber would have been sensitive enough to give a good

signa'l to noise ratjo under flight conditions.

The results with the new chambers were startlingly different.

After two years a QT chamber was still at 90% of its original

sensitivity. SX chambers, although showing a 50% reduction in

sensit'ivity, were still sensit'ive enough for use after l2 months. Even

LN0 chambers ,wh jch had previous'ly shown rapid deteriorat'ion 'had

sensitivities at the end of 2 years, which were at least 70% of thejr

ori gi nal absol ute cal i brat'ions .

This was such a sign'ificant improvement, it was not expected

that these chambers would seriously deterjorate during a prelaunch period,

even though the environment would be less controlled than that which

could be maintained in a laboratory. This confidence was justified by

the performance of the'ion chambers flown on Aerobee l3.l23S (Chapter 5).

Signal levels were as expected from all but one of the chambers. The

two SX chambers survived re-entry and impact and when tested their

sensitivities were well within the statistical range of sensitivities

observed i n pref 'l 'i g ht ca'l i brati ons .

Because of their performance jt was considered that the

prob'lem of long term stabiljty had been solved and no general investigat'ion

was,therefore carrjed out. The one chamber that deteriorated under pre-

launch holding cond'itions was the LNO chamber. Further consideration of

this chamber was undertaken and it is discussed later in this section.

¡verall, an 'improvement was also noted in the flight stabi'lity

of the type II chambers (figure 3.2) but the results were less



I 03.

satisfactory than those for long term stability. The types of chamber

affected by this problem had been SX, LNO and MNO chambers. 0f

these the SX chamber is discussed first.

l^lildman et aL (1969) suggested two different mechanisms for

the changing sensitivities they observed in SX ion chambers. The first,

which resulted in an apparent increase in sensitiv'ity, was the removal,

by the pumping action of the upper atmosphere, of a surface film of

contamination from the window. This fìlm supposedly built up during

preì aunch preparat'ion. The second was a de-sensi ti zing process resu'lti ng

from the photo-dissociation of para-xylene under ultraviolet irradiation.

Breakdown under jrradiation has been observed in this laboratory. (Carrick,

reTr)

A severe reduction in sensitivity was noted over apogee for

the type I SX chamber flown on SLl207, (Figure 3.15), but it did not

appear to occur in the type II SX 'ion chamber flown on Aerobee l3.l23s

(Figure 3.16). However, the Aerobee rocket, unlikè SLl207, was not

above the absorbing'layer for any period of time and the change or lack of

change in the sensitivìty was hard to detect.

Because of this difficulty an attelnpt was made to determine

trends by considering the n(02) derived from the extinction curves.

Chang'ing sensitivities would produce anomalous densitíes. 0n the upleg

section of the flight an increase in sensit'ivity would result in an

enhancement of the derived n(02). whereas. a detrêase in sensitivity'wouìld

tesult in a reduction ìn the derjved n(02). These effects would be

r¿versed on the downleg.

To be able to classify a part'icular value of the molecular

oxygen density as an enhancement or a reduction, a standard is required"

There was a large region where n(0r) could be determined either by QT
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or by SX ion chambers.

sensitivity vari ations.

adopted as standard.

QT chambers, even type I, had not shown any

Therefore the resul ts from these chambers were

The results were contradictory. The data from the SX chamber

of SLl207 which showed such a clear decrease in sensitivity over apogee

gave upìeg n(0r) ,,significantly greater than those determined from the

data.of the QT chamber. The SX3 chamber flown on the Skylark rocket

SLl005 showed an anomalous feature between ll5 to 125 kms which could

only be exp'la'ined by increasìng sensitivity, and yet signaì levels

decreased by 10% over apogee. This couìd be explained by allowing both

effects mentioóed by Wildman et aL (1969) to occur but with the de-

contami natjng effect temporari 'ly maski ng the de-sens i ti zati on , or wi th

the de-sensitizing reg'ion being above rather than below the absorbing

I ayer.

Another anoma'ly arose in the downleg densities. hlildman et aL

(1969) had noted that the SX chambers appeared to stab'ilize before the

down'leg. This was also observed during the present work as is shown by

the raw data of SX7. (figure 3.15). However, in both flights of type I

chambers (511005 and SLl207) the n(02) derived from the downleg data of

the SX chamber, although closer,were still above those derived from the

QT chambers in the region where the two overlapped. The confidence in

the QT results is high because of the symmetry of the raw data about

apogee. Apogee was well above the absorbing layer for the wavelengths

measured by QT chambers and any changes in the sens'itivity would have

shown up c'learly in this portion of the flight.

The symmetry of the QT chambers about apogee invalidates'

for these fl i ghts , the suggest'ion by hleeks ( I 97 5b)that s i gnal vari ati ons
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for the SX chambers were caused by the outgassing of water vapour

from the payload. Outgassing would not have been expected on these

pay'loads because both were purged almost continously with dry nitrogen

for approximately three weeks before launch, but the QT results are

the confirmation of this expectatjon.

The Aerobee payload did not have extensive dry nitrogen

purging but signal symmetry about apogee was stiìl observed for QT

chambers. Whether this would have occurred for the type II SX chambers

could not be determined because of the low apogee of the rocket. SX

determined upleg 0z densities were higher than those determined from

the QT upìeg data but for the better chamber (i.e. more efficient) tfre

d'iscrepancy wasn't as large as on the previous flights. The agreement

between the various chambers on the downleg was excel lent.

It was therefore concluded from the results of the three f'lights

that SX chambers are more stable during the downleg and 0z densities

derived from the downleg data of an SX chamber are more reliable than

those from the upìeg. If type I chambers are used downleg resu'lts must

still be treated with caution as there is some evidence of a continuing

change of sensitivity. For type II chambers it would appear that

stability is obtained before the downleg and downleg results are reliable

and can be accepted with confidence.

The other chambers for wh'ich changing sens'itivit'ies had been

reported were the LNO and MNO ion chambers. I'lyas (1976) f¡a¿

observed increases of up to B0% in sensitivity between the upleg and

downleg sections of a rocket flight. These changes were seen in LNO

and MNQ chambers of both type I and type II des'ign. He concluded,
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however, that the change was not due to some intrinsic property of the

chamber but resulted from atmospheric pumping removinq a fjlm of

contamination from the window. It was conjectured that the fjlm built

up during the prelaunch period when a controlled environment for the ion

chambers i.e. dry, oil free and dust free, was hard to ma'intain.

This jncrease in sensitivity did not occur in the chambers

flown on Aerobee 13..123 IS. The MNO was stable over apogee and the LNO :

showed a 7% decrease. A decrease is hard to explain. It was un'ique to

the LNO chamber, therefore it could not be due to the ìnitial

contamination of the N0 f ill'ins gas. (NtlO chambers were filled from

the same source). Carver and Mitchell (1967) fia¿ irradjated LN0 chambers

but not noticed any detrimental effects over the time scale of a rocket

flight. Heath and sacher (1966) fra¿ observed a large decrease in the

transmission of an LiF window under electron bombardment, but their

dosage rates were equivalent to a year's exposure and did not seem to

indicate any deterioration from this source during a short rocket f'light.

Post fl'ight calibratjon showed the LNO chamber had

deteriorated badly (24% to 7.5% efficiency). A possible cause for this

reduction in efficiency at Lo was the presence of water vapour withjn

the chamber. Laboratory experience has shown that the spectral responses

of ion chambers w'ith poor efficiencylevels display features consistent

with the absorption cross section values of HzO, (Lockey, 1972; Iìyas,

1976). If the chamber was highìy contaminated at launch, and this cannot

be proven since lack of facilities prevented the checking of spectral

responses during pref'light preparation, then water vapour must have diffused

through the LiF window since the spectra'l response taken during the

calibration period djd not indicate an ìnitia'lly high water vapour level.
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If water vapour was present and it had diffused through the

LiF window then jt would appear reasonable to assume

(a) Some water vapour was adsorbed on to the walls of the chamber,

(b) There were significant amounts of water vapour in the LiF

window.

This suggests a possible explanation for the small decrease

in sensitivity observed over the apogee. During the initial stages of

the flight the temperature of the chambers rose slightly (5'C to l0'C).

This would cause some of the water absorbed on to the walls to be given

off. The change in temperature along with the atmospheric pumping

would alter the diffusion coefficÍent of the water vapour in the crystaì.

This may introduce more water vapour into the chamber. t^lith the window

having a vacuum on one side instead of one atmosphere, there would be a

change in mechanical deformation. This might release water vapour into

the chamber.

That is, it is argued that during fì'ight there could conceivably

be an increase in the amount of free water vapour within the chamber.

Water Vapour absorbs more strongìy than N0 at Lo¿, (Watanabe et aL,

1953 ) but the ionization potential of HzO (982.5Å - Herzberg, 1966)

is well below the transmission limit of an LiF window. At waveìengths

greater than the window transmission ìimit the dominant process is photo-

dissociation, (Lee et aL,1978), and there will be no contrjbut'ion to

the s'ignal from this source. This competing absorptÍon process will'

however, decrease the amount of light available to the N0 with a

consequent decrease in signal. The magnìtude of the increase in

contamination needed to expìain the decrease in sensitivity is onìy 2%

in absolute terms.
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The effects ment'ioned may not be sufficient to produce a 2%

change espec'ia1'ly over the time scale of a rocket flÍght. The explanation

is large'ly conjectural. It was, however, beyond the scope of the present

work to investigate th'is phenomenon experimental'ly since the information

was not needed to derive n(02). The error introduced into the derived

n(02) by the sensitiv'ity change is small compared wjth that from other

sources (Chapter 4). In addition n(02) densities could be obtained

over the same altitude range by using MNO chambers which displayed much

greater 'l ong term and ì nf 1 i ght stabi'l i ty.

In sunrnary, 'it is suggested that the lack of stability in QT

and SX chambers was caused by insufficient evacuation of the chambers

before filling. The 'improvement of the chambers after the introduction

of the 'large pumpout tube supports this concept. LNO and MNO chambers

of the new design aì so showed s'ign'if icant 'improvement. However,

deterioration of LNO chambers was stjll observed if they were removed

from a dry environment. The most significant cause of this deterioration

is l.ikely to be contamination of the filling gas by water vapour diffus'ing

through the wi ndow.

These results 'imp'ly that with the introduct'ion of the large

pumpout/fi'l'l'ing tube and the use of MgF, windows rather than LiF

windows, a range of detectors can be built which are capable of measuring

n(0r). throughout the lower thermosphere and whjch are stable over'long

periods of t'ime.

3.3 THT SPECTROPHOTOMETER

3.3.1 Descri ption of Spectrophotometer

The spectrophotometer was designed to be an alternative to the

SX ion chamber for measurjng radiatjon in the wavelength range
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À 14254 - À ì490Â" It was hoped that comparisons of the extinction

curves measured by the spectrophotometer and the ion chambers would

remove some of the ambiguities surrounding the SX ion chamber results.

The instrument was flown on the Skylark rocket, SLl005. This

rocket was fitted with a po'inting control capable of lock'ing on to the

sun with an accuracy of t 1 min of arc Therefore a wide flat angu'lar

response did not have to be a feature of the des'ign. Space was, however,

timited on this rocket and the spectrophotometer was restrjcted in both

length and width.

Figure 3.17 is a sketch of the instrument flown. The

restrictions in size led to the use of mirrors to fold the optical path.

The first mirror lvas adjustable, while the second and third mirrors

were glued on to 45" planes, milled on the solid aluminium blocks, which

held the motor and tha gratìng. A.third aluminimum block was milled out to

accommodate the solar blind, EMR 54lG - 05M - 14 photomuìtipf ier used

as a detector. These three blocks formed a rig'id base for the instrument.

The top section, which held the adiustable mirror,was an alumìnium plate

box which slid over the 3 milled blocks and was attached to the base. The

box was kept rigid by the frame of the experìmental package (nigure 5.2b).

To reduce light scattering the interior of this section was painted ultra

matt bl ack.

Light entered through an aperture in the top section. It was

dispersed by the grating. The resultant spectrum was reflected by the

adjustable mirror towards the base of the instrument. Just in front of

the first 451 ang'led mirror, a pair of razor blades formed a slit. This

slit allowed only the fight from a small section of the spectrum to reach

the detector. Adjusting the angle of the mirror altered the wavelength
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of the light falìing on the slit and thus, the wavelength of light

reaching the detector. A toothed wheel driven by a geared down tscap'15

motor at I rev/sec, was placed between the two 45? angled mirrors.

This wheel chopped the light 3 times every revolution. During flight

therefore, a check was made on the "dark current"approximately every l/3

of a kilometre. The "dark current" was later subtracted from the signal

to obtain a truer measurement of the signal due to the incoming radiat'ion.

3.3 "2 Calibration of Spectrophotometer.

Determination of the Passband.

If the spacing lf a grating is known then the angle (e)

at which the flrst order maximum of light of any particular wavelength

occurs may be calculated from

dsin0 À 3.8

where d is spacing between the lines of the grating. The reflection

grat'ing used in the spectrophotometer was nominally ruled at 1200 lines/mm.

For this spacing the first order maxjmum of light at À 14504, the

desired midpoint of the instruments spectraì response,would be at 10.02'

to the normal to the grating. The passband was set up by align'ing the

mirror so that'light coming from the grating at this angle was reflected

through the middle of the slit. The required optica'l path is traced in

Figure 3.17.

A laser beam was used to achieve the alignment. The photo-

multiplier was removed and the laser positioned such that the beam traced

the shown optica'l path in reverse until it reached the grating. At the

grating nrcst of the energy of the beam was specuìarly reflected. The

angle between the normal to the grating and the reflected beanl !{as

3.3.2.1
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measured. The mirror was adiusted until the measured angle of

ref I ecti on lva s I 0. 02' .

Measurement of the spectral response at this mirror setting

showed that the grating was not ruled at .|200 lines/mm and

therefore an iterative process v{ras used. This was as follows:

(a) the spectral response (Section 3.3.2.2. ) of the

instrument was measured,

(b) using the value of 0 calculated from the

prev'iously assumed spacing and the wavelength, À,

of the maximum response of the instrument d was

re-calcul ated from 3.8, ' ."'

(c) the new value of d was used to re-calculate,

from 3"8, the value of 0 for líght at À 14504''

(d) the mirror of the spectrophotometer was adiusted

to accommodate the new angìe,

(e) (a) - (d) were repeated until the spectra'l response

measured in (a) was satisfactorY.

3.3.2.2. The Spe ctral Response and the

Abso I ute Quantum Eff i c'iencY.

A schematic of the experimental equipment for the

calibration of the spectrophotometer is shown in Fjgure 3.'lB. Radjation

from the r., metre McPherson monochromator passed through the monitoring

system (Section 3.2.6.1) along the pipe and into the tank. The

Spectrophotometer was inside the tank and was aligned such that its

long axis v\,as para'llel to the direction of travel of the beam. At this

distance (approximately 3 metres) from the exit slits of the monochromator
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the diverging beam was broad enough to irradiate the whole of the

entrance aperture. (0'Connor, 1973).

Electrical connections were made through g'lass to metal

seals in the lid of the tank. The EMR photomultiplier was run at

-'3000V. The signal from the detector was measured on a Keithìey 6.10C.

Before tak'ing a spectral response the pipe and tank were evacuated to

l0-s Torr.

The signals from the monitor and the spectrophotometer were

each corrected for the dark current of their respective detectors.

For the monitor signal, this correction was of the order of 10-10 amps,

while for the spectrophotometer, the correction was of the order of

l0-1 2 amps.

The spectra'l response of the spectrophotometer was the ratio

of the corrected signa'l from that instrument over the corrected signal

from the monitor as a function of wavelength. There is a small error

in this calibration. The incoming light is not paraì1el but diverging.

To estimate the effect of this divergence the spectral response of the

instrument was also measured when the dírection of the beam and the long

axis of the instrument differed by ! ,: and t l. These angles were

much greater than the estimated divergence (r; ) seen by the spectro-

photometer. The simi'larity of the spectral responses at ! ,: to that

at 0o led to the conclusion that this source of error was negì'igible.

It was ignored. The spectra'l response is shown in Figure 3..|9.

The last step in the calibration was absolutely scaling the

spectral response. This was done by comparing the signal from the

spectrophotometer to that from a standard detector. The standard used

was a glass bodied, LNO ion chamber, which had already been used to
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calibrate the ion chambers to be flown on the same rocket. The

wavelength scale of the monochromator was adiusted so that the

emitted ìight was at the wavelength of the maximum response of the

spectrophotometer. The signal from the spectrophotometer and from

the beam monitor were noted. Then the spectrophotometer was repìaced

with the LNO chamber and the monochromator adjusted so that Lo v{as

emitted. The signals from the beam monitor and the ion chamber were

noted. Where necessary corrections were made for the dark current

signa'ls of the detectors. Using these corrected signals, the quantum

efficiency (9") of the spectrophotometer was given by :

It3.
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is the efficiency of the standard at Lq,

is the signa'l from the standard when irradiated

with Ls,

is the corrected signal from the spectrophotometer

when irradiated wjth light at the wavelength of

its max. response,

are the corrected beam monjtor signals of the

emitted beam at the time when I,- & I, respectively

were measured,

is the window area of the ion chamber,

is the area of the entrance aperture of the spectro-

photometer.

L

A & A are introduced because at this distance only part of
LS

the beam is be'ing observed and therefore the amount of light seen w'ilì

depend on the size of the "aperture" of the instrument.
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The discussion in 3.2.6.3 and 3.2.6.4, on the effect of

the sodium salicy'late of the monitoring system on measured spectra'l

responses and quantum efficiencies,is also relevant here. It was

stated that across the passband of a detector the,changing sens'itìv'ity

of the sodium salicylate did not significant'ly affect the measured

spectral response (Section 3.2.6.3). The measured spectral response

could therefore be taken as the best estimate of the true spectraì

response. Since the instrument was not used to obtain an absolute

measurement of the. soìar flux the inaccuracy of the measured absolute

quantum efficiency is not important. This parameter was only used to

obtain estirut., for the expected signaì levels in fl'ight so that

amplifier levels could be set. For this purpose it was sufficient if

the effjciency was known to an order of magnitude.

3.3.3 Temperature Effects

The dark current of a photomultipìier virtually consists of

the thermal emission current of its photocathode. This current

increases rapìdly with any increase in the temperature of the multiplier.

No attempt was made to insulate the photomuìtip'lier of the spectro-

photometer from the heating the pay'load would éxperience during flight.

However, by checking the dark current every l/3 kilometre, (Section 3.3.1)

the consequences of such heating could be measured and the data

corrected for this effect.
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CHAPTER FOUR

THE METHODOLOGY

This chapter looks at the methodoiogies that were developed

to analyze the data prov'ided by the instrumentation described in Chapter

3. Al1 the methodologies were derived from the Beer-Lambert law

describing the absorptìon of radiation in a gas.

Sect'ion 4.1 shows the development of thjs law'into forms

suitable and convenient for use with the type of data obtained during

the rocket experiments. Sections 4.2, 4.3 and 4.4 discuss in detail

the factors of the basic equation derived in 4.1 and in particular

Sect'ion 4.4 shows how the methodol ogi.es di ff ered i n thei r approach .

Included in these sections is an attempt to isolate, and, where possible,

quantÍtatively assess the sources of uncerta'inties assocjated with the

methodologies. Some conrment is also made as to how these sources of

uncertainty have been handled by other research groups.

Qne methodoìogy was chosen and used to analyze al1 the data

avajlable. Section 4.5 gives a brief rationale to the choice and

Sect'ion 4.6 summarizes the magnitudes of the uncerta'inties introduced by

the anaìysis technique.

4.I THI BASIC EQUATIONS

Lambert's Law describes the absorption of a parallel beam of

monochromatic l'ight by an infinitesima'l1y thin layer of absorbing matcriaì

dS. The amount of absorped rad'iation d0 is given by

dO = -pQdS (4.1)

where O 'is the flux, measured in photons/sec/unit area, falling on the
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layer dS, and the constant of proportionality, u, is called the

absorptìon coefficient. Beer found that U was proportional to

the number density of the absorbing species

This gives o

cross-section.

u = n.o u.2)

the d'imens'ions of area and he called it the absorption

Therefore

dO = -o.n.O.ds (4.3)

Equation.4.3 is an expression of the Beer Lambert Law which

can be used to describe the absorptìon of solar radiation in the

atgosphere as long as the absorption can be attributed to one species.

n becomes the altitude dependent concentratjon of the absorbing species'

o becomes o(À) the wavelength dependent absorption cross-section and

dS is an increment ìn the optical path length as'is shown in Figure 4.1.

dS is measured jn the direction shown. dS can be expressed'in terms of

dz.

dS = -Fdz (4.4)

where F is known as the "opticaì depth factor" and allows for the

obliqu'ity of the optical path (see Sectjon 4.3). The negat'ive s'ign

arises because dz is defined upwards. Equatìon 4.3 therefore becomes

,t dç = o(r). n(z).Q(À,z) .F.dz (4.5)

where O(1, z) is stjll the inc'ident flux on the layer but has been

written to 'indicate it's 'independence of À and z.

In the 'l'imi! equat'ion 4.5 describes the absorpt'ion taking place

at any height z = h. (see Figure 4..|). However, this only cons'iders

monochromatic radiation. The detectors used 'in the present work were

n
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t

z=h

Fig.4.l The relationship between the lengths
ds and dz in a plane stratifjed
atmosphere.

(adapted from Fig. 17.2 of
Banks and kockarts, .l973)



lt7.

broad band. Any change in signaì observed in them will be due to the

absorption of a band of radiation. Equat'ion 4.5'is still relevant and

is used as shown below.

The signa'l I(z) of an ion chamber will be given by

ì.2

Àr

v/here O(f, z) is the flux at z. e(À) is the relative sensitjvity

of the chamber to radiation at À.

Àr, Àz are the passband limits of the chamber and ß, the

constant of proportionality, allows for the absolute sensit'ivìty of the

chamber, the w1ndow area and the calibratjon of the amplifier. Therefore'

À2

I(z)

d(I (z) )--'-E--

Using Equation 4.5

)tz

ß

Àr

This can be written as

I dI(z)
T _E_

e(¡,).0(r, z)drß

Àr

dÀ

(4.6 )

(4.7)
ß e( À)

e(À) . o(À) . n(z). F. O(V).¿r

ì.2

ß. n(z). F. Ê(À) . o(¡,) . O(¡,, z)d¡,
Àr

).2

ß. n(z).F. s(À) .o(¡,).0(r, z).d¡.
I dI(z)Tnz

À

2

ß e(À).0(¡,, z).¿r
l,r

(4.8)n(z). F. o.".(z)
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Xz

ÀrÍ
c(À). o(À). O(r, z).dr

where o
E

fl,',r). o(r, z) d¡,

)z (4.e)

(4. r 0)

(4.1t)

FF

(It can be seen that thjs definition of Õr.., the effective absorpt'ion

cross-sectjon, corresponds to that already g'iven'in Chapter 2. This

parameter is further discussed in Section 4.2).

Therefore the local concentration of the absorb'ing spec'ies

can be found from the behaviour of a broad band detector. That is

I I dI
Idzn(z) zo

l
F.

F Ft

Thjs derivation is only valid if it can be assumed that the absorption

is all due to a single species, and equation 4.10 was used to determine

n(02) from the data of broad band rocket-borne detectors by assuming

that solar radiation, from Lcr to 16504, was absorbed only by mo'lecular

oxygen. (0ther atmospheric const'ituents do absorb thjs radiation and

the magnìtude of the error introduced by the assumption is discussed in

Section 4.2.7).

The differential form was not always the form required for data

analys'is. An alternative form was easily derived. Equation 4..l0 can be

expressed as

dI(z)
I n(z). F. o"". (z).¿z

Therefore the signaì I at the he'ight h can be found by integration

r(h)
F

I'I (-)
n(z) . o...( z) .dz.
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where I(*) is the s'igna1 observed at the top of the atmosphere.

r(h)
T(_-I F n(z). o.".(r).d2.9.n

Taking the exponential of both sides,

r(h)
lf-T

F f' r(z). o,." (z).d2.
=e

That i s

F
J- 

rtr). o""" (z).dz (4.12)

(4. r 3)

r(h) I (-) e

If i,t 'is possible to choose an interval 
^h

which o"".(z) may be regarded as a constant, o",

4.12 can be written as

at h over

then equat'ion

F o n(z). dz'h+Ah

Jnr(h) I(h + ¡h) €i
E

If the interval Ah is chosen as the resolution of the anaìysis, i.e.

n(z) is considered to be constant over Ah then calling the

concentration at h, N

I(h) - I(h + ah) e 
(F' o'"'.' N' Ah)

(4.r4)

This was the basic equatìon used in the methodology descrjbed in

Secti on 4.4.4.

4.2 THE EFFECTIVE ABSORPTION CROSS-SECTION

4 .2.1 I ntroducti on

The effective absorption cross-section was defined by

equation 4.9, i .e.
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ìrz

À(z)
e(À). o(À). ö(tr, z). dr

e(r). O(r, z). d¡.
o 2EFF

Àr

It is an essential parameter in obtaining

broad band detectors and will, because of

unique to each chaml¡er.*

In the fol lowing, how o"., i s calculated is descrjbed

(Section 4.2.2). From the definition, orr. will obviously be affected

by uncertajnties jn o(À, z), o(À) and e(À), and the likely

magnitude of the uncertainties assoc'iated w'ith these parameters and the

uncertainty they will introduce into or". is discussed (Sections 4.2.3,

4.2.4 and 4.2.5). Spec'ial consideration is given to the Lcv, chambers in

Sectjon 4.2.6 where the validity of using the effective absorptìon cross-

section, for Lcl alone,as the effective absorption cross-sect'ion for the

chamber is invest'igated. In the last subsect'ion of 4.2 an assessment

is made of the magn'itude of the systematic error introduced if it is

assumed that the only atmospheric gas to significantly absorb the wave-

lengths of interest is 02.

A summary is made at the end of each of the sub-sections 4.2,2

and 4,2.7. Where possìble this sets out, for each type of jon chamber,

the magnitude of the 'introduced uncertainty, or systematic error.

4.2.2 Cal culation of or""(z)

To calculate o=..(r) numerical methods were used to

approximate the integrals of equation 4.9. The numerical integration

was based on a weighted averag'ing of 5 points. Allowance was made for

the extreme regions where 5 poìnts may not have been available by

*Not. 
that in this chapter, the spectrophotometer (Section 3.3) will.

not be referred to separately. Unless otherwìse stated the collective
terms chambers/ion chambers/detectors al so specifically encompasses

the spectrophotometer. In addition, comments made for the SX ion
chambärs apply to the spectrophotometer as wel I .

n(02)

e( À)

from the data of

and Àr, Xz, be
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including in the algorithm expressÍons for 2,3 and 4 point numerical

i ntegrat'ion .

The values of the express'ions o(À) .e(I) .0(1, z) and

e(À).0(1, z) vary reasonably smoothly as À varies from Àr to \2,

the band-pass i imits. Therefore a smoothly varyi ng, ana'lytical f unct'ion

was chosen to test the algorithm, and, jt was found that, for this

function (sin 0 was used), the difference between the analytica]

'integratìon and the numerical approximation was <,2%.

Subsequent investigation revealed that the choice of a'lgorithm

was not criti,cal for the calculation of o"".. The parameter was also

calculated us'ing a simple, unweighted summation, only accurate to 12%,

to evaluate the Íntegra'ls. The difference between the two evaluat'ions

was negl 'igi bl e at al I hei ghts . The al 9orì thm was , however, reta'i ned,

since it gave a better estimate of the maximum sìgna1 that could be

expected in fl'ight. This improved estimate allowed better opt'im'izat'ion

of amplifier settings.

o.".(z) depends on the flux O(r, z). hlith broad band

detectors the functjoti O(Ì, z) cannot be found from flìght data but

must be estimated. In the calculat.ion of or""(t) for QT and SX

chambers, Q(À, z) was estjmated'in the following manner.

0(1, -¡, the flux at the top of the atmosphere,was assumed to

be that g'iven by Delaboudiniere et aL (1977). In practice it was found

that O(À, -) was still valid at 200 kms, s'ince for the wavelength

ranges covered by the detectors ( ¡,¡, 1425L -> 1490Â and ÀÀ 1560Ä * 1650,e)

no significant absorpt'ion occurred above this heìght.

A model atmosphere was assumed (CIRA, 1972) and 0(1, z) was

obtained for all required altitudes by repeated evaluations of

0(r; hi) = 0(À, hi*r)"- 
(t'o(À) 'N'Ah) (4.15)
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where h h Ahli+l

4.15 is similar to 4.14,but because individual wavelengths rather than

a broad band are being looked at ìt is not necessary to use o....

The optical depth factor, F, (Section 4.3) was taken to be l;

o(À) were assumed to be as measured by Bl ake et aL (1966) (see Section

4.2,3 for further discussion); N was the local concentration of 02,

as given by the model,and Ah was usually taken to be I km. Qnce

O(f, z) had been obtained the effectìve abs. cross-sectjons of the

QT and SX jon cliambers were calculated by use of the numerical methods

al ready d'i scussed.

These calculations gave the effective absorption cross-sectìon

as a function of altitude. It was found that the effectjve absorpt'ion

cross-sectjons calculated for thè SX chambers, a'lthough unique to each

chamber, did not vary greatly between chambers. In addìtion our. for

each SX chamber was almost constant over the altitude region in which

they operated and could,without the introductjon of signifjcant error,be

considered as such. QT chambers, however, varied strongly with altitude

and from chamber to chamber (figure 4.2).

The change with alt'itude in the o... of a QT jon chamber

arises because of the differential absorpt'ion of solar radjation. The

absorpt'ion cross-section of molecular oxygen varies strongly for the

wavelengths within the pass-band of this chamber. (Fjgure 4.3). Radiatjon

for wh'ich o is h'igh w'il I be absorbed fjrst, biasing Q(f , z) towards

radiat.ion for which the absot^ption cross-section of molecular oxygen is

lower. This has already been referred to as radiatjon hardening in

Chapter 2 and jts effect is a decrease in o".. as z decreases.
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Because the effective cross-section of an SX ion chamber

could be taken as o"".(*) 'the adopted value was independent, at aìl

altitudes, of the values chosen for N and F. This was not so for

the strong'ly varying effective cross-section of a QT ion chamber. The

numerical value obtained for any part'icular height was strictly only

val id for the assumed conditions; e.g. the model n(02) profile

chosen. But d.." was required to enable experimental determination

of n(02). An effective absorptjon cross-section dependent on a model

profile for n(0r) could not be used without the development of jterat'ive

procedures.

It was more convenjent to develop another variable which could

be used to express the effect'ive absorption cross-section in a form

that $/as 'independent of the assumed model . A variable known as the

extinct'ion coefficjent, i, was used. For an jon chamber at Z = h, i
is defined as

i (h) = +{g} (4.r 6)

where I(h) is the'ion chanrber signal at h and I(-) is the ion

chamber signaì at the top of the atmosphere. The iustification beh'ind

the use of i i s g'iven i n the fo'l I owi ng.

For radiation at the wavelength Ài an expression can be found

which.re'lates the flux at z = h, 0(À, h) with the flux at top of the

atmosphere, O(Ài, -) . Ignoring the poss'ible contribut'ion of other

gases to the absorption of rad'iation at Ài where 1050Ä < Ii < 1660Â,

(see Section 4.2.7 for d'iscussion on the probable magnitude of these

contributions) equat'ion 4.5 can be rewritten as

(4.17)
'lF. n(z). o(¡, ). dz



where n(z) is taken as the local concentration of molecular oxygen

I For explanation of other symbo'ls see Pagell6]. The flux at z = h

can be found bY integration

- o(r1 ) F. n(z). dz

124.

(4. r 8)

(4.re)

o(Ài' h)

o(Ài, -)
f F. n(z). o(rr). dz
æ

r
h

The R.H.'integra'l is equivalent to the total number of

i n the absorbi,ng path above h. Cal I i ng thì s quant'i ty

4-lB becomes

0z molecules

N" (h) equation

.Cn

o(Ài, h)

o(Ài, -) - o(Ài ). N, (h)

j (4.r6)

e(À). O(1, *) e

Taking the exponential of both sides of 4..l9

o(ri, h) = e 
o(ri). N,(h)

o(Ài, *)

i .e. o(Ài, h) = o(Àr, "") . e 
o(À1) ' N' (h) 

(4.20)

using 4.6 and 4.20, the s'ignal of an ion chamber at z = h can

therefore be exPressed as

(\' - o(¡,). ru-' Iz(h) - ß j r(r). q(1, *). e ' dÀ (4.21)

Àr

From the definit'ion of
À.2

i(h) r(h)
Tf-I

).r

À'e(À).0(À, -) dr
Àr

(4.e)and from the definition of o
EFF

- o(r) . N,(h)
dÀ

(4.22)
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À.2 o(À) . N, (h)
E(r). o(À). 0(À.

e(^) . O(1, -) e

oo e

o

- o(l). tt-

dÀ

o (h)
EFF

From + .25,

,is'a sing'le

t.e.

Àr

o"""(j)

T
)rz

Àr
dÀ

(4.23)

As h increases N, decreases monotonical'ly and therefore h is a

sing'le valued function of N, , i.e.
).2

e(r) . O(À, -). d dr

i(N,) À

- o(À) . N(i )

(4.24)

(4.25)

EFF

(+.za¡

2

e(À). O(r, -). dÀ

Xz - o(À). N

"dÀe(À). o(À). O(1, -) e

o
EFE

(N, )
I

2 o
e(À). O(À, -) e

Àr

from 4.24, j, for a particular ion chamber and a particular set of flux

values, will depend monotonica'l'ly on Nr, i.e. the value of N, will

define unÍque'ly the value of j. Because the relat'ionship 'is monotonjc

N, is in turn uniquely defined by i. i.e. N" is a single valued
T

function of i.

N
T

N,(i)

À NtdÀ

o is a sinqle valued function of N,- EFF

valued function of i

Therefore o

)tz

I
2

e(À). o(À). O(À, -) e dÀ

e(À). ('(À, -)
- o(À). N(i)edÀ

Àr

and the value of i at z = h wiìl define the appropriate o""r.

To aid computation, a thjrd order po'ly-nominal was fjt.ted to

logro(or.,(z) ) using logro(i(z)) as the variable. This s'implified

the selection of the appropriate effective absorption cross-section for

use in equat'ion 4.10 and the uncertainty'introduced by the use of the
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poly-nominal lvas less than 
';/".

For the ìn'itial analysis of the data the effective absorptìon

cross-section of the Lo, ion chambers were not calculated by the author.

The results of Carver et aL (lglla) were used. As with or.. for Qf

and SX ion chambers, assumptions about F and 0 had to be made to

enable eval.uation of the parameter o.""(Lo). F was taken as one.

The- jntegratìon was not taken over the whole of the chambers response

but only over the width of the solar Lcx, line. (the vaf id'ity of this

procedure is discussed 'in Section 4.?.6). O(I, -) was taken to be the

functjon describing the shape of the solar Lo line and for thejr

calculation Carver et aL (1977a) used the profile of Purcell and Tousey

(.¡960). The absorpt'ion cross-sections were those measured by themselves

and gÍven 'in the paper (Carver et aL 1977a). The o(À) were measured at

several different temperatures and the effective absorption cross-sections

adopted for the present work were those based on measurements of o(f) at

I 95' K.

The absorption cross-section of molecular oxygen varies

strong'ly across the solar Lo line and radiation hardening occurs.

o was qiven as a function of i(z) by Carver et aL (1977a) and as
IFF

with the other chambers, to aid computation, a third order poly-nolninal

was fitted to logro(or..) using logro(i(z)) as the variable. As

before the uncerta'inty introduced by the use of a po'ly-nomìnal was less

than ,;/"

4 .2.3 The Sens ì t'i vi t of o to the assumed
E

Fl ux Function 0 À, )æ

From equation 4.20, O(À, h) depends on O(À, -), o(À) and

N (h). Because o,-- 'is expressed as a value of i rather thanIrT \"/ EFF

uncerta'inty i n N, i s not rel evant. Th.e uncertai nty ari sì ng i n

h

4,(À, h)
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and consequently'in õ".. from uncertaìnty in o(À) can be considered

to be included in the differences observed and allowed forin Sect'ion

4.2.4 where o...(j) js calculated for different measurements of o(À)

(Figure 4.5). In this section only the effect of the uncerta'inty 'in

O(1, -) is considered.

In calculatjng or.. for QT and SX chambers, it was

assumed that the flux incident on top of the atmosphere was the same as

the mean of those g'iven by Delaboudinj,ere et aL (1977). But the rockets

involved in the project were flown in 1972,1974 and 1977. It is unfikely

that the assumed flux was valid for all three. It was probably not valid

for any of them. Therefore some est'imation of the uncertainty that was

introduced into or"" by the assumption of these flux values was

requi red.

Flux induced variations in or." only occurred if the shape

of the flux function O(1, -) changed. The results listed by

Delaboudiniere et aL (1977 ) suggested that for the wavelengths 1425Ã' to

1490,Â. and 1560.Â to .|650Å the shape of o(À, *) woul d not vary

greatly. It was considered,therefore,that the flux functions given by

the mean of the results quoted'in the above paper, the 1972 Results of

Rottman (a1so taken from the above paper) and the assumption that the sun

was a black body at 4600'K would be adequate to represent the likely

vari abi I j ty. o"". was cal cul ated for al I three and an i nter-compari son

made in order to assess the l'ikely uncertainty associated with the results.

For SX chambers the difference between the two calculations

of o were negligibìe. For QT chambers the d'ifference varied from
IFF

chamber to chamber but in all cases was less than ?%. This is
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illustrated in Figure 4.4.

Carver et aL (1977a) in their discussion of the effective

absorptìor ct"oSS:sect'ion of a La ion chamber also looked at the

effect of the shape of the flux function on the calculated o".o.

As with SX and QT chambers, o".. for Lo proved relatively

insensitive to changes'in O(À, -). From thejr results the maximum

uncertainty 'introduced is 5% for orr.(*). The uncertainty decreases

so that for i(z) < .5 the uncerta'inty 'is S 2%.

It would appear that the only other person'in the literature

to attempt a quantjtat'ive assessment of this source of uncertajnty was

Weeks (1975a). He obtained s'imjlar results. However, neither Weeks

(l97ba) nor Carver et aL (lgll¡) who used the effective cross-sections

calculated by Carver et aL (1977a) included this uncerta'inty in the

final assessment of their number densities.

The author believes this source of uncertainty cannot be

dismjssed, and therefore; in summary,the uncertainty introduced in o"..

by uncertainty'in the assumed incident flux is, for the various chambers,

as fol I ows,

SX neg'l i g'ibl e

QT < 2% for al 1 chambers

Lo chambers < 2% for i(z) < .5 rising to a

maxlmum of 5% at i(z) = 1.

4 .2.4 The Uncerta'int i n o and 'its Effect on o

Uncertainty in o arises from two sources. The first js the

uncerta'inty in the laboratory measured cross-sections as expressed by

quoted experimental uncertainties and jllustrated by the scatter in the

results from dìfferent research groups. The second arises from the

validity or otherwise of applying room temperature laboratory cross-

FF
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sections to the atmosphere where, over the reg'ion of the lower

thermosphere, the temperature ranges from 195'K to 570'K. Both

these sources were looked at and the followjng discusses the possjble

magnitude of the uncertainty induced in o."" by them.

For the wave.ìengths covered by the SX chambers the absorption

cross-sectjons of Blake et aL (1966) were used. The experimen'Lal

uncertainty of these cross-sections is quoted as t 5%. This would

appèar to be a reasonable estimate of the total uncertainty'involved

s'ince a comparison of the experimental determinations of o of

molecular oxygen (Hudson, 1971 ) shows that the various results agree

with each other wel'l wjthin their quoted experimental errors" Since

uncertainties 'in o are djrectly reflected in uncertajnties in o...

it was considered valid to assign from thjs source an uncertainty of t 5%

to the effective absorptjon cross-sect'ion of an SX ion chamber.

It is difficult to assign a magnitude to the uncerta'inty or

perhaps more correctly the systematic error that occurs when laboratory

measured absorpt'ion cross-sections for ÀÀ 1425Ä - 14904- are used 'in

atmosphere applicat'ions. Temperature dependent cross-sections have not,

as yet, been measured at these wavelengths. Such work is presently

being undertaken (4.J. Blake, private communication) and, if available in

tjme, the results and their effect on the effective absorption cross-

section of an SX chamber will be included in an appendix*. The

theoretical work of Evans and Schexynader (196.l) suggests a p¡aximum

systematic error of 4%. Because of the uncertainties involved in

establ'ish'ing a temperature profile at the time of each flight and the

relative'ly small magnitude of the effect, no attempt was made to correct

* See note Tabl e 4 .7 at end of ChaPter
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for it.

This same approach was adopted by the author in preparing

the results presented in Carver et aL (.l978a)and B'ibbo et aL (1979).

Therefore the o.-. calculated and used for SX

present work may be systematicaìly high by up to

chambers in the

4%.

Hudson,s (1971) rev'iew shows that for the QT ion chamber

passband ( ¡,¡. 1560Å - 1650,Â. ) there are systematic differences between

djfferent measurements of Õ that are well outside quoted experimental

errors. The significantìy different values of o were d'irectìy reflected

in any effecti,ve absorption cross-sections calculated from them. For

examp'le, or". from the absorptìon cross-sections of ['latanabe et aL

(1953 ) was smaller and differed by as much as 12% from o.." calculated

from the results of Blake et aL (.l966) (Figure 4.5). In the orig'inal

analys.is of the present results (Carver et aL, l97Ba) Bibbo et aL 1979)

no preference could be g'iven to any one set of measurements and those of

Bl ake et aL (l 966 ) were used. Thi s 'impì i ed a stat'ist j cal error of t 5%

rising from the experimental uncertainty and a possib'le systematic error

of as much as + 1Z%.

After pub'licat'ion, (carver et aL, l97Ba) gi¡uo et aL 1979) new

measurentents of the absorpt'ion cross-section of molecular oxygen for the

wavelengths w'ithin the passband of a QT chamber became available

(Rogers, 1g7g). These measurements were made with the h'igh resolution 6m

monochromator described by Carver et aL (1978b). The results showed an

almost systematic discrepancy from those of Blake et aL (1966) and lie

much closer to those of Watanabe et aL (1953 ). There is,however, still

no criterion which can preferentia'l1y select one of the sets of values.

The addition of the results of Rogers (1979) to those reviewed by Hudson

(197.|) does not alter the conclusjons previously drawn about the

magn'itude of the uncertainty and the error introduced 'into the o,,-
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of a QT ion chamber by the use of the absorption cross-sections of

Btake et aL (1966).

The experiment of Rogers (1979) is about to be repeated

(A.J. B'lake, private communicatjon) and these results when available

may be more conclusive. This information w'ill be included in an append'ix

if it becomes available in time. (see contents listing).*

_ Rogers (1979) also looked at the temperature dependence of

the absorpt'ion cross-sectjons at the QT ìon chamber wavelengths.

Measurements were taken at 95"K', 290'K and 570'K. Increased

temperatures enhanced the absorpt'ion cross-section. Taking 570"K to be

a reasonable estimate of the maximum temperature l'ike'ly at .l50 
kms -

the usual upper limit for QT 'ion chamber results - these new results

implied that the maximum error that would be observed jr o..., if room

temperature absorption cross-sections were used throughout,would be 9%.

That is the calculated o--- would be up to 9% too small.

The enhancement seen in o has the effect of bringing the

results of Rogers (.l979) in much closer agreement with those of Blake et

aL (1966). Therefore it was considered valjd to assume that the 12%

possible systematic error already postulated for the QT effective

absorption cross-section could be taken as including temperature induced

errors.

For La chambers, o""" is once again associated both with

uncertainty and with a possìble systematic error. The uncertainty arises

from the uncertainties in the experimental determinat'ion of o and, for

the o used in the present work, this i s < 5% (Carver et aL 1977a).
EÉF

The systematic error arises because of lack of knowledge about the

*̂  These measurements have now been taken, but they do not
alter the conclusions drawn on this page and the next and

therefore, the data set of Bl ake'et aL (1966) has stìll
been used. Since they were not used the suggested appendix
of the later measurements has not been included.
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the temperature of the atmosphere at the time of ffight. Carver et aL

(1977a), although using cross-sections measured at a temperature (195"K)

app'licable to the range of altitude over which La operated, still

believed that the effective absorption cross-section could be

sys temat i cal 'ly I ow bY 4% to 5% .

Therefore in summary, uncertainties and possible systematic

errors in o are as listed in Table 4..|.

TABLE 4.I UNCERTAINTIES AND POSSIBLE SYSTEMATIC

ERRORS IN o
TFF

RESULTING FROM SAME IN O

Chamber Stati sti cal Uncerta'intY Max. Systematic
Error

SX

QT

La

tS%

tS%

< tS%

4% too I ow

12% too high

4%-5% too low

4 .2.5 Uncerta i nty in e(À) and i ts Effect on o
EFF

Because of the dependence of the effectjve absorption cross-

section on the spectral response (.(f) ) of the detector, (equation 4.10)

ú is unique to each detector. The s'ignificance of this will, however,
ÉFF

vary between detector types. For SX chambers, although individual

6 were used, the use of a common mean o,__ would not have
-EFF EFF

introduced any error > 1%.

The calculat'ion of o.". for sx chambers did, however,

imp'ly that the use of the absorption cross-sect'ion at 1450Å (llJeeks

and Smith l968; Weeks, 'l975b; Higgins and Heroux (l9ii)) could lead to

a systematic error. This error was considered negligib'le in the

literature but the calculations showed it to be of the order of 3% to 4%

and the author considers the present approach of calculating and using an
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effective absorption cross-sectjon is more satisfactory.

For Lq chambers lack of resolution in the calibration

equipment means that e(À) has to be taken as constant across the

width of the solar Lo I ine. This impl ies

)¡.2

Àr
C. O(r, z). o(¡,). d¡,

o (z)
).2=t" Lo C. O(À, z). dr
Àr

where C is the response at Lcr, and therefore

),2

o(r, z). o(r). dÀ

o (z) ). (4.27)
ÉFF..

'Lct
).2

o(r, z). dr
Àr

i.e ot"t 
Lo

applies to all chambers. The error, if any, introduced by this

assumption is not known but js'most likely far less significant than

the error introduced by 'ignoring the other wavelengths within the

chambers passband (see Section 4.2.6).

If the effect'ive absorption cross-section at Lo

is independent of e(À) then uncertajnties in e(À) will have no

effect on it. If the o".. of different SX 'ion chambers agree to

within 1% of each other the uncertainty in the individual passband

would not be expected to jntroduce a large uncertajnty into the oro"

of that chamber. In the present work thjs assumption could be made

because the total uncertainties in the passband were on a par or smaller

than the differences between ion chambers. The only chambers expected

to be sensitjve to uncertainties in e(I) were the QT ion chambers

and the followjng discussjon centres on their spectral responses.

I

(z) is independent of e(À) and one evaluation of o



.l34.

The spectral response of a detector may be considered to

have two characteristics; the magn'itude of the response at a part'icu'lar

wavelength, and the wavelength limits of the response. lilhile these two

characterist'ics are obviously not independent of each other the concept

is convenient when discussing sources of uncertainty.

Gons'ider the magnitude of the response at a particular wave-

ìen-gth. Associated with any measured value of this will be an unavo'idable

stat.ist'ical uncertainty. For the fl ight detectors, laboratory experìence

indicated that th'is was normally 10%. There was one exception. For

QT chambers figure 4.6 shows that ind'ivjdual differences must be taken

into account and illustrates clearly that the use by some researchers

(see Chapter 2), of a common passband and consequentìy a commoñ o"..

is not satisfactory. One chamber exhjb'ited changes of up to 65% in the

value of e(À) for any part'icu'lar À. A 1Of' uncôrtainty in e(),)

implied an uncertainty of the order of + 1>""/" to t 2% in o"""'

Launch scheduling prevented further investigation of the one except'ion

and so fér that chamber an uncertainty of t 12% has had to be included

in the final assessment of the data.

Because a Sod jum Sal'icy]ate (Na. Sal .) photomul tipf ier

combination was used to monitor the flux in the calibration procedure

(Sections 3.2.6.1) the magn'itude of the response was also subject to a

systematic error. It was stated in Section 3.2.6.2 that a truer measure

of the response e(f) was g'iven bY

e( À) e (r). R(À) (3.1)
M

where er(f) is the measured response and R(f) the correcting factor

allowing for the enhanced sensitivity of Na. Sal. towards longer wave-

lengths. A correction factor was al so given. G'iv'ing R(À) the val ue
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of I at Àr the short wavelength limit of the passband it was

found that R, at the ìong wavelength ljmit, xz, was l.ll t .03.

(This result was derived from looking at both SX and QT ion chambers).

Coryected e(À) curves were drawn up by assuming that the correction

factor was a linear function of ( I - ft ). The e".. calculated

from these comected curves was in all cases < 1% different from that

cal cul ated from the uncorrected curves.

It was stated in Section 3.2.8 that for QT and SX chambers

heating cou'ld change the position of the maximum response. The chambers

were heated during flight, but the small increase in temperature (tligfrt

temperatures were onl y 5" C to I 0" C above cal i brati on temperatures )

implied the resultant change in magnitude, at any particular wavelength

was far less than the experimental uncertainty of the calibratjon and

thjs effect was 'ignored.

The second characteristic of an ion chamber was defined as the

wavelength limits ( Àr, Xz ) of the passband. These too are subiect

to uncertainty. Experimental uncertajnty in Àt, Àz was of the order of

lÄ, to 2^. Àr, Xz were also affected by the heating suffered during

fìight. However, from the values quoted in section 3.2.8 and with the

minor nature of the heating, the effect, a shjft towards'longer wave-

lengths, was much less than the experjnlental uncertainty and was ignored.

The change introduced by the temperature induced sh'ift is

regarded as an uncertainty rather than a systematic error because of the

uncertajnty in the ff ight temperature. Under these condit'ions the total

*

*̂  This comment does not apply to the spectrophotometer.
Heating does not produce a shift ín the passband. It d'id

introdúce uncertainty because of the chanqe in the dark
current of the photomultiplier. Experimental unce.Lainty
in trr and'À2 appeared neglÍgible.
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uncertaì nty i ntroduced by uncerta'inty i n Àr, tr'z Was < 1 .2% despì te

the apparent sensitivity of the QT ion chamberrs effective absorption

cross-section to changes in the passband.

Therefore in summary, uncertainties in the effective

absorpt'ion cross-secti on caused by uncertai nt j es 'i n e( À) are as I i sted

in Table 4.2

TABLE 4.2

Chamber Uncerta i nty

LNO, MNO

QT

SX

N/A jf onìy Lo considered.

< 3r;/" except for QT I
which is aPProx. 13,;/"

< 1%.

4.2.6 The Effect of 0 ther Wavelenqths on the Effective

Absorpt ion Cross-Section of Lcr Chambers

The non-monochromaticity of the LNO and MNO chambers

has already been djscussed ìn Chapter 2. An attempt was made in the

present work to quafitatively assess how the chambers response to wave-

lengths other than Lcr, affected the observed signal,and how the

interpretatjon of the data should, therefore, be mod'ified.

The investjgation centred on an MNO chamber. Two parameters

were calculated; the extinction coefficient, i(z), as a function of

alt.itude and the effective absorpt'ion cross-section for the whole chamber

I o (Àr, Àz) ]. The latter was expressed both as a function of
. TFF

altitude and of i(z). The procedure already described for QT and SX

chambers was used to calculate both i(z) and o=..(Àt, Àr). Not all

the basic assumptions were the Same,however, because the MNO chamber
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was a fìight chamber and experimental data was available. The init'ial

assumptions made for the Lcl work were

1. The solar radiation flux, except for Lo,

was taken as that given by Delaboudiniere et aL (1977),

2. The initial La flux was calculated by assuming

85% of the maximum signal observed during the ff ight

of the MNO chamber was due to Lcr radiation only,

3. The absorption cross-section of molecular oxygen

for Lo was the effective absorption cross-section

given by Carver (1977a),

4. The absorptìon cross-sect'ions of molecular oxygen

for the non Lo wavelengths were those given by Bìake

et aL (1966)'

5. The initial oxygen profile was that derived from

the data of the SX and QT ion chambers flown on

the same rocket,together with the number densities

obtained from the data of the MNO chamber itself

by using the simp'le Lcr effective abs. cross-section

of Carver et aL (1977a),

, 6. The optical depth factor (Section 4.3) was the

. one relevant to the actual rocket f'l'ight - Aerobee.

The percentage of the ion chambers signal due to La alone

was defined by a simple criterion. The effective cross-sect'ion of the

whole chamber was calculated and compared wjth that given by Carver

(1977a) for Lcx,. t^lhen the two agreed to wjthjn 5% of each other the

correspond'ing extinction coefficient , i(z) ¡ was interpreted as the Lcr

C
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part of the ion chamber's signal. i(z) was used because th'is allowed

comparison of the two parameters even though some of the init'ial

assumptìons differed.

A]though the criterion was simpl istic it does g'ive a valid

estimate of the Lo induced signal. Since the absorpt'ion cross-section

at Lcr, itself is orders of magnitude smaller than o for the other

wavelengths within the passband, absorption of Lcx radiatjon is not

s'ign'if icant at the 5% agreement level .

Initia'lly agreement was reached at i(z) - .75 'impìying L*

made up * 75% of 'the ion chambers s'igna1 . The assumed Lo, flux

was adjusted and the calculations re-done. 0nce agaìn the results impìied

a 75% contribution. The or..(Àr, Àz) obtajned in this second run

were then used to correct the n(Or) derived from the results of the

MNO chamber. The new profìle was used to calculate or-.(Àr, Àz) a

third time. Agreement was still reached at i(z) = .75,

It is interesting to note that this work confirmed the

validity of calculating o".. as a functjon of i(z). Alterations of

the flux level at Lcr, or use of a model n(02) rather than the f]jght

n(gr) did not sign'ificantly vary the o"-. applìcable to any particular

value of j(z), although the altitude at which the i(z) and its

assocîated or."(Àr, Iz) occurred did differ up to I to 2 kms.

Because the 75% contribution seemed low compared with that

given jn the literature (see Chapter 2),and because it was expected th'is

fraction would alter with djffering f'lux levels and ion chamber

efficiencies (bleeks, 'l975a), both these parameters were varied. The

efficjency of the MNO chamber at Lc¿ was known from pre-fljght

cal ibrations, but, to invest'igate the possible consequences' it was
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enhanced by up to 25%. Thjs did alter the percentage contribution.

At g0% efficiency the contribution stood at o80%. The flux levels

were enhanced up to 50%. Once aga'in, the percentage contributjon was

increased ( - 81% ). While for the ion chamber under study,and using

the n(gr) profile derived at the t'ime of flight,convergence could not

be obtained wjth the enhanced level of flux, these results do confirm

Week's (l 975a) suggestion.

Therefore contributions of Bg% ! 5% (Smitn and Miller, 1974)

or 95% (noUle and Norton,1972), may have been val'id for the particular

chambers and flight conditions involved but it would appear the expected

Lcr fractjon of the s'igna1 must be calculated for each ind'ividual

chamber. The present technique of doing this by testing for convergence

lppears to be valid and has an added advantage. Since it strengthens the

credibil.ity of the value obtained from the chamber, for the absolute f1ux,

(for the present work, the flux equals 4.41 erg/cm'lsec)'

o"".(Àr, Àz) not only differs radically from o...(La) for

j(z) > .75 jt also changes rapìdlv with i(z) (Figure 4.7). If

o"..(Àr, Àz) is used to correct the n(Or) derived from the MNO

chambers any uncertainty in j(z) will produce magn'ified uncertaint'ies

in n(02), if i(z) > .75. Therefore,while it was not essential that

the theoretical j(z) versus altitude curve match the experimental one'

it was considered, in view of the magnitude of the possible corrections

and uncertainties, that matching, if possible, would prov'ide support'

both for the hypothesis that corrections were needed, and for the

particular coryection curve adopted. In reality,support for the necessìty

of correction factors can be said to be provided already by the lack of

agreement between the theoretjcal curve us'ing or".(Lcr) alone and the

experi mental curve (n'i gure 4 .8) .
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Neither variat'ions in the flux level nor the chamber

efficiency could be used to achjeve the desired result. The best

est.imate of the flux had already been obta'ined by looking for convergence'

and,even allowing for the uncertainty jn the calibration,the range of

possible efficiencjes of the chamber did not provide a match. 0ther

factors were' therefore, looked at.

Amplifier offsets witl affect the apparent signal and these

were carefully checked. The choice of maxjmum signal will affect the

apparent i(z) and this was also checked. Averaging of the signal

received from,above the absorption'layer was carried out to obtain the

best possible estimate of the max signal (the chamber only showed a

Z.Z% drift in s'ignal over 3.5 minutes, so averag'ing over a much shorter

time scale was val id). Some adjustment was necessary. The match then

obtained between theoretical and experimental 'is shown in Figure 4.9.

¡¡hile the closeness of the match - compared to that illustrated

in Figure 4.8 - shows the validity of the procedures adopted, the use of

these calculations to provicle correction factors for the derived molecular

oxygen densjties is associated with large uncertainties. For exampìe, a

l% uncerta'inty in the experimentaì i(z), if i(z) nominally equa'ls .9,

leads to a 16% uncertainty in the correction factor adopted while the

same uncerta'inty when i(z) = .96 leads to an uncertainty of 45%'

The possìb'le magnitude of the uncertajnties is reflected in the

results but the comected numbers are nìore consistent than might be

expected consjdering likely uncertaintìes in the experimental i(z).

Figure 4.10 shows three sets of data. These are :

(i ) the mean and standard dev'iation of the n(02)

derjved from the Lcx. chambers (both MNO and LNO

using the o---(1") of Carver et aL (1977a),
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(ii) the mean and standard deviation of the n(Or)

determined from the Lo chambers using a o"""(Àr, Àr),

(iii) the mean and standard deviation of the n(0r)

profile determined from the QT ion chambers'

Both uplegs and downlegs have been included in the mean

although this may have introduced an unnecessary spread jn the results

since there may be real differences in the two profiles.

It is clear from the d'iagram that

(a) the uncertainty in the corrected n(Or) is

lar$er than that in the uncorrected n(02) but the

two prof iles stil I show systematic d'ifferences'

(b) as would be expected these systematic

differences increase at higher altitudes where less

absorpt.ion of the other wavelengths has taken pìace,

(c) the use of o"."(Àr, Iz) in the analysis of Lo

chamber data gìves dens'ities wh'ich agree within their

combined uncertainties with those independent'ly derived

from the QT chambers. If on'ly the downlegs are

considered the agreement ìs better again (see Chapter 6).

Examp'les have been given of how the uncertainty in i(z) is

reflected in magnified uncertaint'ies in the correction factor. However,

it is djfficult to quantitatively assess the uncertainty that might be

introduced into n(02) by the use of the coryection factor. If the

mean and standard devjat'ion of both the corrected and non-corrected n(0r)

profiles are compared then it would appear that approximately an extra

t 15% spread in results is introduced. The only thing that differs

between the two calculations'is the use of the corrected effective abs.
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cross-sect'ion. It is,therefore'considered that,as a rough estimate,

the correction factors could be considered to add an uncertainty of

t 15% to the mean n(02) profile derjved from the Lcr chambers.

The graph 'indicates that curve a and curve b converge as

z decreases. This is so and for i(z) < .75 the difference between

the two is < 4%, For the Aerobee rocket with a zen'ith angle of

approx.imately 85' j(z) = .75 occurred at 95 kms. This lends credence

to the procedure adopted by Carver et aL (.¡977b). In re-analyzìng much

of the pubf ished data, these authors only used o=."(Lcr) but they

restrjcted their analysjs to z < 90 km.. Irrespective of the zen'ith

ang'le at the time of f'l'ight, no signìficant error would have been

introduced. The less restrictive procedure adopted by Weeks and Smith

(.¡968) where, for a zen'ith angle of 60o, monochromaticity was assumed up

to a height of 94 kms (the freight at which i(z) = .85) may have been

valid for their particular chamber but cannot be unjversally applied.

For the MNO chambeLinvestigated i(z) also equals .85 by 94 kms if

the zenith ang'le equal s 60' , but the assumption of monochromat'icity

would lead to systemat'ic errors ranging up to 27%'

Therefore, in summary, while the magnitude of the assoc'iated

uncertainties imply caution must be exercised in us'ing the correction

factors,and these factors can only be estÍmated where the fulì spectral

response of the chanlber is known, the'ir use 'is justified. Adoption of

alternative procedures outl'ined in the literature are either unnecessarily

restrjctive or may introduce large systemat'ic errors. They would appear

to extend,s'ign'ificantly,the range over which these chambers may be used,

although, as'is discussed in the next section, the restrictjons connected

with assuming monochromatic radiation may not be the limiting factolin

determi ni ng th i s he'ight range.
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4 .2.7 The Eff ect of Other Absorbers on the Effective

Absorpti o n Cross-Sectìons of the Ion Chambers.

It was stated ìn Chapter 2 that molecular oxygen was assumed

to be the on'ly sign'ifjcant absorber of radiation in the bands of radiat'ion

moni tored by the ion chambers used i .e. nom'ina1'ly ÀÀ 
.l050'À - .|3504'

ÀÀ 1140,4. - 13504, ÀÀ 1425Â - 1490Ä and ÀÀ 1560Å - 1650Å. Other

atmospheric constituents, however, do absorb thjs radiatjon and the

sighificance or otherwise of th'is extra absorption varies with the type

of chamber. Table 4.3 shows the absorption coefficients at

representative waveilengths of the most dense of these constjtuents.

*
TABLE 4.3 ABSORPTION COEFFICIENTS OF ATMOSPHERIC GASES

Gas Nz C0z Hr0 0z NO

Havel ength

Lo

I 450

t 600

*
.0002

< .01

< .0.l

1 .97

l6

5

387

.l3.6

95

***
.26

370

1.28

6B

**

**

Source of Absorption coefficients of Atmospheric Gases -
Watanabe et aL (1953)

quoted by Hall (1972) see comment in text,

Complex wave structure, (Marmo, 1953) value at
particular wavelength not useful,

New measurement (Carver et aL 1977a).

*

**

***

The radiation withjn the passbands of the SX and QT chambers

is consìdered first. Table 4.4 shows the relative magnitude of the

absorpt'ion that will arise because of the gases listed in Table 4.3. The

* Note that for convenience absorption coefficients (cm-t ) rather
than absorption cross-sect'ion (cm') have been used. For
conversion u = no. -..(4.2) where n = Locshm'it's number =
2,68715 x lOtncm-' .
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oxygen number densjties are those calculated from the data of the QT

and SX chambers flown on Aerobee l3.l23IS by assum'ing that molecular

oxygen was the only absorber. The n(COr) is that of Trinks and Fricke

(1978); the n(Nr) Trinks et aL (1978a); the n(Hz0) is based on

the work of Martynkevich (1972) and the n(NQ) is from the mass

spectrometer work of Trinks et aL (1978b). The percentages given apply

to all altitudes.

TABLE 4.4 THE POSS IBLE CONTRIBUTION OF ATI4OSPHERIC

GASES OTHER THAN OZ TO THE ABSORPTION

OF SOLAR RADIATION AT I45OÂ AND I600Å

*

From Table 4.4 the inference can be drawn that assum'ing 0z is

the on'ly absorber jt will introduce systematic errors no bigger than ,2%

and .g/" in the effective absorption cross-sectíon of SX and QT

chambers respectively. Therefore, in the analysis no attempt was made to

allow for the effects of the other absorbers.

Table 4.5 shows the contribution of atmospheric constituents

other than 0z to the absorption of Lcr. It differs from Table 4.4 in

These are rough estimates onìy. They are based
on measurements of the absorption cross-section of
N0 by Marmo (1953). The presence of complex band
structure prevents a more quant'itative assessment.

Gas Nz CO, Hz0 NO

l,'lAVELENGTH

l45oÁ, (sx)

r600Â (QT)

<< .1%

.1%

neg

neg

neg

neg

*
.1%

*
.2%
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that the cont¡ibution is given at several he'ights. It can be seen that

the signifìcance of the other absorbers varjes qu'ite markedly with

altitude. Two distributions of N0 are included; that of Meira (1971)

labelled A and that of T¡inks et aL (1978b) labelled B.

The n(02) below ll0 km is that derived from the Lcr

chambers of the present work. Because of the problems associated with

the interpretation of data from these chambers the percentages were also

calculated us'ing the mass spectrometer results of Trinks et aL (1978b).

The differences'in the percentages were small. The distributions for the

other gases are as quoted for Table 4.4.

TABLE 4.5 TI{E POSSIBLE CONTRIBUTION OF ATI4OSPHERIC

GASES OTHER THAN OZ TO THE ABSORPTION

OF

ALT GAS Nz C0z Hz0 No(A) No(B)

90

92.5

100

105

ll0

120

.4%

.3%

.3%

.4%

.3'/"

.45%

1.2%

,B%

.7%

)o/.¿lo

10/

3%

8%

21%

27%

53%

.06%

1.5%

1.5%

10.8%

1.5%

4%

4.8%

31%

The size of the possible contributions of the other gases to

the absorption of Lo above 100 kms immed'iately makes it obvious why

.it was stated in 4.2.6. that problems with the non-monochromatic response

of the ion chamber need not be the l'imiting factor in the use of LNO and

MNg chambers., Ignoring the other absorbers in the absorption cross

section adopted for Lcr alone, cou'ld lead to large systemat'ic errors

and these,ìn general,'increase as the altitude increases.

Lcr
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The magn'itude of these errors wil l, however, vary signilf icantly

wi th the prof il es assumecl. For examp'l e, Hal I (1972) assumed a water

vapour concentration of 3 ppm. This would imply that water vapour would

absorb < 4% of the Lcr rad'iation at ll0 kms. This contrasts strongìy

vith the figure of ?7% qiven in the Table. This figure is based on the

n(HrO) measurements of Martynkev'ich (1972) . A sim'i1ar, though not as

exaggerated effec'[, is seen with the tvto prof iles adopted for n(t'to).

It was found, however, that an effective absorption cross-section

o (L*) which allowed for the two most sign'ificant absorbers (HrO and
EFF

N0) did not produce a theoretical extjnction curve wh'ich matched the

experimental data. Nor d'id the ìmplìed molecular oxygen densjtÍes agree

wi th the QT oxygen densi ti es.

At the he1ghts considered it has already been shown that the

other wavelengths within the passband of the charnber must be taken into

account (Section 4.2.6). Therefore o'.."(Àr, Àz) was calculated. This

took .into account what appeared to be the most sìgnificant gas-waten

Vapour. o'r..(Àr, Àz) was 14% larger at I 00 kms and 37% 1 arger

at ll0 km than the o"""(Àr, Àz) described in the previous sect'ion.

But or..(Àr, Àz) had produced a theoretical extinction curve

which matched the experjmental data reasonably we1ì. If the water vapour

*
profile-was correct the magnitude of o 

".'(Àr, 
Àz) now required the

dens.ity of molecular oxygen to be greatly reduced in order to obtain

similar matching. In fact, allowing for the presence of H.0 in the

atmosphere and, in addjtion,correctìng for the non-Lyman-cr response of

the chamber, impì ied molecul ar oxygen densit'ies significantly 'less than

those derived from the QT data.

* 
This refers to the profile of Martynkevich, 1972.
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From the cons i derat'ions outl i ned j n th i s secti on the fol 'l owi ng

po'ints ari se :

l. the like'ly effect of other absorbers depends on

the density profile assumed, and experimenta'l determinations

or theoretical estimates of these profiles are highly

vari ab'l e,

- 2. the effect of other absorbers d'id not appear to

be able to explain the systematic differences observed

between t'he resul ts from the QT and Lcr chambers

Therêfore, in this thesis, no attempt has been made to include

the effect of the other absorbers when analysing the La ion chamber

data. The possible but not necessarily probable magnitude of the

systemat.ic errors is given by the figures in Table 4.5. Some further

d.iscussion on this is included in Chapter 6. There the probable size of

these systematìc errors is considered in view of the close agreement that

can be obtained between the QT and Lo, impf ied molecular oxygen

densities if or..(Àr, Àz) (Secti on 4.2.6) only is used.

4.3 THE OPTICAL DEPTH FACTOR

The optica'l depth factor (F) has already been introduced in

Section 4.1. In practica'l terms it relates the number of absorbing

particles seen along the absorbing path to the vertical density of these

part'icl es.

This problem was first solved by Chapman (l93la, b). The

approximations he derived for F are known as the Chapman functions and

are funct'ions of

(a)X=(Re+z)/H G.za¡
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where R. is the radius of the earth, z is the altitude and H is

the scale height of the absorb'ing species defined by

H = kT/mg

m = mass of absorbing partic'le

g = gravitational acceleration

k = Boltzmann's constant

T = temperature

(4.2e)

(b) O = the solar zenith angle

The function can be defined as

ch ( Xo,
I

Fto) n ds. (4.30)

(Sm'ith and Smith, 1972)

where the subscript denotes the observation point O. tO is the distance

co-ordinate measured positively 'in the solar djrectjon and n is the

concentration of the absorbing species.

In deriving hìs function, Chapman (lg¡lb) assumed a constant

scale height. In the real atmosphere H will vary' but Swider (.l964),

who carefully evaluated the optìcal depth factor for both constant and

varying scale heights, concluded that for molecular oxygen the use of

the ch.apman funct'ion, ch(x,o), âs an approximatjon to the optica'l depth

factor would introduce a systematic error of < 4% if X > 50. SwÍder

also noted that a mean earth radius could be used to evaluate X and

in the present work R was given the value of 6378 km. Us'ing this it

was found that the X was aìways >' 50.

Therefore a chapman function has been used. As has been

common practice (Smith and Smith, 1972; Weeks and Smith, 1968; Green
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et aL, 1964; Fitzmaurice, 'ì964 and Banks and Kockarts 1973 ) an

analyt'ical approximation is adopted.

For the first tno rockets launched in the program, sLl005

and SLl207, âll measurements were above 98 kms. Us'ing the iterative

procedure described laterin this section to find the scale height H,

X was evaluated. It ranged from 380 to 810. The rockets were flown

at solar zenith angles of 38' and 50" respectively,and interpo'lation of

the table published by Chapman (l93lb) indicated that under these

conditions the flat earth approximation sec O would differ from the

Chapman funct'ion bY < 
';/".

Sec O is therefore used in the ana'ìysis. 0 is held constant.

This introduces uncertainty but by adopting the apogee value of 0 the

uncertainty is ljmited to < 1% for SLl005 and less than 1.3% for

sll 207.

The thjrd rocket, Aerobee l3.l23IS was, however, launched at an

approximate zenith angle of 85'. From the tables of Swider (1964) the

use of sec O in this instance would have produced systematic emors

ranging from 11% to 38%. For this rocket several approximatìons to the

Chapman function were evaluated but that of Swider (1964) as quoted by

Banks and Kockarts(.t973 ) is the one used. For the conditions relevant

to the Aerobee rocket, this formulation (given below) once again differs by

< >;/" from cfr(X, o)

f(X, o) æ ch(X, o) N -XcosO+ tl +X(1 +sinolL' (4.31 )

{tx(l-sino) l4 + ft!'tz)(t-erf tx(l-sìno) )'")

exp t X (l - sin o) I ) (pago 107 of reference)

The optical depth factor proved to be sensitjve to changes in

O. For example, a .8% change in O impì ied a 12% change 'in F.
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Therefore to minim'ise error O is re-evaluated for each determìnation

of F. The algorithm for O allows for the changing geographical

pos'ition of the rocket as well as the change in the local hour angle of

the sun. It is estimated that the final uncertainty ìn F due to

uncertainty'in O is t2%.

Determinatjon of X relies on knowing a set of values for

the scale height. Th'is is achieved by an iterative procedure. A set

of scale heights is assumed, the n(02) are calculated using the

associated F, a new set of scale heights is determjned from these

results, then, F is re-calculated. F is not Very sensjtive to changes

in the scale height. The spread in scale heights impìied by the results

of the various chambers led to an uncertainty in the mean of t 10% and

this only imp'lied an uncertainty of t 1% in F.

In summary, the use of ch(x, o) for the opt'ica1 depth factor

implies a systematic error of < 4% in n(0r). tch(X, O) is greater than

the true opt'ical depth factor by up to 4%, This will result jn an under-

estimation of n(02) by the same amountl. The use of an approximation

to the Chapman function contributes an uncertainty of approximate'ly 
';/"

to the calculat'ion of n(0r). The evaluation of the approx'imation adds

further uncertainty. The use of a constant zenith angle for SLl005

and SLl207 'impl'ies uncertainties of 1 .0% and 1 .3% respective'ly,

while uncertainties in O and H imply an uncertainty of 3% in the

opt'ical depth factor calculated for the Aerobee rocket.

4.4 THREE PO SSIBLE METHODOLOGIES BASED ON THE USE OF THE

BEER.LAI4BERT LAW

4 .4 .1 I ntroductì on

Equat'ion 4.10 and 4..l4 are the basic forms of the Beer-Lambert.

Law used in the present work. These are re-stated below:
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F
dI
dz

(4. t 0)

(4.r4)
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.

(4,32)

I(z) I(z + nz) e
- (F . o=." ( z ) . ru . ¡z )

F and or..(z) are common to both and have already been considered.

Two of the methodologies to be discussed (Sections 4.4.2 and 4.4.3) used

the differential form, equatìon 4.10, and the difference between them

lies in their evaluation of l.åå' while the third used the integral

form (Section 4.4.4.). All three are discussed in detail. Examples of

data are drawn from the pìots of Chapter 5 and not reproduced in this

Chapter.

4.4.2 Hand-Drawn Curves

I is the ion chamber signal. Use of actual data points will,

however, unnecessarily introduce noise into the derived n(0r) profile,

princ'ipally because of the noise in the te'lemetry ( x 25 mV ). The

simplest way to obtain a'smoother set of values that can be used in 4.10

is to plot the data points, draw by hand a curve (the extinction curve)

through them, and to read the requìred values of this curve. Calling

these values t, l.ål is substituted for in the follow'ing manner.

ldIT.E
S(z + Az) - S(z - ¡z)

2Lz

AS

zrEr-M

Eval uation of S(z) must take into account the amp'l'if ier offsets

at the t'ime of f'l'ight. These can usually be read stra'ight from the plot

of the raw data, and, 'if required statistical jnformation can be obtained
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by looking at the spread in the received sìgnal that occurs before the

chamber beg'ins to respond to 'incjdent radìat'ion. The value of Sro*

must be known to allow i(z) (i(z) = S(z)/S*o*) to be found and

consequentìy used to ascertain the appropriate value of o... (Section

4.2) for equation 4.10. Provided the rocket obtains a height well above

the absorbìng'layer, S*o* can norma]]y be read straight from the pìot

of the data or evaluated by averag'ing the signa'l at these heights over a

period of seconds.

Drawing the curves by hand automatically smoothes out srnall

scale fluctuations such as the scatter caused by the telemetry, but,with

care, larger fluctuations representjng possìble atmospheric structure will

not be removed. The method has the advantage of being suitable for both

good and poor data. Computer-drawn plots of all the raw data received

from the rocket experìments are g'iven in Chapter 5. Figures 5.6 and 5.7

ìllustrate c'learly the extremes of quality jn the data obtained. l,Jhile

it is obvious that the method could be applied to the data of Figure 5.6,

it is equally clear that desp'ite the noise an extinct'ion curve can be

discerned in the data of F'igure 5.7. It is quite easily drawn in by hand.

The visual display allows a quick assessment of the data. For

example, Fìgure 5.20 shows clearly the changing sensitiv'ity of the fl'iSht

chamber SX 7 and indicates imnlecljately that care must be observed when

analysis of this chamber is undertaken. The suitabjl'ity of some

technjques that m'ight be adopted can also be assessed. For examp'le, jt is

seen immediately from the plot of the QT 204 downleg (Figure 5.7) that

attempts to find S** by averaging the s'igna'l observed during the time

the rocket was above the absorbing layer would gìve Sro* a value
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systemati cal 'ly above the easì'ly recogni zed I evel i n the pl ot. In

addition, the standard dev'iation,which would have to be associated with

the mean would be disproportionately 1arge, because of the noise spikes.

S for thjs clramber, was, therefore, not found by averaging signal
MAX

levels.

The major disadvantage of the method is the lack of formal

information about the uncerta'inty or error assoc'iated with the results.

Data quality permittingi the mean and standard deviatÍon of both offset

and S** can somet'imes be determined, but information of this type

could not be obtained for the vaiues read off the extinction curve'itself.

Averag'ing is not val'id because of the rapidly changing value for the flux

incident on the ion chamber as the rocket moves up through the absorbing

layer. However, each data point is åssociated with an uncertainty of

t 25 mV (6 S), because of the te'lemetry, and the suitability of assigning

the same uncertainty to the po'ints read from the graph was investìgated.

Assigning ô S to S(z) leads to apparent uncertainties of 100%

or greater in AS at the extreme ends of the extinction curve. If Lz,

the height interval ,is increased so that AS rema'ins large compared with

ô S, informatjon about possible structure is lost.

In the present work this was consjdered unavojdable and initial'ly

Lz WaS as ìarge as 4 kms. It was found,however, that for most data,

varying Âz from 2-4 kms had very little effect. The scatter jn the

derived n(02) remained the same although the apparent error in 
^S

was approximately halved. This supported the hypothesis that the smoothing

impl'iedby the hand-drawn curve invalidated the use of the 25 mV telemetry

noise as an estjrnation of the uncertainty in the data.
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It is considered that the only true estimation of the

uncertainty in the number densities obtajned'in thjs way would come

from the statistical variation in the results of several chambers. The

discussion of the extent to which this type of information was available

in the present work is left to Chapter 6.

Therefore in summary, the use of this techn'ique 'involves the

following stePs :

(a) ìarge scale pìots of the raw data are drawn by

a compute.r,

(b),a smooth curve'is drawn by hand through the poìnts'

(c) S is read off this curve at l-" km or I km intervals,

(d) EdI i s eval uated us'ing equat'ion 4.32,

(e) if possible the ampìifier offsets and S --- are

read off each curve.

Where, as in sonle uplegs - for example - the upleg of QT I on Skylark

SLl207 (F'igure 5.13) - this is not possible, it'is assumed that the

amplifier offsets read off the downleg curve apply for the whole f'l'ight.

4.4.3 The Use of ble'iqhted Differences

The inabjlity of the method described in Section 4.4.2 to

generate appropriate error information led to the development of a second

methodology. This approach to the data relies on the use of averaged

weighted differences to determ'ine åå

The ìnitial step involves choosing a specific, but arbitrary,

jnterval of a number of consecutive points, dividing the data into these

I
T
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intervals, and for each interval calculat'ing the mean (4) and

standard deviation ( o
Y¡ )* of the points that make up the interval.

Then in any one interval if a data point doesn't match the criterion

yk - tono . Yk . it + toro

it is rejected. The choice of the number of points was not complete'ly

arb'itrary. It was found that if the number chosen impfied too great

an interval, then the genuine changes in Y¡ led to a large o and
Y¡

the criterion adopted failed to filter out noise spikes. The use of l0

points proved satÍsfactorY.

Application of the above is followed by a re-calculatjon of

the mean (4) and the adoption of a new criterion

vtv¿ 2o'
Y¡ Y¡ + 2o'

J¡

where o' is the standard deviation associated w'ith y':.. Thìs removesYYrrsru "yk - -K

most no'ise sp'ikes in the data and is prefemed because the remain'ing Y¡

are unmodified by the technìque. Thjs smoothed data set shall be referred

to as ym.

The next step'is the generation of po'ints at equa'l1y spaced

height intervals. This is achjeved by the following. At some he'ight'

Zg )
i

. " *r tr (4.33)Yo = -->Iil-
i -"m

Where the summation is taken over the whole data set ym

the weight'ing functjon given bY

and *'n 1S

* 
Notu that jn this section o"o*oru".* impìies the Gaussian

standard deviation of that parameter. Because absorption
cross-sections are not d'iscussed in this section there is
no conf I 'ict of notat'ion .
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*m

x'
m

zm' zoi

ôzr
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(4.34)

(4.35)

where ,^ is the he'ight of the point ym and 6zr is the resolutjon'

(this wjll be djscussed in more detail later). In practice to restrict

the summation to a more realistic average and to reduce computing time

Xm 'is given the range - 2.5 ( x, ( 2.5, and no data point, J*, is

considered if its corresponding *, falls outside the range.

The sl ope at zs (i.e. dI
M) is generated in a similar

i
manner

>W
n

gn

9o )w I

n

(4.36)

(4 .37 )

(4.38)

I

where gn is either given bY

gn = (Yo Yo
(n-l )

)llzo (Case I )
n

with a corresponding weíght function of

x2
n

w
r-g

n

or alternatjvelY, around the Point

Vo Vo
1 n*in

(2, , yo ) of the previous steP
ii

(Case 2) (4.39)o=- l,ì h Zs
1

where the yo are also the weighted values of the previous step and

n

hn the altitude of Yo
n

For Case 2 the weighting funct'ion at n=j must equal 0. A

suitable weightìng function is gìven by differentiating 4.38 i.e. wn

becomes

e (4 .40 )

n

*n'
2x

nn
W

Figures 4.'l'l and 4..l2 show sketches of the meaning of the different gn



t_
I

I

Yo4i(

l've¡
ht
Fu
I

I

tng

nction
I

I

I

Fis 4.11 Case I : the gradient at (zo 
i,Yo i )

is the weighted mean of the individual
gradients between each pa'ir of points.
The weight'ing function shows the
weighting for each gradient.



t_
I

I

I

Yo

I

I

I

I

I

I

I

I

I

l
l
I

I

I

tin
ir,

We hg I
n c tion

I

I

I

Fig. 4.12 Case 2: the gradient at (zo i ,Yo i )

is the weighted mean of the gradients
between eaðh Poi nt and (zo i ,Yo i ) .
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Also shown is a sketch of their assumed weighting function.

A variation of Case 2 nay also be considered (Figure 4..l3).

Yo i+n -Vo (Case 3)gn

where A

between Yo
i

2n Lzo

and yo

hn

ahn

and the weighting w'i1l depend on the distance

(i+n)

For Case l, 2 and 3, the errors associated w'ith 9o are

No ) wn' (gn - go)'
ogo (No-l) ) *n'

(4.41 )

where No is the actual number of points used in the summation.

ôzr was introduced as the resolution of Yo
'in equation

ì
4.35.

i.e. *m = #
The chosen criterion for the cho'ice of ôzr was the desire for the

normalized weighting functìons of two adjacent points to intersect at

w1 = w2 - '5

The dìstance Lzo between the points is fixed by the data and in the

present work the smallest Lzo that could be considered is .25 kms.

At the point of intersection

z* = Zo +taAzsmi
and

z -Zo
t* m 't Lzo

2ö21ôzr

Lzo
e 262¡ , =Þz

Tak'ing the natural logarithm of both sides
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Lzo
262¡

u

) =9'n2

6z Lzo/2 \f Le

Then i f Lz¡ equa'l s .25 kms

.15 kms.

ôx

x"
e (4x'-2)=o

(4.42)

ôzr

It is easily shown that the use of ôzr 'is, however,

'inappropriate for the weìghting function of gn- If Case 2 is

considered, the weighting funct'ion'is gìven by equation 4.40. Therefore

the maximum weighting w'i1'l occur at

( - zxe-x' )
=0ô

x=* I

\fz
7s 'zs

n 1but for gn Xn =
ôzr

Tak'ing Lzo =.25 kms again, and w'ith ôzr = .15 the maximum weightìng

will occur at x = .106 kms, j.e. .106 kms away from 70., but the
1

first poìnt occurs .25 kms away and a qu'ick sketch (Figure 4.14) will

show the unsuitability of the weighting inferred by ôzr = .'l5.

^n'

Therefore

i s defi ned as

*n' is used in the weighting function for gni

Zs -z¡
nxl

n 6zz
(4 .43 )

6zz is used to generate the smoothing of 9o

the maximum weighting 'is required for points

ôzr = 2x.25/)- x.J
,/z

desired. If, for example,

Z\zo away, i.e. gz.

kms



Fi g. 4.14 If the resolution is
too smal I , wei ghting
occurs in the wings of
the weighting function
as illustrated by the
shaded area above.
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i.e. the smoothing for go is significantly greater than that for

Yo.

'The method of weighted djfferences can only be used wìth

smooth data. Th'is prerequisite..Ís a limitation and prevents applicat'ion of

the technique to many of the ext'inctjon curves given ìn Chap'ber 5 e.g.

Figs. 5.7, 5.10 and 5.25. However, data like the extinctìon curve for

QT204 upìeg (Fig 5.6) is suitable and the analysis of this chamber's

results is presented to illustrate the method.

Calculations were carried out for Lzo = .25 kms, .5 kms and

I km. Therefore, ôZr and 6zz were as given in Table 4.6. 6zz was

generated by the criterion that gz should be the most significant.

Values are given in km.

TABLE 4.6

Lzo ôzr 6zz

.25

.5

t.0

.15

.3

.6

ì

7

4

I2

The n(02) profile obta'ined with Lzo = .25 kms 'is given in Fig.4.l5,

with Lzo = .5 kms in Fig. 4.16 and with Lzo = I km in Fig 4.17.

Although the values are plotted I km apart, the resolution of the

graphs wil'l be the corresponding 6zz g'iven in Table 4.6, the g'iven value

being at the midpoint of that interval.

All three profiles show scatter. Figs.4.l5,4.l6 and 4.17 were

generated by first us'ing 4.39 to generate gni and the altitude at which

the scatter becomes apparent, ll9 kms,129 kms and 137 kms respectively,
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corresponds well with the altitude at which |tolr*r¡ - Vo

than or approximately equal to the te]emetry uncertainty

correspondence to lYo v I rather than lyo

160.

I becomes I ess

ôS. The

Yo I is
1

i

0

(i+z) i (i+l)

not unexpected since the max'imum wejghting in the generatìon of 90,
1

(Equat'ion 4.36) 'is given to 9z (Equation 4.39). This result wouìd

suggest that the altitude resolution is limited by the telemetry uncertainty.

The start of the scatter is pronounced and clearly indicates

where the vjabjlity of the adopted resolution ends, but an expression

(Equation 4.41) was given for estimating the uncertainty ( ono )

associated with a particular evaluation of gs¡ ôr'ìd the magn'itude of ogo

is also of interest.

A'lthough this magnitude shows great variation there are several

genera'l observations that can be made. These are

(l ) uncertainties below the altitude where scatter

becomes pronounced are on average considerably 'less

than those above this alt'itude'

(2) uncertajnties associated with 9o at the upper

I imi t of the ext'inct'ion curve, on average, decrease

as the resolution decreases. For example, at zo =

157 kms' og 
o 

o 67% for Lzo = I km' while for Lzo =

.5 kms , - l0O% at this same altitude,

(3) at some altitudes a decrease in resolut'ion may

i ncrease ogo . For exampl e, at zo = 105 kms 
I 

ogo

for Lzo = .25 kms, .5 kms and I km equaì s 5'7%, 8'6%

and I 3.2% resPectivelY.

These genera'l observations may be seen graphical]y by referning

to Figures 4.15, 4.16 and 4.17, v¡here the uncertainty aris'ing

ogo
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from the uncertainty ih 9o (the uncertainty in n(02) discussed in

Sections 4.2 and 4.3 is for the moment ignored) is indicated at several

different heights.

points (l) and (2) are consistent with the appearance of the

data. However, the increase in the magnitude of ogo w'ith a decrease

in resolution prompted further investigation into the s'ignificance of

o and ì ts cal cul ated magn'itude.
9o

o^ (Equation 4.4.l ) is a wejghted estirnate of the uncerta'inty
9o

assoc'iated with go. The weighting function, *n" in combjnatjon with

the resolution 6¡.'r, ìn effect, defines the smoothing being carried out

in obtain'ing'go, but it was found that ogo was much more sensìtive to

the choice of these parameters than go itself. In fact, calculat'ions

involv.ing d'ifferent *n' and dìfferent altitude resolutions led to the

conclusion that the magnitude of og, not only reflected the uncertainty

in the data, but also the sujtabifity of the chosen we'ightìng function

and the resolution.

This 'is consistent w'ith the observation that a decrease in

resolutÍon could increase the uncertainty associated wjth 90. A decrease

in resolut'ion is equ'ivalent to an'increase in smoothing and the gn are

calculated over much larger djstances. If the slope of the curve'is

changing quickly, genuine systematic changes in 9n will enhance ogo

It was found that the smoothing adopted had to be a compromise between

averaging out pureìy statistical fluctuations and enhancing ogo because

of these genuine changes in gn. Although there were except'ions at a few

altitudes the compromjse 'imp'lied using a gradually decreasjng resolut'ion

as the al ti tude i ncreased.
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The results are not given graphically, but the data was also

anaìyzed using Lzo = 2 kms. using the methods already outlined in

this section to calculate Yo, and then 90, the resolut'ion of the fjnal

profile was 5.6 knrs and the go were calculated over djstances as large

as 14 kms. The calculated values of ogo were cons'istent wjth the

above results. At the lower altjtudes genuine variation in gn led to a

o some 3 or 4 times greater than that for Lzo = .25 kms, while, at
9o

the higher a'ltitudes, where stat'istical fluctuations dominated, the

increased smoothinq led to u ogo that was smaller than those calculated

for the other, sPacings.

In summary, åå (ì.e. 9o) can be calculated by the method of

weighted djfferences provided the data is smooth and continuous. An

estimate of the uncertaintY ( assoc'iated w'ith the eval uation of

go at any height, can be made,but the o wjll reflect, not onlY the
9o

uncertainty of the data but also the suitab'i1ity of the chosen resolution'

4,4.4 Curve Fittinq and the Method of Maximum Likel ihood

As well as drawing,by hand,a ljne of best fjt through the

data po.ints, an attempt was made to find a mathematical functjon whjch

described the extinction curve of the 'ion chamber. Polynominals were

found which appeared to fit most of the data well but thejr usefulness

was lim.ited by their inab'i1ity to descrìbe the rapid changes in slope seen

at the upper and lower limits of the data. It may have been possible to

bujld up composite curves of poiynomìnals which did adequate'l.y describe

the data, but since the absorpt'ion is expected to be exponent'ial jt was

considered more realistic to fit an exponential or a series of exponent'ia1s.

ogo
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A technique was developed rvhereby the molecular oxygen dens'ity

was used as a fitting parameter for an exponential of the form

-bax'' (4.44)Vi=ae

where a = the injtjal signal at he'ight h; Ati = distance from h

measured downwards (see Figure 4.lB);

b o .FEFFN
(4.45)

N

F

molecular oxygen density at height h,

op3ical depth factor,

= effective absorption cross-section
for the chamber at height h.

o
EFF

Problems with notat'ion arise. However, in the fo11owìng, o

with the subscript EFF (i.e. or..) represents the effect'ive

absorpt'ion cross-section of the chamber, o ulith any other subscrìpt'

i.e. o" , represents the statistical uncertainty of the parameter

identified bY the subscniPt.

No attempt was made to find one set of parameters (a, b) which

described all the data points. Hold'ing N and o."" constant this

would not have been possible. Equation 4.44 was fitted to 30 data poìnts

at a time. This was a compromìse between the need for adequate

statistjcs and the desire for a useful hejght resolution. 30 data points

corresponded to an interval of approximately ì to l% kms.

To fit the exponentÍal to the data the nrethod of maxjmum

2

likelihood is aclopted. j.e. Ch'i-squared (X ) is minimized. For an

exponent'ial of the form gi ven i n 4 -44 .

-bAx
2

X

n lYi -ae l
'l=l

(4.46)
o2
Yi

'l
2



h

Àxi

h

0<Ax¡(h- h'

Basi c assumpt'ions for method
of maximum likelihood.

Fig 4.'lB



164.

For the purposes of this analysis the uncertainty'in a1l yt'

taken to be equ'ivalent. ; is a minimum and the coefficients

b are opt'imal at

0

where f is the right hand side of 4' 46 Taking ú

âf
¡;

af
ã6-

orr' 'rs

a and

(4.47)

(4.48)

(4.4e)

(4.50)

(4.51 )

o
vv I 2

g
Ys

=Q- = constant, 4.47 leads to
Yi

-bAx -bAxil[-e jl=Q

The magnitude of b A x., ranges frorn l0-2 to l0-4. Therefore the

approximatìon et = I + t can be used and (4.48) and (4.4g) become

-bAx [ + ae b a xt. a^i ] = o
Lrv'l il

na - >yi - Zab" A *i + b Ð À xiYi = 0.

and > A xiYi - b >À xi'Vi - a Ð A xt

+2ab>^x =Q
1

respectively. Therefore, two equations are generated which contain

a and b and sol utions for a and b may be found.

The numerical calculations Were carried out on a computen.

The program used,and the method jtself,were tested by finding a and b

for a real function which had been used to generate Ji from a g'iven

set of xi. The test function was

Yi = 2.00 "- 
(2'9 x l0-')l xt

The constants were chosen to approximate values that would

occurif the method was applied to rocket flight data.

a



From 4.45 it is clear that n(02) is derjved from the

val ue of b . Any uncerta'i nty i n the eval uati on of b w'il I add to

the uncertainty jn the derived n(02). The test program suggested that

errors in b would be of the order of 3rr%. However, this was only

f'or one specific choice of b and the error was expected to vary.

Therefore the uncertainty in b is calculated for each value of b.

I 65.

Ðb.
o,2 - >=+ a,2"oj - " uv.' "i (4.54)

Figure 4.19 shows the results obtained from the data of Fjg 5.6.

produces reasonable behav'iour in the calculated errors.
j

(4.s2)orr'ab
ã=¡

sro,' =
D

In.itial'ly, o,r. was taken to be constant and equa'l to the
,l

uncertajnty 'in the te'lemetry. + was determjned by manipulation of
oyi

(4.50) and (4.51). The errors generated by this approach were too

ì arge.

The uncertaìnty for each interval is,therefore,est'imated by

look.ing at the way the data devjates from the theoretical expression

calculated for that height 'intervaì.

i .e. o j' = # "(n. - u j. u, n x, )' (4.53)

where the subscript j denotes a particular he'ight interval and n is

the number of data points in the interval. The uncertainty in b becomes

Use of ob

They show a steady increase as the real change Ín s'ignal over the 30 point

jnterval ('i .e. the change in the signal dud to changing 'incident flux

levels) approaches the te]emetry uncerta'inty ôS. It can be seen also

that they are larger than the 3rr% predicted by the test program. If a
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smaller interval is chosen , ê.9. 10 pts. the errors increase, as

would be expected,from the poorer stat'istics impf ied.

As wjth the other techniques discussed, the method of maximum

likel'ihood has both advantages and disadvantages. The maior advantage

is the abjlity to extract error information from the data. Not on'ly d'id

o, indicate the uncertainty in the derived n(02) that arose from
oj

the ana'lysis method, but'inference could be drawn from the behaviour of

ob.. Statistically ob, would be expected to vary slowly from jnterval
-JJ

to 'interval . If 9¡- varied strong'ly this could be 'indicative of'Dj
atmospheric structurã and such behaviour would clearly delineate reg'ions

where closer nlore careful analysis was warranted. Against the technìque

was the fact that,as with the method of weighted differences,the technìque

could not be appl'ied to poor quality data, (figure 5.7), or intermittant

data, (figure 5.25), or the data from the spectrophotometer, (figure 5.10).

4.5 CHOICE OF METHODOLOGY

Three techn'iques for f i nd'ing å: have been descri bed . I t

was pointed out in sectjons 4.4.3 and 4.4.4 that neither the method of

maximum likelihood nor the method of weighted differences cottld be used

on poor quality or intermittant data. Th'is contrasted with the capability,

stated in Section 4.4.2, of the method of hand-drawn curves to handle all

the data obtained in this research program. (see Chapter 5).

It is obvious, therefore,'if only one method is to be used

it must be that outlined in Section 4.4.2. However, in view of the

error information that can be obtained from both of the other techniques'

it was decjded to investigate whether or not it was valid to compare
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number densities determined by different techn'iques. If this was so

then the use of the hand-drawn curves technique could be restricted to

the data that could not be handled by the other two methods.

The data, from several QT and SX ion chambers' was anaìyzed

using each of the techn'iques. An example of the results for a QT

chambelis g'iven in F'igure 4.20, whjle F'igure 4.2'l d'isplays the results

from an SX chamber. The height resolution for all techniques is simììar,

approximately I - 2 kms. The fì'ight data from which the n(0r) were

derjved.is given'in Figure 5.6 and Figure 5.18. several features are

immedi ately aPParent. These are: -

(l ) over the m'iddle section of the profiles the

number densities determined by each method are sim'ilar,

(2) at the lower altitude limit the results from

themethodofmaximumlikelihoodappeartod.iffer

systematical'ly from the other two profiles'

(3) and at the upper altitude Iimit alI profiles

show scatter, wjth the scatter being the most

pronounced for the method of max'imum likel'ihood'

The djscrepancy between the n(02) profile from the method

of maximum I i kel i hood and that from the method of hand-drawn curves

immediately suggests that comparison between data analyzed by these two

d.ifferent methods would be invalid. As to which method should be used

to give the better estimate of the atmospheric 0z densities at the

time of measurement, it is consjdered that the method of maximum

likelihood cannot be regarded as reliable and should not be used'

The rationale behind this conclusion follows.
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Apart from the pronounced scatter, seen at the h'igher

altitudes and suggest'ing an extrenre sensitiv'ity to statistical

fluctuation in the clata, it was found, on further invest'igation, that

the number density obtained depended on the resolution chosen. At the

lower altjtude I imit, for example, f itting the exponent'ia'l to data from

a smaller hejght range (1-, kms rather than l% kms) gave a mean n(02)

well in excess of those shown on the graphs and very close to the other

two prof i 1es . The densi ti es ol¡ta j ned were d'if ferent agai n when a 2>" kn

interval was used.

Th'is dependence could have been tolerated jf some valid
,

cr.iterion for choosing the appropriate interval had been found. However,

even the uncerta'inty associated with. the number density cou'ld not be used

to select the interval. In the above example, the uncerta'inty associated

wjth the number density derived from fitting the exponentia'l to a smaller

interval, was larger, because of the poorer stat'ist'ics afforded by fewer

data points, yet the results appeared to be more satisfactory' The method

of maximum likelihood was not considered any further.

In contrast to the method iust discussed, the n(0r) from the

method of weighted means shows close agreement with the n(0r) from

the method of hand-drawn curves over most of the altjtude range covered

in F.igures 4.20 and 4.21 , Nor does the choice of resolution s'ign'ificantly

affect the de¡ived n(02) as long as the chosen resolution does not

exceed the qua'ljty of the data. However, at t.he upper limits of both

profiìes illustrated, the n(0r) profile displays an osci'l'latory pattern

which is not duplicated in the n(gr) profile derived from the hand-

drawn curves. Th1s makes comparison betleen profiles from the two

different methods suspect, but the more important question rajsed was
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whether or not the oscjllat'ions represented genu'ine atmospheric condit'ions

at the time of the measurement.

These oscillations have already been interpreted in Section

4.4.3, as signal'ling the point where the data could no longer support

the chosen resolution and they are considered an art'ifact of the method.

A more careful appra'isal confirms this conclus'ion.

If the oscillations represented genuine atmospheric structure'

the n(gr) profile derived, at the same resolution, from two different

chambers flown on the same rocket, would be expected to behave in a

similar manner. However, it is found that while the data from one

chamber may lead to an osc'illatory n(Or) profile, at the same height'

the data from the second chamber may pred'ict a smoothly vary'ing profile.

For each resolution adopted,the occurrence or otherwise of oscillatìons

in the n(02) profile derived from either of the ion chambers depends,

as was stressed in Section 4.4.3, on the relative magnìtudes of lyo. -. - 'Yo
(i+2)

and ôS, the telemetry uncerta'inty. It does not correlate with a

particular altitude as would be expected'if it were a genuine atmospheric

phenomenon.

Figure 4.22 shows a composite profile determined by the method

of weighted differences. The densities are plotted at I or 2 km

jntervals, but the resolution alters, as indicated on the graph, from

.7 kms to 2.8 kms. The resolution is gradually decreased, with

jncreasing altitude, in order to min'imise' the uncertainty (restricted to

o - Sect'ion 4.4.3) associated with the number density given' This
9o

uncertainty is givôn as error bars on the graph. The uncertainties

discussed in 4.2 and 4.3 are not included since they affect all profiles

1
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in the same way and the only purpose of 4.22 is to enable comparison

between this profile and the second one drawn on the figure. The

second profile was obta'ined by the method of hand-drawn curves.

Statjstical'ly the profiles cannot be said to disagree, since

for the most part the n(gr) derived from the method of hand-drawn

curves lies withjn the possible spread of values of the n(Qr) from the

method of we'ighted differences. Over most of the profile, there is no

crite¡ion which can be used to suggest which of the two values of n(Or),

i.e. the mean value from the method of weighted differences or that from

the method of hand-drawn curves,'is the better estimate of the

atmospherìc n(0r). However, manipulation of *n' and 6zz (see

Section 4.4.3) at the upper alt'itude. l'imit suggested that the degree of

smoothing required to remove the oscjllation observed at these altitudes'

even when Azo= I km (f igure 4.17), systematical'ly enhanced n(0r).

Because of thís,and because the error information gained

appeared to reflect the method of analysis as much as the genuìne

uncertainty in the data, jt was considered more advantageous to adopt a

method which, a'lthough it could not provide emor informat'ion for a s'ing1e

curve, could be used on all the ava'ilable data. This would prevent

comparisons being made uncertain by possible systematic d'ifferences jn

the analysis methods.

Accordingly, all the data was analyzed by the method of hand-

drawn curves outl ìned i n 4.4.2.

4 6 SUMMARY OF UNCERTA INTY IN MOLECULAR OXYGEN PROFILL.

ARISING FROM METHODOLOGY

It has already been stated that information about the likely

uncertainty of + åå derived from a hand-drawn curve is not available

from a single curve and that statistical information can only be obtained
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by considering several curves and theirimpl ied densities. This work is

included in Chapter 6. However, in this chapter uncertainties arising

from the use of the effective absorption cross-section and the optìca]

depth factor have been discussed. Table 4.7 summarizes the magn'itudes

of the uncerta'inties and possibìe systematic errors associated with these

factors.

It was shown in Secti on 4.2.6. that large scale systematic

differences could arise in the Lcx, results if the other wavelengths

were ignored. Since correction factors were used these are not put in

the table. However, the extra uncertajnty which appeared'in the mean of

the molecular oxygen densities derived from the Lcr chambers is

íncluded. Although Table 4.5 shows other absorber contributions to the

absorpt'ion of Lcr, of up to 53% and o"..(Àt, Àz) caì culated for an

0z/H2O atmosphere showed an enhancement that reached 37% by 112 kms,

these are not ljsted in Table 4.7. Use of these figures place the derived

n(gr) below that independently obta'ined by the QT chambers and it is

considered these values are unrealistic (see Chapter B for further

discussjon on water vapour profi'le). The figures quoted are based on a

water vapour concentration of 3 ppm (Hall , 1972) and the N0 density

profile of Trinks et aL (l97Bb).

The systematic error is quoted such that a negat'ive value

'imp] 'ies a under-estimation of n(0r) .
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TABLE 4.7 SUMMARY OF TH E UNCERTAINTIES AND POSSIBLE SYSTEMATIC

RRORS ASSOCIATED !JITH ION CHAMBER*E

RO CKET CHAMBER UNCERTAI NTY POSS I B LE

SYSTEMATI C

ERROR

sL I 005

sL 1207

AEROBEE

I 3.1 23IS

QT

SX

Spectrometer

QTl
(special case
see 4 ,2.5)

SX

LN0/MN0

QT

SX

t 12.8%

t 7.5%

t 7.5%

t 23%

t8%

t 29%

x 14.8%

t 8.5%

- 16%

8%

B%

- 16%

B%

<+5% at
90 kms

< 10% at
ll0 kms

- 16%

8%

*Recent laboratory measurements by A.J. Blake (private commun'ication)

confirms that the possible systemat'ic error in o=.. for SX chambers

ar.ising from Temp. dependence of absorption cross-section will be no

more than the 4% allowed forin the table.
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CHAPTER FIVE

THE ROCKET EXPERIMENTS

This Chapter describes the rocket-borne experiments used

to measure molecular oxygen densities in the altitude region 80 kms

to .l70 kms. The d'iscussion includes tabulation of relevant launch

parameters; brief descriptions of the rockets and the environment they

provided for the experiments; descript'ions of the experiments

themselves and presentatìon of the data. The data, which,apart from

the removal of some noise spikes,is the raw data received at the ground

station, is presented as signal us altjtude curves. Some discussion on

the quality of the data is entered into.

Some mentjon is also made of the airg]ow photometer experiments

(Section 1.3.3). The experjments are ful'ly described in Chapter 7 but

comments specifically connected with their rocket environment and their

fììght performance are included here for convenience.

5.1 SUMMARY OF ROCKET FLIGHTS

Three separate experìments were flown on three separate rockets

during the current research program. All three rockets have been named

previously. They were the Skylark rockets SLl005 and SLl207 and the

Aerobee rocket, Aerobee 13...l23IS. Table 5.1 tabulates the relevant launch

and flight Parameters.

5.2 THE SKYLARK ROCKETS

5 .2.1 The Vehicle

The fjrst two molecular oxygen experiments were flown on

Sky'lark rockets. Thjs section briefly describes these rockets and the
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SOLAR ZENITH
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84. d
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TrME (UT)

00.00

01.03
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(21 .2.77 )

Fi RI NG

TrME (L0CAL)

9"20 CST

10.33 csT

6.36 CST
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22.2.77
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environment theY Provided.

5.2.t.1 General Description

The Skylark rocket was designed and built for an upper

atmosphere research programme that began jn the International

Geophysical Year I 957/1958. It was designed spec'ifically to enable

scientific groups to build and work on their experiments ìndependently

of other groups in a multi-experimenta'l payìoad.

The gener.aì configuration of the veh'icle js as shown in

Diagram 5.1(a). It was a two stage solid fuel rocket with a 44 cm

diameter payìoad sect'ion. The inl;tial thrust was provided by a booster

stage. This burnt for about 4 secs. and lifted the rocket to a he'ight

of 1.5 kms to 2 kms. A more sustaìned thrust was provided by the second/

sustainer stage, which was ignited approx'imately six seconds after launch

and burnt for about 30 seconds. To g'ive the rocket stabi'lity duping

this early powered part of the fl'ight, it was spun up to a rate of

approximately 3.5 revs/sec. This was achieved by using a small motor

fitted with lateral jets and sited between the booster motor and the

sustainer stage. It was ignited at launch and burnt for about 4 secs.

The pay'load or head section consjsted of a number of cast

magnesium alìoy body sections manacle-clamped together. The size, type

and number of body sections used was determined by the requìrements of

the individual experimenter and by weight and stability consideratìons.

This section was then clamped to the sustainer motor with another manacle

ring. If pay'load recovery was requ'ired explosjve bolts were fitted to

the ring. I¡lhen triggered they allowed 3 spring-powered piungers to

operate. These plungers were capable of thrusting the pay'load away from

the motor at a rate of 1'2 n/s.
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The internal d'iameter of the body sections and therefore

the space avaìlable foLinstrunlentation was 39 cms. The body sections

came ìn standard heights but if an experiment was too high to be

acconlmodated in a standard bay, two or more could be bolted together'

Transverse bulkheads, which could be fitted between body sectjons,

provided the p'latform on to which the experiments were bolted' If

requ.ired, special bulkheads were available which would pressure seal an

experiment.

Apart frorn the experiments the head section of the rocket

contained several standard instrumentation packages' Power for the

experiments was provided by a ZBVpower supply capable of giving l5 amps

for l0 rninutes. Detector signals were telemetred back to the ground

station by two E.M.I. type 465 senders. The rocket also carried a

doppler transducer to provide velocity information for the tracking

station and instrumentation such as roll rate gyroscopes to evaluate

vehjcle performance. Another standard piece of instrumentation was the

f1ìght program unit. In this unit specially made cams were used to

mechan.ically trìgger puìses that would camy out such in-fl ight functions

,as turn'ing experiments on and off .

The skylark rockets sll005 and sll207 had two other

features:

(i) the rockets were attitudd controlled;

i.e.thedirectionoflookcouldbeadjustedtoan

experimenter's needs atrd maintained throughout flight'

(ii) pay'load recovery was possible;

These features did however, carry penalties'

A bay was required for the att'itude control unit instrumentation.

Dur.ing f'light attitude control was achieved by using jets of high pressure
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dry nitrogen. Therefore high pressure cylinders had to be carried

and these were both weighty and bu'lky. Before the look direction could

be adjusted the rocket had to be despun. This impìied fitting a despin

unit. Payload recovery meant a parachute had to be carried and this

irnp'l'ied another large and heavy bay.

Stabiìity cou'ld not be maintained if the head section became

too 'long. Therefore the addjtion of the above bays restricted the space

available for expeniments. The relative space occupied by.experiments

and support systems can be seen in Figure 5.1(b). The extra weight of

the bays reduced the apogee height that couìd be obtained.

In U'otn rockets these penalties were carried by the secondary

experiments and had a major effect on the design and performance of the

experi ments.

5.2.1 .2 The Envi ronment

The environment provided by the Skyìark rocket was moderate in

temperature, pressure and acceleration. Maximum expected longitudinal

acceleration was l5g about 35 secs. after take-off. Vibrations were

normally in the range 20 Hz-Z kïz with a maximum acceleration in the

lateral and thrust axis of less than .69 rms. The internal lagg'ing of

the rocket was designed to keep experimental temperatures below 60'C.

Thermistors flown on SLl207 indicated experimental temperatures were

well below this and in fact remained within 10" of launch temperature

throughout the flìght. If it was necessary to pressure seal an experiment

the specification met for the sealing was a leakage rate of no more than

I lb/sq. in/hr.
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5 .2.2 SL 
.1005

5 .2.2.1 The Experiments

The Adeìaide University experimental package had to share a

bay with the sun sensor of the attitude control unit (ACU) and

instrumentation flown for the U.K. Meteorolog'ical 0ffice. Thìs locat'ion

severely restricted the possible size of the package, fìg 5.2a. Therefore only

four experiments were frown. Each had comparat'ivery simpre instrumentation

and el ectroni c hardward. The experiments tiJere:

(a) two experiments to measure molecular oxygen'

(i) 3 ion chambers, I SX and 2 QT

(ii ) the spectrophotometer designed to

simulate an SX chamber

(b) 2 X-ray proportional counters to measure the

total density profile (Bibbo, 1977) '

(c)Aphotometer(ChapterT)tomeasurethezenith
intensities of the airglow at À39ì4'4' and

x5577¡^'

A photogr:aph and over'lay showing the location of each experiment is

given in Figure 5.2 b.

t¡,lith the exception of the airglow instrumentatjon the experiments

were designed to v'iew the sun. They were,therefore, mounted so that

their conünon direction of look was paraììel to that of the sun sensor of

the ACU. Accuracy of alignment was achieved by the use of an auto

col I imator.

The photometers (Chapter 7) had to view zenith. The direction

of look was made variable by mounting them in a rotatable block. This

enabled zenith angles up to 45o to be accormodated. However, the block



Fj g. 5.2a Locati on of Experimenta'l
package in SL 1005.
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was manually locked into p'lace and therefore the zenith ang'le at which

the rocket was to be launched had to be decided before the final bu'iìd up

of the head section.

The necessary power rails to the detectors of the photometers

( Z EMI 9734 QNB photomult'ip'liers ) and the spectrophotometer (l EMR

54:l -G-05M-1 4 photomul ti p'l i er ) were suppf ied by DC-DC converters

powered by the 28U power ra'il from the rocket batteries. The ion

chambers were run at 37rN. This was the result of float'ing a l5V

battery on top of the 22>)'t regulated power rail supplied by the vehicle.

Log amplifiers (Analog Devices Inc.. 755p) were used on the

outputs of the'photomu'ltipliers. lllith these set at lV/decade and with

a telemetry range of -3 ¡e +3V signal currents over 5 orders of

magnitude could be accommodated. The linear amplifiers (circuit diagram

Figure 5.3) used for the ion chambers were set at l.l x l0-r0 amps/volt.

The output of the ampìifiers was sampled by the telemetry

sender. The ion chambers and the spectrophotometer each had a sub-

comrutated channel wh'ich imp'lied a sampling rate of 20 times/sec while

each detector of the photometer had a half channel and its output was

sanrpled 40 times/sec.

Unless needed for preflight checks the ion chambers were at all

times kept in a sealed container with activated silicon geì. This

provided protection against possible water vapour contamination. Once the

final build up of the pay'load had been completed the bay housing the

expe¡iment was flushed with a dry gas to ensure continued protection.

Two gases were used. In an attempt to prolong the fife of

the X-ray proport'iona1 counters argon methane was flushed continuously
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through the bay until 2 days before the scheduled launch (Bibbo,1977).

The flushing gas was then changed to dry n'itrogen. A snatch connection

was fitted to the bay and nitrogen flushing was continued until the

I aunch .

The photometers were protected by a l'ight proof, dust proof

cover which was removed just before the final buiìd up.

5 .2.2.2. Pref I i qht Checks

All experìments undepwent preflight checks. For these the

comp'lete instrumentation head of the rocket was built up and the flight

programme unit was run. Power for the experiments was provided by the

vehicle and the data transmitted by the telemetry senders was recorded.

The fol ì ornri ng were checked:

(a) that each experiment was unaffected by the

other experiments the rocket carried

(b) that pu'lses from the flight programme unit,
which in flight wouìd trigger such events as

forward separation and desÞin,had no

detrimental effect on the experiments

(c) that the high tension was switched on and

off at the correct time

(d) that a signa'l from each output was received

through the telemetry sender and that this
signa'l level was as exPected.

Checks (a) to (d) were carried out several times. The last check was

made as the rocket stood on the launcher.
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5.2.2.3 The Fl iqht

sL I 005 performed sati sfactori ìy . Acqui s i ti on on to the

sun to an accuracy of + l' of arc was obtained by 'l24 kms. Thjs

accuracy was maintained until .l00 kms on the downleg of the flight.

The head section was lifted to an apogee of 196 kms at

224.84 sec. after launch and was above 100 kms for approx'imately

290 sec.

With the exceptìon of the experiments described in this thesis

the head section was recovered in good condition. The experiments of

the present wo¡k were ìn an exposed pos'it'ion and suffered damage from

re-entry as well as damage from the impact.

The vehicle was tracked uni tf,. final trajectory ca]culated

to an accuracy of t 20 metres.

5.2.2.4 The Results

The three ion chambers and the spectrophotometer alì yie'lded

data on both the upleg and the downleg sections of the flight. This data

is g'iven in graphica'l form in Figures 5.4 to 5.11. With the exceptÍon

of the removal of some noise spikes from the telemetred upleg sìgnaì,

the data has not been processed. The figures are labelled w'ith the code

name of the ion chamber which produced the sìgna1 and thìs labelling is

uti 1 i zed i n the fo'l 'lowi ng.

The most strik'ing thjng about the data is the severe

degradation in quaìity between the up'leg and the downìeg. The problem

may have been associated with the performance of the telemetry sender but

this is not known. However, aS was pointed out in Section 4.4.2

extinct'ion curves are still easi'ly identified in the downleg data and it
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was possibte to obtain molecular oxygen densities.

The resul ts of QT 203 were restrì cted by the chambers

apparent loss of sensitiv'ity, white those from'the spectrometer would

have been less uncertain had the telemetry sampling rate been faster'

The sample rate of 20 tjmes/sec was not fast enough to a'lways ensure

observation of the maximum signar reached each time the shutter rotated.

The extinction curves (Fìgure 5..l0, 5.ll) are therefore, poor'ly defined'

In contrast the extinction curve of QT 204 is extremely well defined

and in terms of the signal-to-noise ratio is the highest quality data

received throughout the programme.

No rêsults were obtained from the photometers. Lack of space

had prevented baffling being built into these instruments and it is

thought this allowed scattered 1ìght to reach the detectors. They stayed

ìn saturation throughout the flight. The photometers and their signal

leveìs are di'scussed furtherin Chapter 7'

5.2.3 SL 1207

5.2.3.'l The Experiments

Figure 5.12 is a photograph of the experimental package flown

on sL 1207. There were five experiments and these were

(a) four ion chambers (2 sx and 2 QT) to determine

the molecular oxygen density profiìe'

(b) four photometers to measure the dayt'ime zenith

intensities of the airglow lines À5577F' - 0I'

À63004 - 0I, 5200Å - NI and the first negative

band of Nr* - À3914Â,

(c) a grazing ìnc'idence spectrometer to measure the

intensity of the solar flux l'ines À304'A', À584'q'

and À770Å (B'ibbo , 1977 ) ,



Fig. 5.12 Experimenta'l package flown
on SL 1207.
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(d) 2 X-ray proportiona'l counters to measure

the solar flux in the wavelength ranges

ÀÀ14 - 20Ä, and ÀÀ44Â - 60Á' (gi¡Uo, 1977),

(e ) two el ectrostati c analysers I ook'ing i n

mutually perpendicuìar directions to measure

the velocity profiles of thermal electrons

and photo-electrons, (Bibbo, 1977).

The power rails to the ion chambers and the photometers were

prov'ided as described in Section 5.2.2.1 . The outputs from the

EMI 9734 QNB photomult'ipliers used as detectors in the photometers

were fed into Anatog Devices, 755P log amplifiers set at I volt/decade.

The linear ampiifiers (circu'it diagram - Figure 5.3) used for the ion

chambers were set at 1.0 x 10-1o amps/volt. The ion chambers were each

sampled at 20 tjmes/sec while each photometer was sampled at 40 times/sec.

The photometer (Chapter 7) was designed to view zenith and it

was supported on a variable mount which could accommodate zen'ith angles

up to 45'. It was locked at 45' before the final build up.

The ion chambers and the photometers were protected prior to

launch.in a manner similar to that described in Sect'ion 5.2.2.1. Prefìight

checks were'identical to those listed in Section 5.2.2.2 for SL 1005'

5.2.3.2 The Fl iqht

SL '¡207 performed satisfactoriìy. The acquisition was accurate

to t I min of arc and jt was maintained from ll5 kms on the up'leg to

85 kms on the downleg.

The head section was lifted to an apogee of 177.2 kns at

?18.72 secs. ¿nd was above 100 kms for approxÍmateìy 260 secs.

SL l Z07 caryied a parachute but post-fl ight cal ibration of

the experiments was not possible because once again the experjmental
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package was in an exposed position and suffered damage through re-entry

and impact.

Power was lost to the experiments 30 seconds ear'ly, but this

did not degrade the results gajned for this thesis.

The vehicle was tracked and the final trajectory calculated

to an accuracY of t lll metres.

5.2.3.3 The Results

Two SX and one QT chamber yie'lded data on both the upleg

and downleg. The qual'ity of the data varied as can be seen by the

computer drawn graphs (F'igures 5..|3 to 5.18). F'igures 5.19 and 5'20

show some of the data again. This time the up'leg and downleg are p'lotted

on the same graph. Noticeable is the substantial agreement between the

upleg and downleg QT chamber signals whjle the s'ignals received from

SX 7 vary dramat'ical1y, even over apogee. During this section of the

f]ìght the rocket should be above the absorb'ing ìayer and the signal

would be expected to remain steady. This feature is discussed'in Chapter 6.

The molecular oxygen experiment was degraded by the failure of

a QT chamber and the poor signal-to-noise ratio for the chamber SX 5

(Figures 5.lS and 5.16). These chambers must have deteriorated during the

time sL 1207 spent on the launcher. The present experiment was only one

of several on the payload and the firing time was governed by the strÍngent

criterja lajd down for the flight weather conditions by the primary

experìments. Access either for testing or replacing of chambers was not

possible once the rocket was on the launcher and the criteria were not met

for 20 days.

Requìrements for the primary experiment also had deletorious

effects on the photometer experiment. Unp'lanned-for pre-coolìng of the
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whole head section impf ied the experimenta'l temperature at launch was

19"C. It had been anticÍpated that for the p'lanned date of launch (March-

April) tfre likely temperature would be 35'C and the transmission of

the airglow filters had been specífjed for this temperature (Chapter 7).

As it was, the thermistors flown on the round indicated that the "massive"

photometer block stayed within 5oC of its launch temperature for the

whole flight and at 24'C the wavelengths of interest would have occurred

in the wings of the transmission window rather than the peak. No

meaningful information on zenith airglow intensities was obtajned.

5.3 AEROBEE 13. I23 IS

5.3..l The Vehicle

The Aerobee 
.l3.123 iS was one of seven Aerobee 170/200's

launched at Woomera in February 
.l977 by the Goddard Space Flight Division

of the National Aeronautics and Space Adminìstration of the United States

of America.

The Aerobee 170/200 is a free flight fin-stabiìized iiquid

propellant vehjcle boosted by a fin-stabilized solid propellant booster.

There are no phys'icaì restraints between the two stages and separat'ion

occurs after the booster has burnt out because of gravity and drag forces

acting on the empty motor. Initial stability is achieved by centring

fins to give a roll rate of approximately 2.5 revs/sec.

Aerobee 13.123 IS was at'titude controlled and recovery of the

payload was pìanned. As with the Skylark rockets this implied the need

for a despin unit, gas cy'linders, the Attitude Control System (ACS)

instrumentation and a parachute. Sim'ilar penaltjes in loss of space and

weight ava'ilable for experiments were incurred.
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The space available for instrumentation is a cylinder with a

nominal diameter of 38 cms. The ìength of thjs cyì'inder is determined

by the experimenter but the choice is constrained by weight and stabifity

considerations. The body sections of an Aerobee rocket are not load

bearing and experiments must be supported in a framework independent of

the skin of the rocket.

In Aerobee 13.123 IS doors were cut into the skin. They were

pyrotechnically removed during flight to expose the 'instrumentation.

5 3 2 The eríments

The scientific objective of the Aerobee rocket flight was to

measure s'imultaneously, a number of atmospheric parameters at a time

(zenith angle 84.6" ) when the atmosphere was changing rapidly. To

achieve this the following were flown.

(a) 6 ion chambers (l LNO, t MNO, 2 QT and 2 SX)'

(b) 2 X-ray proportional counters to measure total
density Profi1es, (giUUo, 1977),

(c) one EUV grazing incidence monochromator scanning from

90,{ to ll00Ä to measure the density profiles of Nz

0z and 0 ( Lean, l9B0),

(d) one l/Bm Ebert fastie spectrometer scanning the

wavelength range 1350 to 1750 to measure the molecular

oxygen densjty profile ( Lean, l9B0),

(e) one cylindrical electrode energy ana'lyser, one electron

retarding potential anaìyser and one positive ion

retarding potential analyser, to measure the velocity
profiles of ions, thermal e'lectrons and photo-electrons,

(ei¡uo, 1977),
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(f) one multi-channelled airgìow photometer, to
measure the intensities of the airglow lines
1,7620Ã, À6300Ä, À5577Å and the bands at

À39.l4Ä and À33704., (R. Schaeffer, private

communication),

(g) one neutral particle and one positive ion

quadrupoìe mass spectrometer to identify and

measure the abundances of neutral particles and

positive ions, (Bi bbo, I 977).

The payload is shown in Fiqure 5.21.

The ion chambers flown on Aerobee 
.l3.123 IS were the modified

type shown in Figure 3.2. They were mounted so that their direction of

look was paraììel to that of the sun sensor of the ACS. They were run

at + 45V. As with the Sky'lark chambers this was achieved by f'loating

a l5V battery on top of the regulated voltage supplied by the vehicle;

in this case t 30 volts. The output from each chamber was fed into a

2 stage amp'lifier (Circuit diagram, Figure 5.22). The operational

amp'lifier (ICH 8500Å) with its feedback resistor was placed on a

separate board and bolted as close as possible to the back of the ion

chamber it was serving. This helped to minimize noise. The gain of

each stage was determined by the rat'io of the resistances, i.e. Rzll0K

for the first stage and Rs/lOK for the second (see 5.22 for meaning of

symbo'ls ) .

The output of each stage was sampled by the PCM telemetry.

The first stage at 40 times/sec. and the second stage at 80 times/sec.

The more sensitive stage would saturate early but the increase in

amplificatjon allowed for a better signa'l-to-noise ratio for the chambers

low altitude initial response to the solar flux. At these lower altitudes
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the rocket is travelling faster than'it is at the heights where the

less sensitive stage provides the data and therefore to ma'intaìn high

resolution the more sensitive stage was samp'led more frequently"

Preflight care of the ion chambers was similar to that

described for Skylark SL 1005 (Section 5.2.2.1), Flushing was carried

out up to an hour before launch. Preflight checks were similar to

those described in Section 5.2.2.2.

5.3.3 The Fl i qht

Acquisition on to the sun was obtained by .l07 kms on the

upleg and maintained until approximately B0 kms on the downleg.

The head section weighing .146 kg was lifted to a height of

177 kms at 222 secs. Data was recorded from 8l sec. to 365 sec, i.e.

a total of 284 secs.

The parachute deployed late subjecting the pay'load to severe

acceìerations. Thjs sheared some of the restrainÍng bolts and part of the

payload was lost. However, the ion chambers were recovered and post flight

cal ibration was possible.

The telemetry was in the main satisfactory. However, sub-

commutated channels all showed reguìar dropouts throughout the flight,

40% to 50% of the data transmitted through these channels was invalid.

The vehicle was satisfqctoriìy tracked and the final trajectory

calculated to an accuracy of t 20 metres.

5.3.4 The Results

All six ion chambers yielded informat'ion on both the upìeg and

the downleg, but the signa'l strength from the LNO chamber was much less

than expected. The LNO chamber survived impact and post f'light

calibration showed that its efficiency had decreased to % of its
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origìnaì value. The new efficiency was consistent with the signa'l

strengths observed during flight. The window seal showed signs of

deterioration but th'is may have been the result' of re-entry heating.

A spectral response curve taken during the post flight calibration

indicated the cliamber was contaminated but it is felt this occurred

after recovery when the chambers were cleaned.

The most probable cause for the degradation was water vapour

contamination, but this cannot be proved. Since useable data was still

obtained, despite the decrease in sens'itivity, further exp'lanation was

not sought.

The two SX chanlbers also survived impact. Post flight

calibrations of these showed unchanged sensitiv'ities but the band pass

limits had shifted bY ÀlÄ to ).2Å.

The upleg and downleg raw data of all chambers showed

differences but some of this will be caused by the rap'idìy changing

optical depth factor at the time of flight. Further discussion on these

differences is ieft to ChaPter 6.

All the ion chambers were on sub-commutated channels. Therefore

much data was lost. Hov¡ever, as is shown by Figures 5.23'5.34 the "good"

data could be isolated and useable extinction curves were.obtained. The

gaps'in the data did influence the ana'lysis method chosen and thìs has

aìready been discussed in Chapter 4.
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CHAPTTR 6

L0l^lE R THERIqOSPHERIC MOLECULAR OXYGEN DENSITIES

This chapter presents the results obtained from the molecular

oxygen experiments described in the preceding chapters. Each profile

obtained is presented in graphica'l form in Section 6.1 (tabulatjons of

the densitjes are given in Appendix 2). The d'iscussjon in Section 6..|

centres on the general appearance of these individual profiles and

comparison between profiles made by different chambers on the same flight.

Mean profiles were calculated from the results of each rocket-

borne experì meint . These are g'i ven i n Sect'ion 6 .2 ( tabul ati ons of these

can also be found in Appendtx 2). The profiles were not iust averages

of the separate results from each chamber and the section contains the

rationale for the method used to construct each mean. In the case of

Aerobee, where the ion chambers were only one of three experiments to

measure molecular ox_vgen, comparison is made between the three experiments.

Comparison is also made between the molecular oxygen densities obtained

in this work and those from earlier l,loomera measurements.

Signal levels from the chambers at apogee allowed an estimat'ion

of the flux levels for the radiation with'in their passbands. A brief

discussion on the magn'itude and uncertajnty of these estjmations is also

incl uded i n Section 6..l .

Section 2.4.2 discussed variations that could be expected jn

lower thermospheric molecular oxygen densities. In Section 6.3 the results

obtained in this work are examined to see if they can either confirm, or

deny such variations. Since the experiments were flown at widely spaced

intervals and were always launched from l,Joomera, this capacity is I imited,
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but, for example, the macJnìtude of magnet'ic variations is commented on.

Attempts have been made to model molecular oxygen densities

for over thirty years. In Sect'ion 6.4 the results are compared with two

of the later models. In addition some comment is made on the

suitability of such models.

Section 6.5 summarizes the results that have been ach'ieved in

the course of thjs programme and assesses them in view of the aims of the

research that were set out 'in Chapter 1.

Section 6.6 looks at the future work to be done'in the

invest'igation of lower thermospheric molecular oxygen dens'ities and how

this is most likely to be achieved. Development of the techniques

outlined ìn th'is work is also commented on.

6.I THE RESULTS

6..l.1 Introduction

The molecular oxygen experiment was flown on three rockets. 0n

each rocket n(02) profiles were obtained on both the upleg and the

downleg of the flight. This section considers the profiles obtained by

each chamber.

The profiles are looked at in detail. Some generaì remarks are

made in Sectìon 6.1.2 wh'ile Sections 6.1.3 and 6.1.4 compare profiles

determ'ined by different chambers; Lcr/QT in 6..|.3 and SX/Spectrophotometer/

QT in Section 6.1.4.

The d'iscussion in these latter iwo sect'ions includes consideration

of what extra jnformatìon may be obtained because of the overlapping

profiles and comments on the apparent systematic differences between

molecular oxygen profiles determined by different chambers on the same fliqht.
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Section 6.'1.5 discusses the estimates made of the flux

i ntensi ties.

6.1 .2 Presentation of Individual n(0r) Profiles and

General Comments

Figures 6.1 to 6.25 show each molecular oxygen density profile

obtained. They are not compìete lower thermospheric pr"ofiles (see Sectjon

6.2) but the results obtained from indivjdual jon chambers. The figures

are identified by the code of the ion chamber, and whether it is derived

from the up'leg data or the downleg data. This identifícation links

Figures 6.ì to 6.25 to the raw data given in Chapter 5 and the tabulations

given in Appendix 2.

0n each profile at one or two heights an error bar has been

drawn. These do not represent the total uncertainty. They represent and

illustrate the significance of the errors discussed in Chapter 4 and

summarized in Tabl e 4.7 ,

Figure 6.1 shows the profile from the quartz triethylamine

chamber QT 203. The coverage is limited because the s'ignaìs from this

chamber broke up above ll0 kms and an extinction curve could no'longer be

discerned. The downlegs of al1 the chambers on SL 1005 (figs 6.3,6.5 and

6.7) are limited to z <130 kms. 0nce again signaì break up was the

I imi ti ng factor.

A change in slope is observed in QT derived profiles in the

altitude range 
.l05 to .l20 kms. Th'is could represent a change'in scale

height and be indicative of the fact that the atmosphere was changing from

a region of mixinq to a region where concentrations are the result of

maintenance of diffusive equil ibrium. This is considered more closely in

Section 6.4.
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Profiles determined from the upìeg data of three of the SX

chambers (flgs 6.4, 6.22, 6.24) show steps at the lower altitude I imit.

These are not considered to be genuine. There js also an anomaly'in

the molecular oxygen densities derived from the downleg data of SX 5.

gnce again this is not considered to be genuine. 'Profiles derjved-from

SX chambers are discussed-again in Section 6..l.4.

Finally, where data has been collected over such an altitude

range on both the upìeg and downleg, as to make comparison possible, it

is seen that at the lower alt'itude limits, uÞleg densit'ies are always

greater than the downleg densìties. Th'is feature is djscussed further

in Section 6.3.

6. I .3 Compari son of the Mol ecul ar Oxyqen Den s'i tY Prof i l es

Determi ned by Lo and QT Chambers

In Sectio n 4.2.6, an attempt was made to quai'itati vely assess

the influence the non-Lo wavelengths in the passband of a Lcr chamber

had on the s'ignai. This led to the calculat'ion and use of an effective

cross section for the whole chamber rather than just for Lcr itself.

Because of the overlap in the molecular oxyqen density profiles determined

by Lcr and QT jon chambers, the method could be tested,and the agreement

between the profi'les, as illustrated 'in Fig 4.10, indicates its val id'ity.

It was claimed in Secti on 4.2.6, that if the downleg data only were used,

the agreement was better. Fig 6.26 verifies this statement.

The error bar shown is that for the La chambers and it is

derived from the error given in Table 4.7 with allowance made for the fact

that two profiles have been averaged to obtain this curve. To avoid

confusjon, the emor associated with the QT profile is not shown but it

lies withjn that of the Lo chamber and agreement w'ithin error bars has
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been obtained.

The author, therefore, reiterates her conclusion that this

technique should be adopted for the analysis of the data of La chambers,

and feels that if the initial spectraì response of the chamber is taken

with hìqher resolution, then problems, such as the jntroduction of at least

l5% uncerta'inty experienced i n the present vlork, coul d be avoi ded .

gnce the valjd'ity of the use of a total effectjve cross sectjon

had been accepted, the overlappìnO of the profiles could be further

utilized in an attempt to assess the consequences of the decision made

ìn Section 4.2.7,to ignore the effect of other absorbers.

The error in the molecular oxygen profile determined from the

data of a QT chamber is not s'ignificant if the presence of the other

atmospheric gases is ignored (Table 4.4). For molecular oxygen profiles

derived from the data from La chambers it has been suç¡gested the error

could be qu1te 'large (faUle 4.5). However, in the present work the s'ize

of this error must be curtailecl in view of the agreement that has been

obtained between Lcr and QT results (fig O.ZO) by the use of o...(Àr, trz)

(Section 4.2.6), (i.e. taking the whole.of the passband into account).

In an extrenlely speculative proposition the residual difference

at ll5 kms has been used to make a very tentative comment on likely water

vapour densities (Section 8.5.2) but jt is fe'lt by the author that

stat.ist jcal fl uctuatìons 'br even thå poss'ibì e S.ystemati c error' ( excl udi ng

the effect of other absorbers ) associated w'ith each profile (fabl e 4.7)

more I ike'ly accounts for the discrepancy.

As can be seen, the aqreement is well r,¡'ithín the combined

uncertainties of the profiles, and ìs inconsistent with maqnitude of the
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errors suggested in Table 4.5. Hall (1972) suggested a total error of

l%. The present work can neither confirm or deny thìs estjmate,but it is

sugoested that for the Aerobee flight thìs would represent the upper limit

to the emor.

Thêrefore, the decision made in 4.2.7 to ignore the effect of

other absorbers is thought to introduce no more than 7% error jn n(02)

derived from Lo chambers.

6.1.4 Comparison of the n 0z ) Profi I es Dete rmi ned by

SX and 0T Ion Chambers and bv the Spectrometer

It aan be concluded from the discussion in Section 3.10, that

the upleg data from SX chambers is not reljable. Thjs belief is

strengthened by the appearance of the n(0r) profiles determined from

the upleq data. The extinction curves determ'ined by SX 3, SX 202 and

SX 204 (Fjgs 5.8, 5.31 and 5.33) appear smooih and well defined, but the

profiles all show a step. Steps in the profile of molecular oxygen

densities have been observed (Groebecker, l97l ), but as this phenomenon

is not observed in the profiles determ'ined by the Aerobee QT chambers,

nsr the upleq profile of the spectrometer on'the same flight as SX 3, the

step can.only be considered an artifact of either the method of collecting

the data, or the method of analyzing it.

Since the method of analysìs was similar for the data from the

QT ion chambers, the spectrometer (Section 3.3) and the downleg data of

the SX ion chambers, the profiles of which do not show a similar step,

it is not considered the analysìs ìntroduces the anomalies. Th'is conclusion

was tested by manipulatìng the values of the analysis parameters (for

example, amplifier offsets, the value of the maximum signal) but the
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subsequent changes in the derived n(0r) were inadequate to exp'lain

the anomalY.

It could,however, be explained by an increasing sensitivity in

the ion chamber's response (see Section 3..l0). This would also explaìn

why at higher altitudes the n(02) determined from the upleg data of SX 3

SX 204 and SX 202 appear systematically higher than that determ'ined by

QT chambers in the same payload. It does not explain why the up'leg 0z

densitjes determìned by the spectrophotometer should also be consjstent'ly

greater. A continu'ing increase in the dark current, and therefore, in

the signal, as the result of heating was considered, but heating was

slight and the change in the dark cument too small to be of sign'ificance.

The dichotomy has not been resolved and,as is dìscussed in

Sectjon 6.2.2,, it js reflected jn the uncertainty associated with the

mean n(02) profile derjved from the experimental payload of SL 1005.

In contrast the systematic difference between the down]eg 02

densitjes from the ion chambers QT I and SX 7 fl1ol^/n on SL 1207, is

consistent with a cont'inuation of the decrease in sensitivity observed in

SX 7 over apogee (fig 5.20). However, once aqain no realistic correction

can be made and the final prof ile (Sect'ion 6.2.1 .2) must reflect the

disparity in an enhanced uncertainty.

That these anomalies are the result of changes in the response

of the SX chambers rather than systematic error in the assumed cross-

sections (Sectjon 4.2) ìs supported by the excelìent agreement between the

n(gr) profiles determined from the downleg data of the 2 SX and the 2

QT chambers flown on Aerobee 
.l3.123 IS (fig 0.29). The close agreement

lends credence to the suggestìon that the cross-sections for molecular
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oxygen of Blake et aL (1966) approx'imate quite weìì the lower thermosphere

molecular oxygen absorption cross-sections (Section 4.2.4).

6.1.5 Broad Band Estimates of Flux Levels

The intens'ity of the solar flux in the passband of a broad band

iôn chamber can be estimated from the siqnal received at apogee, provided

apogee is well above the absorbing'layer for the radiation within the

passband. Using the amplifier calibratìons to convert the telemetred

vo'ltage V to a current I the total flux within the passband can be

estimated by

n I I
Ã-

(6.1)

where A is the area of ion chamber window in cmt

e i s the maxi mum sensi t'ivi ty' of the chamber, and

l{|, is the full width half maximum of the spectral response
lz

n is in the units of photons/cm2 /sec/Ã'

Alternativeìy the flux may be expressed in the unjts

ergs/cm'lsec/Â.. Cal 1 i ng thi s quanti ty 0

o = n. f,. c rc.z)
T

where n is the flux obtained from (6.1)

h is Planck's constant and

= $.62517 x l0-2t erg/sec

C is the velocity of light (i.e, C = 3.00 x .l010 cms/sec), and

À is .|.6 x lO-s cms (i.e. ]600Ä) for the QT jon chamber,

1.45 x l0-5 cms (i.e. 1450Â) for the SX ion chambers.
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The Lyman-alpha chambers were not treated as broad band ion

chambers. Section 4.2.6. described how an estimate of the La radiation's

contribution to the total signal was made and once this was known then

n was gi ven by

n I ll
Ã ' Jl6l--t r" (6.3)

where I' \ is the appropriate fraction of the max. signal. Equation

was still valid used with | = 1.216 x l0-5 cms.

The flux levels obtained by the broad band ion chambers in

the molecular oxygen experiment are given in Table 6.1.

TABLE 6.I FLUX LEVELS

*
See comment in text.

(6.2)

FL I GHT
( Date of
Launch )

Fro.z Flux
(W.10-t" .m-, Hz-t )

I^IAVELENGTH
Ä

FLUX
(ergs/cm'/sec/L

sL I 005

(l1.12.72)

sL t 207

(23.4.74)

AEROBEE

(22.2.77)

t05

74

76

1425 - 1490

1560 - .l650

1425 - 1490

1560 - 1650

Lcl

1425 - 1490

1560 - 1650

4.37 x 10-3

l.B7 x l0-'?

3.59 x l0-3

6.84 x l0-3
*

4.41

6.1 x l0-3

2.5 x 10-2
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The figures quoted in Table 6.1 must be treated with some

caut'ion. It has already been suggested that some of the SX chambers

were undergoi ng chang'i ng sensi ti vi ti es . Thi s cast doubt on the vaì 'idi ty

of usjng laboratory measured effjciencies which, in themselves, for

SL 1005 and SL 1207, had had to be estimated. (Section 3.6.2.4) In

addition, both SL 
.1005 and SL T207 spent several weeks on the launchen

du¡ing which time the sensitivities of the chambers may have altered

from the'ir cal ibrat'ion values. It is considered that the apparently 1ow

value for the flux in the range ÀI 1560Â - ì650Å for the SL 
.1207

f'light reflects a deterjoratjon in the chamber sensit'iv'ity rather than a

genui ne decrease i n sol ar radiation.

The uncertainties associated with the flux estimates came from

the uncertainty jn the absolute calibration, the poss'ible but unknown

deterioration in sensitivity whjle the rocket is on the launcher, the change,

if any, in sensjt'ivity during the fljght, and the possible contributjon

of solar lines to the broad band contjnuum. No attempt to g'ive a

quanti tati ve asses sment of th i s 'i s made .

The values in Table 6.1 suggest that the Fto.z flux is not a

good indjcator of the flux in the EUV wavelengths observed. This is

consistent wjth the results of Hinteregger (1976) who showed correlat'ion

between Fro.z and fluxes in the range ÀÀ 1553 - l79lÅ was poor.

Heroux and Higgins (1977) reported on a measurement of solar

flux made on the 23.4.74. Their measurement at ÀÀ ]400Â - .l5004 of

= 3.32 x l0-3 ergs.sec/cm2l4. is in quìte good agreement with the

estimation made from the data of the SX chambers flown on SL 1207. The

agreement may be fortuitous since the rapidly chang'ing sensjtivities of
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these chambers over apogee made approximatjon 'inevitable. However, the

agreement between the SX val ues taken on the 11 .12.72 and the

measurements of Rottman, 2 days later, (as quoted in Delaboudiniere et aL

1977), js reasonable as well, if Rottman's fluxes over the passband of

the ion chamber are averaged.

The flux values estimated from the QT ion chamber data do

not agree as well with values pub'lished in the literature. The value

given by tleroux and Higg'ins (1977 ) for the 23.4.74 is some 74% larger'

but as a'lready suggested the apparently low value observed in this work

may be due to equipment deterioration. The value for SL 1005 is over

20% ìarger than Rottman's average value.

The val ue of 4.41 ergs/cm2 /sec observed on Aerobee for Lc

is within the range of values quoted by Heroux and H'iggins (1977), though

lower than most of them. It is also within the range of valuês given in

the paper by Delaboudinjere et aL (1977).

The fl ux val ues measured on the Aerobee for the wavel ength ranges

ÀÀ 1425Å - l490Aand ),tr1560Â-1650Ä. are high cornpared with the measurements

of Delaboudiniere et aL (1977). They also disagree with the comments made

by Hinteregger (1979) about solar cycle 21. Aerobee 
.I3..l23 IS was flotvn at

the start of solar cycle 2l and, in comparison to the flux values determined

by SL 
.|005 and SL 1207, both launched during cycle 20, the flux values

from Aerobee are much hjgher relatjve to the Fro.z flux. HinteregOer

(1979) claímed that while relative flux values for I < .l027Å 
had greatly

i ncreased, rel ati ve val ues for À > I 250Å showed I i ttl e change.

However, the author has reasonable confidence in the flux values

given. The SX chambers (1425^ to 1490Ä) survived impact and were re-

calibrated after launch. They were found to be within 10% of their

oniginal calibrations. In addition, during flight, they sholed none of
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the excess'ive changes i n sens j t'ivi ty d'i spl ayed by the SX chambers on

the earlier flights. The QT chambers also appeared to be stable.

It is suqgested by the author that these results point to the

need for cont'inued measurements of the solar flux and the need for the

devel opment of a rel 'iabl e sol ar f I ux i ndex .

6.2 THE MEAN PROFILES

This sect'ion gives the ratjonale to the selection of profì1es

that make up the mean average profile for each rocket. The uncerta'inties

associated with these profiles are discussed and they are then compared

with previous measurements at l,loomera. In the case of Aerobee,comparison

is also made with measurements made by other instrumentation in the same

payl oad

6.2 I Selection of Profiles for the Mean Profile

6 .2.1 .1 SL 1005

Figures 6..l to 6.7 give the profiles obtained by the experimental

payload flown on SL 1005. The mean profile qiven in 6.27 is the

unweighted average of data jn Figures 6.1, 6.2, 6.3, 6.5 and 6.7 pìus

the data in Fig 6.4 from z = f33 km upwards and Fig 6.5 from ll8 km

upwards.

The discussion in Section 6..l.4 has already indicated that the

step in the profile of the SX 3 data is not considered to be genuine,

and, as will be discussed in Sectjon 6.3, nor is the enhancement in the

up'leg profile from the speCtrometer below llB kms. These have, therefore,

been excl uded.

Initial'ly a weighted mean was calculated. The weightìng factor

used was 1/o' where o is the uncertainty g'iven in Tabl e 4.7 for each

type of detector. The appearance of this profile, toqether with the

presence of anomalies in the SX derjved profiles, suggested that
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weight'ing the mean profile towards the SX results could not be

justified. Therefore with no other realistic crjteria on which to base

weighting, (the weight'ino used in Aerobee - Section 6.2.1 .3 - 'is not

used because it once aga'in biases the average towards the SX values) and

with the source of the systematic error causing the difference between

QT and SX derived profiles not known, an unweighted average was adopted.

6 .2.1 .2 SL I 207

Figures 6.8 to 6.'13 give the profiles obtained by the

experi mental pay'load on SL I 207 .

Once again the injtialìy hìgh dens'ities from the SX chamber

are not consjdered to be genuine and have been left out. The s'igna'l

ìevels of SX 5 were low and the telemetred signal was noisy. It was

difficult to discern the extinction curve and the appearance of the n(02)

profiles (Figures 6,12,6.13) reflects this difficulty. The profiles are

not thought to truly reflect atmospheric densities, and are therefore,'left

out of the calculations of the mean.

For sim'ilar reasons to those given in 6.2.1 .1 . the final

profile is an unweighted average. This is shown in Fiqure 6.28.

6.2.1 .3 Aerobee I 3.1 23 IS

Figures 6..14 to 6.25 give the profiles obtained by the

experi.mental payload flown on Aerobee 
.l3.123 IS. The mean profile is

given in Figure 6.29, and is the we'ighted average of the molecular oxygen

profiles obtained from the downleg data of the ion chambers.

The weighting is combined of two parts. The first weights the

results according to the uncertainty that must be associated with each

type of chamber (Table 4.7). The second part relates to the uncertainty

that arises from the telemetry uncertainty. It has already been stated in
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4.4.2 that telemetry uncertaint¡¿,' cannot be directly related to the

uncertainty. in n(0r). However, where AS, the change ìn signal due

to the change in the intensity of the flux reaching the detector, is

large compared with the teìemetry uncertairìty,, the extinction curve is

also v¡ell defined. Intuitiveìy it appears reasonable to suggest that

the uncertainty in the derived n(02) will, therefore, be less.

According'ly the weight'ing function used was AS/o2. There is a

further advantage to using AS. Where a mean of several curves can be

taken it discriminates against n(02) derived from the lower altitude

limit of an extinction curve. At this limit the uncertaintV in S, the

detector signal,can also be ìarge because of the uncertainty in the

ampìifier offsóts.

AS is sti11, however, an unsuitable weighting function for SL 1005

and SL 1207. Reference to fig. 2..l most cìearly illustrates this.

Towards the upper limit of the QT curve, AS for this chamber will be

smaller than that for the SX chamber, and therefore, once again the mean

will be biased toward the results from the SX chambers.

The profiles from the upleg were not included. It will be

argued in Section 6.3 that there was a systematic difference between the

upleg and downleg, and therefore, averag'ing of all profiles is not valid.

An average upìeg profile is not regarded as a good estimate of the lower

thermospherÍc oxygen densities at the time of the flight because of the

possibility, as discussed in Section 6..l.4, of an instrument induced

enhancement of the n(02) derived from SX chambers.

6.2.2 Uncertainties Associated with Mean Profiles

It was stated in Section 4.4.2 that the only true estimate of the

uncertainty of the number densities obtained from hand drawn curves

would come from the statistical variation in the results of several

chambers. The error bars drawn on Figs 6.27,6.28 and 6.29 have been

derived from such variation and represent the uncertain'ity in the means.



202.

Error bars are not shown for n(0r) taken over the altitude

range 100 kms to ll3 kms by the experiment on SL 1207 (fig 0.28). The

given densities over this range are derived from the results of only one

chamber, and therefore, the best estimate of the uncertainty is the 23%

listed in Table 4.7. Error bars are also not shown over most of the

altitude range tl0 kms to 168 kms of the mean Aerobee profile, (fig 0.Zg)

but here, this is a ref,lection of the quaìity of the results obtained -

see note in figure head'ing.

Apart from the given uncertainty each measurement ìs also

associated with a systemat'ic error. This will vary according to the source

of the profiles averaged to obtain the mean. For example, at 100 kms on

SL ì005, the profile is the average of n(Or) determined by QT chambers,

and therefore, the systematic error is - 16% (faUle 4.7), whereas at

.¡65 kms on Aerobee, the profile is determined by SX chambers and the

systematic error is - B% (Tabl e 4.7).

As an approx'imation the systematic errors are :

(l ) for
to

(2) for
to

sL I 207

8% at

SL 1005 it varies from - 16% at 98 kms

- 10% at l4B kms,

it varies from - 16% at ]00 kms
.l 58 kms,

(3) for Aerobee 13.123 IS it varies from + 5% at

78 kms, peaks at - 12% over the altitude range

126 kms to 156 kms, then reduces to ' B% by

I 70 kms.

In the present work the accuracy of the he'ight determination

for SL 
.1005 

and Aerobee 13.123 IS was t 20 metres, while for SL 1207

this uncertainty was increased to t lll metres. No attempt has been made

to quanti tati vely assess the uncerta'inty th'is 'imp] 'ies i n n(02)
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6 .2.3 Comp arisons of Densities obtained with Ion

Chambers a ainst those obtained w'ith a Mass

Spe ctrometer and a UV Spectrophotometer

FiS 6.30 shows the mean profile given in Fig 6.29 plus the

n(Qr) profiles obtained by the mass spectrometer (G. Bibbo - prìvate

communication) and the Ebert-Fastie spectrometer (J. Lean,1980) which

were also included in the same pay'load (Fig 5.21). For clarity error bars

are not shown on Fig 6.30. All the profiles were determined on the down'leg.

Agreement, wjthin combined uncertainties, is obtained between the

results from the ion chambers and the Ebert Fastie Spectrometer over the

altitude range 123 kms to .l57 kms. The agreement once aga'in reinforced

the belief that the cross-sections of Blake et aL (1966) are a reasonable

approximation to the atmospheric temperature affected cross-sections.

This conclusion has been drawn because the results of Lean (1980) have been

derived by using temperature dependent absorptìon cross-sections (Blake et

aL l9B0) to analyse the extinction curve of each wavelenqth considered

( 114+X, 1729^, I 7.14.4 and I 6574 ) .

At altitudes greater than 157 kms, the results from the

spectrometer beqin to drop away. The author considers the ion chamber

results to be more reliable since they are derived from a more favourable

part of their extinction curve, i.e. the change in signal due to the

increase in flux is still large compared with the change poss'ible because

of the te'lenretry uncertainty. The extinction curves of the lines observed

by the spectrometer have nearly reached thejr maxjmum and are changing

very 'l 'i ttl e .

The author does not know the cause of the dìscrepancjes between

the two profiles at the lower altitudes, but once aga'in has confidence

in the ion chamber re5ults, and would point out that they are more

consistent with model densities such as those proposed by Jacchia (1977).
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ôA
x.a

x.A
c

I
I

o
¡.

Ao
a

^
A

o

A

O

A

Fi s. 6. 30



204.

A compar.ison of n(0r) profiles derived from UV and mass

spectroscopic techniques was made in Sect'ion 2.4.1. The conclusion was

reached that at least 15% to 20% of the atomic oxygen was recombìning

to form 0z within the ion source of uncooled mass spectrometers.

The present work supports the concept that recombinat'ion

occurred with'in the M.S. The aqreement between the UV and mass

spectroscopic techniques shown in Fig 6.30 was achieved by adoptìng a

recombination level of 46%. (e. etbbo, private communication). The

uncertainty associated with the mass spectrometer results was ìarge and

the figure of 46% may be grossly over estjmated. It is certainty far in

excess of the' 10% determined by Ackerman et aL (1974) when they flew a

mass spectrometer and an UV spectrometer in the same payload.

Nevertheless, 'large recombination factors have been reported

in the literature. For example, Gross et aL (1968) found that they

required a recombination of 40% to reconcile their data. Therefore the

value obtained is not considered unreal'istic.

6 ,2.4 Compari son of n ( 0r) Profiles with Earl ier
lloomera Measurements

DetermÍnations of atmospheric molecular oxygen densities have

been carried out at Woomera since the early 1960's. (Carver et aL 1964;

1966; 1969; hlildman et aL 1969; Ilyas, 1976). It has been suggested

the measured n(02) show variatjon with the magnet'ic field or time of day

(Carver et aL l978a). However, in this section' no attempt is made to

isolate and 'identify such trends. The presentation is graphica'l and it

is intended merely to show the range of profiles that have been measured

at Woomera, and the position, w'ith respect to this range' of the present

resul ts.
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Fig 6.31 compares the n(02) profiles derived from the Lcr

chambers flown on Aerobee 13.123 IS with the n(02) profiles obtained

with similar instrumentation in previous years (Carver et aL 1964; Carver

et.aL 1969; Ilyas, 1976). With the exceptìon of the Aerobee results, the

numbers are taken fnom Carver et aL (1977b) because Carver et aL have

re-analyzed their earlier measurements with the new temperature affected

cross-sections for Lcr that were a'lso adopted in the present work. The

comparison is restricted to altitudes less than 90 kms in order to avoid

the question of the significance of the other wavelengths. W'ith the

except'ion of the profile determined by the experjmental payìoad carried on

C 40lB (Ilyas,1976), the present results are much lower than the other

profi'les. Further comment on these profi'les is made in Section 6.3.3.

Fig 6.32 compares the n(Or) derived from the QT chambers

flown during the present work with n(Or) profiles derived from the QT

chambers flown by Ilyas (1976). The latter were flown on the smal'l sp'in

stabilized sounding rockets described in Section 8.4..l. Comparison is

restricted to the results from the same type of chamber to avoid the

possÍbility of the profiles reflectjnq differences in instrumentatjon rather

than differences in atmospheric molecular oxygen densities. Because Ilyas

(1976) used a standard spectral response curve to calculate the chamber's

effective cross-section the author considers these profiles may contain

systematic errors (see discussion in 4.2.5). No allowance can be made for

them, however, since the required jnformatjon, the spectra'l response curves

of the chambers used by I'lyas (1976) ìs not available. Despite thjs the

probable size of the error involved means the conclus'ions which may be

drawn from F'i g 6.32 are sti I I val id.

This figure shows that wjth the possible exception of the

molecular oxygen densities measured by the chanlbers flown on SL 1207 the
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present results are well within the range of the prev'ious measurements.

Desp'ite thìs, the profiles differr significantly in their slope. lllhile the

results from C 1029 show a change in slope similar to that observed in

the present work, the profiles from C 40lB and C 4009 lack this

feature entirely. The deviation at the h'igher altitude limit of the

C 4009 profile js considered to reflect the uncertainty of the

determjnation rather than an underlying chanqe in the atmospheric structure.

However, it is suggested that the different slopes to the

profiles measured at different times do reflect a changìng atmospheric

structure above l,loomera.

The only high altitude measurements of n(0r) above Woomera

that are available for comparison with the present results are those of

14ildman et aL (1969). Fíg 6.33 shows this comparjson. These were also

taken with SX chambers, so once again the problems of dìffering

instrumentation are avoided. In all cases the n(02) are determined

from the more stable downlegs. There is insufficient informatjon to make

any pos'itive conclusions from F'ig 6.33. All that can be said is that

given the variation d'isplayed'in Fig 6.32, the present high altitude results

would not appear to be inconsistent with the earlier data.
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6.3 OBSIRVED VARIATIONS IN MOLTCULAR OXYGEN DENSITIES

The varÍations that have been observed in lower thermospheric

molecular oxygen densities were reviewed in Section 2.4,2. In this

review, diurnal, Seasona'|, magnetic, semi-annual, annual, latitudinal

and solar flux variations were discussed.

However, there were only three rockets flown in the present

research programme, and since they were a1l launched from the same p'lace

and were widely spaced in time but not in season, it was not expected

that comment on any of these variations would be possjble. However,

the timinq of úf'. launches has allowed comparison,both betureen

measurements taken on magnetically Quiet and magnetical'ly Disturbed days,

and between measurements taken on the same day but az 60" of latitude

apart. These comparisons are discussed in 6.3.2 and 6.3.3.

0n the last rocket the data was such that comparison between

the densities derived from the upìeg signals and the densities derived

from the downleg s'igna'ls was poss'ible. This is díscussed further in 6.3.1.

6.3.1 Horizontal Variations

The existence of semi-annual, annual and latitudinal varjations

(see Section 2.4.2.4) points to large scale horizontal structure in lower

thermospheric molecular oxygen densities. The results of Aerobee 13.123 IS
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suggest that small scale structure might a'lso be observed.

Fig 6.34 shows the mean upleg and downleg densities determined

by the QT chambers on the Aerobee rocket. The results from the SX

chambers have not been included because of the possìbì1ity that derived

upleg densities may be enhanced by the behaviour of the'instrumentation.

Discrepancy between the up'leo and the downleq is noted over two altitude

ranges, 'i .e. z < ll8 and z > 128. The discrepancy at the lower

altitudes is considered to be an artifact of the instrumentation. It has

been noted that at their lower altitude limit all chambers show a sim'ilar

discrepancy (Sect'ion 6.1.2) even where the results from another and

different type'of chamber shour good upleo/down'leg agreement., For z:) l28 kms,

however, the author considers the profiles shown jn 6.34 reflect a qenuine

atmospheric phenomenon. The discrepancy is well outside combined

uncerta i nti es .

The scale of th'is phenomenon 'is small . The horizontal scale of

acoustic-gravìty waves, t'idal Waves, or pìanetary Waves range from

hundreds of kms to thousands of kms, (Nayr and Volland, 1971:' Newton et aL

1969; Yeh and Lui,1974). Despite this it js suggested that such waves

may account for the observation.

Trinks et aL (l97Ba) proposed that deviations from the diffusive

equi'l i bri um model s m'i ght be the resul t of t j dal and -orav'i ty waves .

The upleg profile Presents a far

greater deviat'ion from a diffusive equilibrium profile than does the

down'leg. The observation could be explained if the Aerobee rocket passed

through the edge of an upward propagating d'isturbance on the upleg but

descended outs'ide i ts boundari es.

No statistically significant difference was observed in the

upìeg and downleg profiles of SL 1005 and SL 1207
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6.3.2 Seasonal /Latitudi nal Variations

Seasonal/latitudinal variations were discussed in 2.4.2.1 .

hlith on'ly two measurements it is not possible to make any comment on the

existence or magn'itude of such variations, but for interest, the results

of SL 
.l207 

have been compared, graph'ical'ly, with those of Hjggins and

Heroux (1977). The rockets were launched approximately 17.5 hours apart,

from launch sites approximately evenly distant from the equator (32.4"N

comparedwith 31.94'S) andthe kO indices 6.7hours beforelaunch

were the same (j.e. 4+). The two profiles are compared in Fjg 6.35.

Aborle 120 kms the southern hemisphere results are siqnificantly

greater than the northern hemisphere results. However, the cause cannot

be jsolated from possìbilities such as latjtudinal effect, a seasonal

effect or a latitudinal variation in the magnitude of the magnetic effect.

6.3.3 Ma neti c Variations

The effect of magnetic act'iv'ity on lower thermospheric molecular

oxygen densities was d'iscussed in Section 2.4.2.3. In the following, the

n(02) profiles measured in the present work, and profìles also measured

at Woomera by other researchers (Carver et aL,1964, 1966; Ilyas, 1976)

are discussed wjth the view to drawing some conclusion about the effect of

magnetic actjvity on n(02) at this locatíon.

The fortuitous timing of SL 1005 and SL 1207 has already

been mentioned. SL 1005 was flown on a magnet'ical1y quiet day whÍle

SL 
.l207 

was flown on a disturbed day. In agreement with the suqqestion

that increased magnetic activity w'i1l enhance molecular oxygen densities the

n(gr) determined by the SL 
.l207 

experiment were up to 75% greater than

the n(02) determjned by the SL 1005 experiment. The enhancement is

plain'fy seen in Fig 6.32. '
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However, Fig 6.32 shows other features that are not consistent

With the above example. C 
.1049 

was also launched on a djdturbed day,

yet the measured n(0r) lie below those of SL 1005. l4agnetic activity

at the time of the Aerobee launching was intermediate between that for

SL 1005 and SL 1207, yet for z < 134 kms the n(02) determined by

the Aerobee experiment lie below those from the SL 1005 experiment.

Fìg 6.31 compares low altitude n(02) determinatjons made

at l,loomera over a period of 14 years. The value of the kO index ' 6.7

hours before launch, has been given as the indication of magnetic actìvity

for each fl ight. Consideration of these profiles and the magnet'ic activ'ity

at the time of their determination indicates that for the lower alt'itudes

too, the picture of the response to magnetic activity is ambiguous.

Qther factors may be obscuring the response to magnetic activity.

For examp'le, the profiles shown in Fig 6.31 are spread, in time' over

more than one ll year solar cycle. However, the conclusion that can be

drawn from measurements taken at Woomera is that while enhancement in n(0r)

may fol'low perìods of magnetic disturbance, the magnitude of such

enhancement will not be a s'imp'le function of kp.

6.4 THE I'IODEL PROFILES

6.4.1 Comparison with CIRA 72 and Jacchta 77

Figures 6.36 and 6.37 show the mean profiles obtained in Sect'ion

6.2 compared w'ith either CIRA 72 or Jacchia 77 (Jacch ja, I g77).* The

Jacchia profile has been calculated us'ing the cond'itjons relevant to the

time of launch. Both these models assume that above a fixed height the

concentrations of atmospheric constituents are controlled by diffusive

equiìibrium. The contrasting appearance of the mean profiles of SL 1005'

SL 1207 and Aerobee 
.l3.123 IS suggest that at the time of these

determÍnations of lower thermospherjc molecular oxygen densities, this
* 

as calculated by l-ean (l98o)
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atmospheric constituent was not in diffusive equilibrjum.

The result is not inconsistent with the results from other

research groups (tleeks 1975b; Atreya et aL, 1976; Garriott et aL, 1977;

Trinks et aL l97Ba). Nor is it inconsistent with the work of Oran and

Strobel (1976) who argued that photodissociation of 02 would cause

departures of n(0r) from diffusive equil ibrium concentrations. Kayser

(1980) argued s'imi I arly.

It could be argued that some of the discrepancy arises from the

mismatching of the height of the turbopause, with it occurring at a

different altitude than allowed for by the model. (ffre change in s'lope
,

observed in the n(02) profiles measured by the QT chambers could

indicate the height of the turbopause). In fact qu'ite a successful model

has been built up which uses the exospheric temperature and the height of

the turbopause as it's parameters (Blum et aL, l97B).

An alternative exp'lanation would suqgest that the deviations,

from the model, seen in the measured profiles are the result of upward

propagating gravity waves. This has been proposed by Trinks et aL (l97Ba)

to explain the severe deviatìons, from J7l (Jacchia l97l), seen in their

mass spectroscopical'ly measured profile. The data of Atreya et aL (1976)

also lends itself to a similar explanation.

There would appear to be a systematic difference between the

magnitudes of the n(02) determined above l,loomera and the model profile

given by Jacchi a (1977), (flg 0 .37). Since the model densities were

calculated using atmospheric conditions relevant to the t'ime of launch, the

discrepancy argues that modeìs, even wìth the level of sophistication of

Jacchia's (1977) are sti I I 'inadequate

The results have not been compared with models such as MSIS (Hedin

et aL,l977a and 1977b) which have been constructed to fit a variety of
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of experiments carried out over a relative'ly wide range of solar activity.

However, 'it is noted that discrepancìes existed between MSIS and the

mass spectroscop'ically determined profiles of Trinks et aL (l97Ba) above

140 kms.

The discrepancy shown in the present work could be, as argued

by Trinks et aL (1978a) within the natural variability of the atmosphere,

but even if this is so, it points out clearìy that present models cannot

predict atmospheric behaviour accurately, and need further development.

6.4,2 Comments on Models

Many of the results have shown departures from diffusive

equilibrium. Consideration of the photochemistry of the lower thermosphere

(Oran and Strobel, 1976) argues that'th'is is to be expected. The work by

l,layr and Volland (1971;1972) on wind-induced diffusion also leads to

predictions of departures from diffusive equiljbrium. Thjs would lead to

the conclusion that models which basically re'ly on the assumpt'ion of

diffusive equil'ibrium (e.g. CIRA 72, Jâcchia , 1971 ) have I imited

appl ication.

The Jacchia models (Jacchia .l965, 
1971 and 1977) use Fro.z and

Fro., (i.e. average) flux to calculate the exospheric temperature.

Schmidtke (1979) and H'interegger (1977) both point out that the solar flux

is poorìy correlated with Fro.z and Fro.r. Therefore these models and

any future models which calculates the exospheric temperature from Fro.z

and Fro., will be l.imited in their suitability.

Finally, it is becoming increasinqly clear that dynamics pìay a

major part in the determinat'ion of the behaviour of the upper atmosphere

(Nayr and Harris, .l977a; 
l4ayr et aL, l97B) . Any future model'ling must

also include dynamic considerations.
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6.5 SUMMARY

The basic research obiectjve was stated as being the

determinat'ion of lower thermospheric molecular oxygen profìles with good

altitude resolution and small associated uncertainties. The mean profiles

g'iven in Section 6.2 for the most part represent the achievement of this

aim.

Then, three core questíons were posed: the first two v{,ere -

(a) was there a statistically s'ignificant difference

between profiles obtained on the upleg and downleg ?

(b) did this difference denote observation of horizontal
' structure in the atmosPhere ?

For SL 1005 and SL 
.l207 it was decided that these two questions

had been answered in the negative. For Aerobee 13..l23 IS it was concluded

that answers were 'in the aff irmati ve .

Measurements were taken at differing levels of maqnet'ic act'ivity

and the present results showed enhancement in n(0r) occurred when magnetic

activjty, as indicated by the kp index, increased. However, at Woomera

the enhancement was not as 1 arge as had been reported by some research

groups. Consideration of other Woomera measurements of n(02) suggested

that enhancement did not aìways occur.

Finally, the mean profìles were compared with 2 model profiles.

Agreement was not close. It is considered that models must include

dynam'ical considerations if they are to match experimental determjnatjons.

6.6 FUTURE WORK

Ca¡ignan (1975) and Hedin (1979) both made the point that the

behaviour of n(0r) was the least understood. The addjtion of results

from 3 widely spaced (in time) rocket flights do not alter the truth of
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these statements.

They have provìded some valuable southern hemisphere data which,

as has been stressed in Chapter'1, has been lacking, but they are

inadequate, to help resolve the amb'iguity aris'ing over seasonal/annual/

latitudinal effects (Chapter 2). They do reflect the 'inadequacies of

the models (Section 6.4). Much more data is needed.

The majority of this data will be collected by sateìlite borne

mass spectrometers. However, UV absorption techniques will stjll be used

to enable determ'ination of n(Or) at altitudes below satell'ite perigee.

The UV instrumentation, however, will most f ikely be narrow band in

order to avoid the uncertainties associated with the estimation of o..,

for a broad band instrumenlshould broad band instrumentation be used on

these long I ife vehjcles,ion chambers would be discriminated agaìnst

because, despite the 'improvements seen in the type 2 chambers, unpredictable

failures stjll occur (e.S. the deterioration of the LNO chamber on

Aerobee l3 .l23 IS).

Hav'ing said this the author stil I bel ieves the iustif icat'ion of

rocket-borne experiments given in Chapter ì is valid and that ion chambers

are viable instrumentat'ion for these vehicles. Their small sjze, wjde field

of view and their abjlity to monitor the solar radiat'ion continuously

enable them to exploit this environment. In particular, their small size

enables multiple numbers of chambers to be flown which'improves the

statistics of the experiment.

If ion chambers are to be used then it is desirable the

uncertainties associated wjth them are reduced. This would require, for

example, further investigation o't the changing sens'itivities of SX

chambers and a better estimate of the effective cross-section of the Lo
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chambers.

However, in conclusion, it is stressed that knowledge of the

behaviour of lower thermospheric molecular oxygen is inadequate, and must

be expanded, and vlhile improvement of the instrumentation and methodoloqjes

outlined in this thesis is desirable, the experiment, as it stands' can

sti I I be expì oi ted to ach'ieve thi s purpose.
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CHAPTER 7

THE AIRGLOI^J EXPERIMENTS

This chapter briefly discusses the two airglow experiments

flown during the present research programme. The rationale behind their

inclusion in the programme has already been discussed and will not be

considered here.

The introduction, Section 7.'l , covers the basic des'ign

principìes behind both instruments. Sections 7.2.1 and 7.2.2 describe

the indìvidual instruments in more detail; that flown on the Skylark

rocket SLl005 in Sect'i on 7.2.1 and that fìown on the Skylark rocket S11207

in Section 7 .2.2.

Calibration techniques, which were similar for both photometers,

are covered in Section 7.3. The discussion is not detailed, but l'imited

to consideration of what factors had to be taken into account.

A brief comment about the photometer's flight performance was

made in Chapter 5. This is elaborated in Section 7.4 but, as has already

been stated, the experiments were not successful and no attempt is made

to extract airg'low intensities from the signals received.

7.1 INTRODUCTION

The measurement of day airg'low is made difficult by the presence

of a strong cont'inuum background arising from the Rayleigh scattering of

sunl.ight. Some means of measuring and subtractìng this background is

essentjal. The photometers described ìn Sections 7.2.1 and 7.2.2 were

based on instrumentation developed by Dandekar (.l969) to circumvent the

problem of this background. A description of Dandekar's photometer is
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given to illustrate the method he adopted, and therefore, the princjp1e

of the present photometers.

A schematjc of the Dandekar instrument is given in Fjg 7.1a.

The ìight passed through the baffle systems, through the filters, and

then, was folded by the use of rjght ang'led prisms, to fall onto a

singìe detector through two apertures A and A'. The light was chopped

by the shutter S. S, A and A' were machined prec'ise'ly so that

the total aperture onto the detector was always the same (Fi1 7.lb).

The constant size of the aperture implied the rotation of the

shutter would,have no effect on the signal observed, if the light

reaching A or A' was of the same intensity (Fig 7.lc). 0n the

other hand an imbalance'in the intensity of light reaching A or A' would

give rise to a modulated s'ignaì,and the modulations would be synchronous

with the shutter.

Thjs was the principìe of the instrument. One of the filters

was centred at the airg'low l'ine, the other at a wave'length close enough

so that the continuum intensity seen by both filters would be approximateìy

the same, but far enough away so that the airg'low line d'id not fall

within its passband. By actually matching, wìth the aid of the diaphragms,

the continuum intensity transmitted by both filters, the instrument would,

when viewing a continuum plus the airglow line, register the intensìty of

the airgìow l'ine in the amplitude of the modulated signal superposed on

the steady continuum signal.

l,Jhi I e Dandekar 's pri ncj p1e coul d be adopted, the photometers

could not be rep'licas of his instrument. In neither rocket was there

enough room. In additjon, the fact that both were attitude controlled

imposed an additional design criterion.
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Both rockets carried sun sensors whìch provided the input

into the attitude controlled un'its and kept the rocket pointed at the

sun. The rockets orientation around its ìong axis could also be

specified and maintained. Consequently, by suitably specifying th'is

orientation, and setting up the instrumentation so that the angular

separation between the look directions of the sun sensor and the

photometers was equìvalent to the solar zenith angle (SZR) at the proposed

time of launch,it was possible to ensure the photometers viewed zenith

throughout the control'led part of the fl'ight.

However, the time of launch, and hence the expected SZA, could

not be confirmed until a week or so before the launch. Therefore, the

design had to incorporate a mechanism for altering the look direction of

the photometers, in order that a variety of solar zenith angles could

be accommodated.

In summary, therefore, the photometers incorporated

(a) a mechanism to enable different solar zenith
angles to be accommodated

(b) a double filter system to allow the subtraction
of the background

and the design was influenced strongly by the restricted space available.

7.2 THE PHOTOMETERS

This section describes the airgìow photometers. The descriptìon

is brief and no attempt is made to elaborate, beyond what has already

been stated in Section 7.1, on why these particular des'igns were used.

7.2.1 The SLI 005 Photometers

The SLl005 airglow experiment was designed to measure two

airglow lines simultaneous'ly. These, as has already been mentioned in

Chapter l, were 3914Ä. (Nr+) and 5577A. (0I). To achieve this, a double

photometer was built, but.since the two halves of the instrument were
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identical only one is now described.

F.igure 7.2a is a schematic of the end view of the instrument

and shows the opt'ica'l system. Radiation entered the system thnough

aperture A or A'. It was chopped by a shutter d'irectly behind the

aperture. The shutter was machi ned to exactly match the truncated sector

shape of the apertures (fig Z.2b). The apertures and the shutters behind

them can be seen plainly in Figures 5.2a and 5.2b.

Light entering A passed through the filter Fo, and then

was reflected by the mirror Mr, the beam splitter, the mirror M'. and

finally the mirror Ms. Ms was set at 45' to the plane of the optics

(equivalent to'the pìane of the page) and djrected the l'ight onto the

photomul t'ipljer which was at 90o to the pl ane of the optics.

Light enterìng A' was reflected off Mr and Mz, passed

through For, then the beam splitter and was reflected off M+ and Ms

before reaching the same detector as the light from aperture A.

Filter Fo was nominally centred at 5577^, (3914,Â. in other

photometer) and filter Fo, was nomjnally centred at 5600Â (4060,.). The

shutter was driven by an Escap motor at I revolutìon/sec. resulting in

the radiation be'ing chopped approx'imately 3 times/km. The photomult'ipl iers

were EMI 9734 QNB and were chosen on the basjs of the magn'itude of their

dark currents. The qujetest most stable ones were used.

The interjor of the optìc system was sprayed matt black to

reduce unwanted refl ect'ions.

It was stated'in Section 7.1 that the angle between the direction

of look of the instrument and the sun sensor had to be adjustable. This

flexibility was achieved in the mountjng of the double photometer. The

instrument was held by an irregular'ly shaped sectìon of aluminium (F'ig 7.3),

slotted to provide a clamp. The cyìindrical'ly shaped photometer block,
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could be turned within this section, and the slits cutin the sectjon

allowed the look direction of the photometers to vary over 45" (see Fig 5.2a).

The spectrophotometer, the ion chambers and the X-ray counters were all sun

po1nting, so the angle was determined wjth reference to their look direction'

and then, the photometers urere clamped into place. As stressed in Chapter 5'

this adjustment rltas not possible once the rocket had been built up.

7.2.2 The SLl207 Photometers

The SLl2O7 airglow experiment differed strongly from the one

just described. This u,as partly because more room was available, partìy

because it was desired to look at more l'ines (ggl4E,5200Å' 5577Ã' and

6300Â), and partly because it was sought to avoid the severe scattering

problems experienced by the SLl005 instrumentation (Section 7.4).

Figs 7.4a and 7.4b are schematics of the side and end view of

the system. The four photometers were grouped together and although they

each had their separate optical systems they shared a single shutter.

gnce again the shutter had been precise'ly machined such that the segments

removed exactìy matched the shape of the apertures. This shutter'

however, differed from the ones used in the SLl005 instrument in that a

% section (approx.) was left solid. This implied that every revolution,

the dark current of the detector of each photometer could be checked

since the solid section uJas large enough to cover both apertures of a

photometer simul taneousìY.

Light passed through a 38 mm length of aluminium foil

honeycomb, then through the filters set Uànind apertures which were in

the shape of truncated segnents, and was then chopped by the shutter

already discussed. It then passed through a lens which focused it onto

the EMI 9734 QNB photomultiplier used as the detector. These were not
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ideal detectors, because of their low response in the red (fig 7.5),

but were used because of their small size, (30 mm nominal diameter,

100 mm long)

All interior surfaces were painted matt black to reduce

scattered I ight.

Qnce again the mounting of the instrument provided the means

to adjust the d'irection of look of the instrument. A schematic of the

arrangement is given in fig 7.6. The photometer block was pivoted on

pin A. The slot had been mach'ined precisely and could accommodate SZA's

up to 45". The scale was attached to help make adjustments easier and

faster. The Pin B was first located wjth the aid of this scale,

before being locked ìnto p'lace to secure the instrument.

In fig 5.12, a shield is seen on the instrument. This was

spring loaded and opened when the nose cone was eiected. This was fitted

shortly before launch as an extra - successful - precaution against

scattered l'ight and subsequent saturation of the detectors.

7.3 CALIBRATION OF THE PHOTOMETERS

The procedure for both instruments was similar, and therefore,

in the following, no differentiation is made between them unless a

technique or problem was unique to a particular instrument.

. 7.3..l Aliqnment of Photometers

It was found for the S11207 photometers that the use of the lens

implied alignment was not critical and the accuracy of the orig'inal

machinìng was sufficient.

For the SLì005 photometers it was found to be necessary to use

a laser to align the mirrors. The'light from a low powered laser

(Metrologic : Model 420,.5 mlnl) was passed through a pair of beam sp'l'itters
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so that two beanls were produced and apertures A and A' could be

illumjnated sjmultaneously. Cross hajrs were centred in the cy]ìnders

bored out for the photomultipliers,and mjrrors Mr, Mz ... Ms u,ere

adjusted until the light rays from A and A' were coincjdent on the

centre of the cross hairs.

7 .3 "2 Fi I ter Sel ection

Each photometer requ'ired two filters, one at the line in question,

and one close to, whose response at the a'irglow line was negligible.

Because the princ'iple of the equipment relied on them transmitting a

balanced jntensity of cont'inuum,these two filters also had to have

s'imil ar transm'iss'ion coeff icients and this was one of the selection

cri teri a .

The selection process was also 'influenced by the temperature

coeffjcients of the filters. These were measured as mostly being in the

range of a .2 to .3L/"C shift in the wavelength of the maximum response.

The choice was djctated by the expected wavelength of the maxjmum

response ( 
^*o* 

) at flight temperatures rather than Àro* measured

during the selection Process.

7 .3.3 Ans ul ar Response

After the filters had been selected and p'laced in the instrument

the angular response was checked. Once aga'in this proved to be only

critical for the SLl005 photometers (SectÍon 7.2.1). The honeycomb section

in the front of the SLl207 photometers Ímplied a total angular fjeld of

view of approx'imately 10.5' and there were no anomalous side peaks or

i rregul ari ti es i n the res Ponse .

The in'itìal angular response of the SLl005 'instrument showed
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serious side peaks. These appeared to occur because of the distance

between the filters and A and A' and because the filters were b'igger

than A or A'. Further masking of the filters themselves, produced a

smooth angular response w'ith a full wjdth 
'zmax 

of .l0" to 15". The

unmasked sectjon of the fiìters still remained slightly b'igger than the

apertures.

7 .3.4 l^lhi te Li qht Cal i bration

1¡hite 'light calibration r^ras not only essential so amplifier

levels could be adjusted to accommodate expected continuum intensities,

jt was also necessary to enable balance of the continuum intensities being

transmitted through the filters. In s1l005 balance was achieved by

alterjng the reflectance/transmissjon ratio of the beam splitter (see

f.ig 7 .Za). In the SLl207 instrument this faci'l'ity was not available'

and despite careful selection of the filters, there was an jmbalance.

However, the ripp'le thjs imbalance caused in the signa'l was smal'1, and

remained constant as the intensity increased. It was, therefore, considered

acceptab'le to measure the magnitude of this AC component and use it as a

correction factor, rather than attempt to remove it by modifyìng the

i nstrument.

7 .3.5. Cal i brat'ion for Ai rql ow Lines

The fjnal step was the calibratjon of the photometer's response

to the a.irgìow ljne. A monochromator with a Xenon lamp was used as the

light source. A beam attenuator WaS also used to ensure the

photomuìtipl'iers were not forced into the non-linear section of their

response.



224.

Use of a beam splitter in the path of the light enabled a

photomultiplier, positìoned at 90 degrees to the direction of the beam,

to be set up as a secondary standard. The secondary standard was

cal i brated aqa i nst a therrnopi'l e , then used to moni tor the beam whi I e

measurements were taken of the photometers' response. A schematic of

the experimental arrangement for the calibration js shown in ficJ 7.7.

Comparison, through the secondary standard, between the photometer's

response and the thermophi I e's output enabl ed absol ute cal'ibrat'ion.

7,4 FLIGHT PERFORMANCES

7 .4.1 SLl005

Prior to the fl iSht, the major concern had been whether or not

the fl'ight temperatures would reach the 50"C that had been allowed for

in the making and selecting of the filters. This turned out to be an

academic question. Scattered ìight drove the photometers into saturation

as soon as they were exposed. Baffl es had not been fi tted to the

instrument, mostly because there was not enough room, but partly because

it was believed that with the narrow field of vjew (10" - .ì5"), 
and with

the photometers being pointed at zenith, they were not necessary. In

addition, the optical path was complex and the interior of the instrument

had been blackened to reduce stray reflections.

The exposed nature of the apertures, however, stjll allowed

scattered light to reach the photomultip'lìers and no useful data was

obtai ned.

7 .4.2 SLI 207

More precautions against scattered light were taken with the

SLl207 photometers, and the shield and the honeycomb already mentìoned, were

successfuf in preventing scattered 1ight saturating the photomultipf iers.
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However, aìthough an AC ripple was seen on top of a DC level throughout

the flight, the amptitude of this ripple remained constant and cìose to

that observed during white light calibrations.

An explanation, consistent with condjtions at the time of

launch, can be found for this. The thermistors flown on SLl005 had

shown that, even in the exposed position it occupied, the photometer

block did not reach the 50'C expected. 35oC seemed a more reasonable

temperature to expect. Therefore, the filters were ordered with the

specification that at 35"C their maximum response should be at the

nominated wavelength. The delivered fìlters did not meet this criterion.

The temperature at whìch the desjred response would occur varied between

40"C and 50'C. Lack of time forced the use of these components. It

was hoped that careful ana'lysis would y'ie1d useful informat'ion, even

though the wavelength of the aìrglow line would be in the wings of the

response rather than the maximum. However, with the temperature not

rising above 24"C, (Section 5.3.3.3)' it would be expected that the

response at the airgìow line would be too small for the subsequent s'ignaì

to rise above the noise level, Under these conditions, the expected

signal would resemble the white 'light calibrations, since the photometers

would really only be respond'ing to a continuum.

7,5 SUMMARY

' This chapter brief'ly discussed two photometers constructed

during the course of this work. The complexity of the first design was

imposed by the extreme restrict'ions in space, and led to prob'lems with the

alignment and angu'lar response of the instrument. The lack of space a'lso

prevented the fitting of baffles and the experiment failed because of
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scattered I ight.

The experience of the first ínstrument led to the second

photometer block being designed such that alignment was not critica'|,

the angular response was smooth and regular, and the photometers didn't

suffer the effects of scattered 'light. However, this experiment was

not successful either, because of mismatching of fjlter parameters to

the actual launch conditions.
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CHAPTER 8

TH E WATER VAPOUR EXPERIMENT

since no useful data was obtained from the water vapour

expe¡iment, thìs chapter has been included principally so that this thesis

may summarize the whole of the research programme undertaken. The

presentation'is I im'ited.

A brief introductjon (Section B.l) looks at what injtiated the

interest in attempting to obtain a measure of the water Vapour

concentrat'ion, and the reason why photometric methods were adopted.

Section 8.2 djscusses the concept of the experiment while Section 8.3

considers the computer program written to test the feasjb'il'ity of the ¡

concept. Section 8.4 gives a brief account of the vehicles used and the

results obtained.

Recent detailed check'ing of the computer program revealed an

error, the correction of which, badly affected the pred'icted sensitivity.

The significance of this mjstake, with respect to the viabilìty of the

expe¡iment, js d'iscussed in Section 8.5. In Section 4.2.7. 'it was decided

that no allowance was to be made for other absorbers'in the analysjs of the

ion chamber data. In view of the reason given for wish'ing to measure

n(Hz¡) (Sectjon B.l) this decision is considered further in Sectìon 8.5.

8.I INTRODUCTION

Although water vapour features in the photochem'istry of the

upper mesosphere, lower thermosphere region (Hunt, 1972; Fukuyama, 1974),

interest in this gas, in the present work, was limited to the effect its

presence could have on the val'idity of determ'inations of n(Or) from the

data of Ls chantbers.
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Discussíon in Section 4.2.7 has shown that, depending on the

n(HrO) profile assumed, water vapour may absorb a significant proportìon

of the solar Lg. Therefore the derived n(02) will be associated

with large errors if the water vapour absorption is ignored. However, it

i.s difficult to assess the size of such errors. Ì¡lhile figures up to 53%

are given in Table 4.5, these are on'ly valid for the assumed profile

(Martynkev'ich, 1972) and, as with al1 atmospheric parameters, the water

vapour density profile would be expected to vary. Measurements

(Martynkevjch, 1972; Martynkevich and Shvidkovsky' l97l; Radford et aL,

1977; and Sonnemann et aL, 1977) do in fact show strong variation.

Therefore,if lhis source of error was to be removed, a measurement of

n(HrO) had to be made simu'l.taneotrsly with the measurement of n(0r) and

the initial aim of the water vapour äxperiment was iust this.

However, the physical limitations of the vehicles in which the

experiments were to be flown forced a compromise.

Small sounding rockets were used (See Section 8.4 for

description). Space for instrumentation was limited, and since it was

not desired to seriously degrade the princ'ipìe experiment which was the

measurement of molecular oxygen densities, the physical restraints on

the water Vapour experìment were extreme. A scheme, however, had been

suggested (J.H. Carver, private communicat'ion) . This scheme util ized

ion chambers. The cho'ice of jnstrumentation had several advantages. The

detectors were small, and since, in physical dimensions, they exactly

matched the ion chambers used in the n(Or) experiments (see Chapter 3

for description of detectors) it was not necessary to alter the

instrumentation block of the rocket. In addition, the necessary expertise

and equìpment for their constructjon and calibration was already available.
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These advantages had to be weighed against the fact that

computer simulation of the experiment imp'l'ied that in this form the

experiment could only give an upper I imit to n(Hz0). However, it was

decided by the author, that despite this reduction jn scope, useful

in.formation could still be obtained and the water vapour expeniment

described in the following sections was based on ion chambers.

The previously mentioned discovery of the error impììes this

decision was, in fact, based on incorrect information, but consideration

of this is left to Section 8.5.

8.2 CONCEPT OF EXPERIMENT

The technique reìies on the dìfferences 'in the absorption

cross-sections of water Vapour and molecular oxygen. Consider solar

radiation at two wavelengths Àr and \.2. Let the absorption cross-

sections for these wavelengths be as follows. (The actual values given

have no significance and have been 'included only for illustrat'ive purposes )

).r o I o-r 8 
cm2

|-r2o

.10- t t cm'

I 0-'o cm'x2

ooz

oHzo

oo2

o-(rr¡ s(- oi N"(O'z))

In a pure oxygen atmosphere the extinction coefficient at any

altitude h will be identical for the two wavelengths since adapting

Equat'ion 4. 20

oh(Ài ) (B.l )

whi ch impl ì es
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(8.2)
À

1

where Qn(r.,) 'is the flux at z = h, for Ài

Q-(rr) is the flux at z = æ' for Ii

Nr(02) is the total column density of 0z above h.

The right hand side of 8.2 is the same for i=l or i=2 for the

cross-sectjons given. If, however, water vapour is present the power of

the exponent becomes

( - ( 10-" .N,(02) + 10-" .N,(H'0)))

for À¡ and becomes

( - ( lo-1E.Nr(or) + lo-'o.Nr(H'o)))

for À2. Nr(HzO) is the total column density of water vapour above z=h.

Therefore the right hand side of 8.2 wjll approach zero more

rapidly for À.2 than for Àr and iÀr(t) will decrease more rapidly

than j^r(z).

From the above j., (z) will be affected by water vapour' but it
,ai

w.i I I al so depend on the mol ecul ar oxygen dens'i ty. Therefore i n any

computer simulation of the experiment (Section 8.3) tne calculated i. (z)
^j

will depend on the model densities chosen. Comparison of theoretical

and experimental j, (z) wì1.l not be useful since any difference betweenni 
) model n(oz) and the n(or)them could be caused by a d'ifference between the

at the time of the expe¡iment,as welì as the presence of water

vapour.
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However, if the ratio R(z) = iÀ, (z)/ixr!) is considered,

the mol. oxyqen term in the exponent cancels,and the parameter is

independent of the model n(02) densities. From the prevìous discussjon

on the behaviour of j^r(z) and iÀr(z) it will reflect the presence

of water vapour. If the behaviour of the ratio can be cal ibrated in

some way against the concentration of water vapour, then, experimental

determinatìon of the extinction coefficients of Àr and À.2 will

enable a measure of n(HzO).

The technique was less sfmple ìn practice. The use of broad

band detectors where one detector saw the broad band equivalent of Àr ,

and the other, the broad band equivalent of )'r and trz' meônt that d"..

had to be used. This parameter was not the same for the two chambers.

Therefore the ratio was not independent of the assumed model n(02)

density. Computer simulation of the experiment, however, showed that the

ratio was far more sensitjve to the presence of water vapour than changes

in n(02). The above ratio still varied with n(Hz0) but the sensitivity

of the experiment was less.

As has already been stated in chapter 3, LEB, MEB and LEC

ion chambers (see Table 3.1, pâge 72 for exp'lanation of code) were used

in the water vapour experiment. In addition, on the last pair of rockets

(Section 8.4.2.3) the results of LNO and MNO ion chambers were considered.

The initial experiment involved the conrparison of the extinction curves

of LEB and LEC chambers. (The'ir spectral response is g'iven in 3.llc and

3.lld). The sensitivity of the ratio of their extinction coefficients to

water Vapour arose from lines such as À = 1126Å where orro/oo, o 47,

For the ìast pair of rockets application of the technique was based on

the difference in the absorption cross-sections at Lcr,. From Table 4.3,

o lo N 1490.
ll2o O2



232.

8.3 COMPUTER SIMULATION OF EXPERIMENT

It was ment'ioned in the prevíous sect'ion that it was necessary

to calibrate, in some way, the behaviour of the ratio R(z) against

n(HrO). It was decided to simulate the experiment on the computer, using

model n(02) and fixed values of water vapour concentrat'ions, i.e. I PPm,

l0 ppm, 100 ppm, and 1000 ppm, and to compare the subsequent theoretical

R(z) with the flight R(z) when it became available. This approach had

the advantage that the programme could be init'ial'ly used to test the

feasibility of the experiment.

Discussion of the molecular oxygen experjment has shown that a

rocket-borne experiment is associated with unavoidable uncertainties.

Therefore, if, for example, 10 ppm of water Vapour were to be detected

the difference between R'(z) for ì0 ppm and R(z) for a pure oxygen

atmosphere would have to be greater than the expected uncertainty associated

wjth the experimental R(z). The conclusions drawn from the theoret'ical

ratios are discussed in Section 8.5.

The programme was, in many ôYS, similar to the calculation of

the effective absorption cross section programme discussed in Section 4.2.4.

The theoretical s'ignal and extinction coefficient, at any height z = h¡,

was calculated by a step by step calculation of the absorptìon from

z = 200 kms down to . = hk Using a variation of 4.15

- (r. o'(À).^h)
Q(r, h¡.) = O(À, ho*., ).e (8.3)

and the s'igna'l

(^,
s(hk) = ) O(r,ho).e().).dÀ

).2

and the exti ncti on coef f j ci ent ¡ ( ht) = |$#
since z = ?00 was taken as infinity,

Àr, ).2 are the passband I imi ts.
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and

e(À) 'is the sensitivity - the spectraì response curves

of the fl'ight chambers were used,

F - optical depth factor,

Ah = path ìength taken as 1 km,

O(r,200) the flux

from Brinkman et aL (tS0O¡

o'(À) is the absorption cross sectìon which allows for

the presence of water vapour

o'(À) o (¡,).n(Hz0)
t{ 2o

(r) .n(or) .+o
o2

once ¡(hf) had been determined for each chamber the relevant

rat'ios were cal cul ated.

8.4 THE ROCKET EXPERIMINTS

The water vapour experiment was flown on six rockets fired

during the years 1973 to 1975. Table B.l sunmarizes the appropriate

I aunch parameters.

The rockets used were known as Cockatoo rockets and a brief

descniption of this vehicle is given in Section 8.4.1. These rockets

were not attitude controlled and some means of determinjng detector

aspect was essential. Discussion of this is not relevant to this chapter,

but a descrjption of the methods ernployed has been given in Appendix 3.

The flight performance of each rocket and payload is given in Section 8.4.2.

8.4.1 Descr j pt'ion of the Cockatoo Vehicle

The Cockatoo rocket was a two stage, solid propellant, spìn

stabilized rocket, capab'le of carry'ing an eighteen kilogram payload to a

height of approximately ì30 kms. The instrumentation head was the same
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TABLE 8.I

*

DETAILS OF ROCKETS INVOLVED IN !'JATER

VAPOUR RESEARCH PROGRAMME. ALL hITRE

LAUNCHED FROM WOOMERA ( 30.94" S, I 36.52" E)

UT times for C1044, C1046, C4009 and C4018

refer to previous day.
a

Name of
Rocket

Date of
Fl i ght

*
Fi ri ng
Local (UT) Apogee

c1 044

cl 046

c4009

c4007

c401 I

c4017

15/8/73

26/6/74

2/10/74

2/10/74

2e/4/75

2e/4/75

9 . ot csr ( 23.31 )

9.lsCST (23.45 )

B.20CST (22.50)

r7.25CST (07.55)

e.r5csr (23.45)

l6.55CST (07.2s)

124

120

132

t37

I 33.5
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d.iameter as the second stage motor and provided a cylìnder of .l2.7 
cm o.d.

and 75 cms long for experimenta'ì pay'loads. The nose cone was generally

not avajlable for use by experimenters as this housed a battery pack and

magnetometers. The general configuratìon of the vehicle can be seen in

Figure 8.ì.

The telemetry system was an EMI TM5H. This provided 24 data

channel s wh'ich coul d be sampl ed ei ther 80 or I 60 t'imes per second. The

greater speed was used for the Cockatoo rockets from C4009 onwards. A

feature of the system was the.upuùiì'ity of subcommutating channels, so

that up to B different outputs could be looked at on a s'ingle channel.

0n the Cockatoos be'ing djscussed two channels were subcommutated. The

outputs from power supp'ly monitors, thermisters and the calibratjon

voltages of the teìemetry system were usually given these l/B channels as

they could tolerate the slower sampling rate.

The telemetred s'ignaìs received by the ground station were

recorded on magnet'ic tape and film. Chart recorders were used to give

real time displays of flight transmission.

The vehicles were launched from a single rail launcher at

approx'imate'ly 85' el evation. Azimuth was typica'l1y 320' . Both ri

azjmuth and elevatjon were,however, determined by local weather conditions

and constraints imposed on the allowable range and bearing of the impact

po'ints of the f irst and second stages of the rocket.

At zero time the first stage motor and the second stage ignjter

delay fuse were ignited. The first stage burnt for approximately 2.5

seconds, prov'iding a maxjmum acceleration of the order of 100 g. At +3

seconds, the first stage was separated from the second stage and the
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instrumentation head. This section coasted until the second stage

ignited at approximately + 20 secs. The second stage was burnt out by

+ 26 secs but remained with the instrumentation head. The covers were

released from the experiments at + 30 sec. Low tension power supp'lies

were on at launch, but the switching on of the high tensìon

supplies,should they be required, could be delayed to suit the convenience

of the experimenter.

Some rockets were fitted with an Ackaid 0scillator, which

assisted the radar tracking of the vehicle, but irrespect'ive of this; the

tracking gave a nominal accuracy to the altitude determìnation of t N km.

Nominal apogee was at 130 km at approximate'ly +2 ntns 55 secs.

parachutes were not used and destructive 'impact occurred at approximately

6 mins.

8.4.2. Performance of Vehicles

All the Cockatoo rockets carried similar experimental payloads.

A schematic of a typical instrumentation head is given in Fig.8.2. The

expeniments included were

(a) UV photometers to measure ozone density profi'les'

(b) Ion chambers to measure molecular oxygen profiles from
70 kms to apogee. The ion chambers used were LNO'

MNO and QT ( tlyas , 1976) ,

(c) X-ray detectors to measure total density profjles'
(eiuuo, 1977),

(d) Ion chambers to determine an upper l'imit to the water
vapour density. The jon chambers used were either LEC

and LEB or LEB and MEB.

The electronic circu'itry used'to convert the ion chamber signal

to one suitable for the input of the telemetry sender, the prelaunch care
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and the testing of the ion chambers of experiment (d) was practical]y

identical to that gìven'in Chapter 5 for the molecular oxygen experiments

flown on the Skyìark rockets and is, therefore, not described again.

As with the other rockets the payloads were flushed contjnuously

with dry nitrogen once the rocket was on the launcher.

8.4.2.1 C1044 and C1046

Cockatoo rockets were intended to be sp'in stabjlized vehjcles.

Both C1044 and C1046 failed to spin up successfully after launch. The

sp.in rate obta'ined, - | to 2 revs/min, was insuff icient for stabi'l'ity

and the subsequent motion of the vehicle prevented the acquisition of useful

data.

8.4 .2.2 C4009 and C4007

Launched in the morning and evening of the same day both C4009

and C4007 performed satisfactori'ly. They reached a spin rate of 8.4 revs/

sec and their motion consisted of a stable precess'ion with a coning

angle of approx'imatelY 25" .

However, the LEC chambers used failed, showing excessive noise

and long wavelength sens'itivity. Informat'ion from only one set of

chambers, in this case LEB's, was inadequate for the technique and no

est'imations of water vapour were possible.

8.4.2.3 C4017 and C40l 8

Because of motor malfunction

and only reached a he'ight of

C4017 was only airborne for

30 kms. It is not considered30 secs,

further.
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C40lB was stable spinning at ll revs/sec' and precessing

wjth a coning angle of ", 30o. The water vapour experiment on th'is round

had been modified. LEC's had not been used because of their failure on

C4009 and C4007, and it was hoped to use the results from the LNQ'

MNg chambers of (b) in combination with those from LEB and MEB chanlbers"

Both LEB's and LNO chambers had been flown on c4009 and

C4008, but here no useful information had been gained because the LNO

chambers exhibited chang'ing sensìtivjtjes (Ilyas, 1976) which led to

uncertajnt'ies that were too large for the technique. However, the chambers

in C40.¡8 were type II ion chambers, and with theirimproved stabi'lity.

(Section 3.2.10), it was hoped to obtain data of sufficient quality.

The data was not obtained. The chambers, although stable during

flight, had apparently deteriorated before launch or at launch. Signal

levels were low. The telemetry uncertainty therefore introduced a large

uncertaìnty and the quafity of the data was insuffjcient to enable any

determination of water vapour dens'ities.

8.5 THE VIABILITY OF THE I^IATIR VAPOUR EXPERIMENT

AND SOME COMMINTS ON I-IKELY DENSITIES

8.5.1 Viabil'itv of Experiment

It was stated in 8.3 that'if a particular concentration of

water vapour was to be detected, then the difference between R'(z), the

ratio with the water vapour, and R(z), the ratio 'in a pure oxygen

atmosphere, would have to be greater than the uncertajnty associated with

the experimental ratjo, R=(z)-.

In the computer prograrnme, the ext'inction coeffjcient ¡(ht)

of the chamber was effectively defined as
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Àr
0(r, ho). e(r).dÀ
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( 8.5)

(8.6)

¡(hr)

o(À,-).e(¡.) .dr
Àr

calculated by the flight ata is given by

O(r, ho).e(r)dr

),2

The ¡(hr.) d
).2

ßv(h )

¡(hr)
Àr

v(-) ).2

ß O(^, H).e(r) .dr
Àr

V is the telemetred voltage, H is welt above the absorbing layer and

ß allows for the amplifier ca'librations, the efficiency and the window

area of the chamber. Since ß cancels, and on the above definition of

H, ô(À, H) w'il1 be equivalent to 0(1, -¡, the two def initions ane

equivaìent, enabf ing val id comparison. In addit'ion, and of importance

also, independence of ß implies that the ¡(hf) for either chamber, and

therefore, the exPerimental ratio

R

i^(hk)
t i"(hk)

where A and B denotes either LEC and LEB, LEB and LN0, or MEB and MNO'

will not be affected by uncertainties in ampiifjer calibration, efficiencies

and wi ndow areas.

R- is independent of aspect. Equation 8.5 equals
t

k

vÉ(hk). a(h¡)

v,(hk). ¿(-)

where V^, V" are the telemetred voltages of the chambers and A, allows

for a change of aspect between z = @ and t = hk and corrects the sìgnaì

back to zero aspect to allow a true evaluation of i^(hk) and i"(hk).

Equation 8.6 reduces to

v^(hk) v, (-)

v,(hr) v^(-)
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Therefore uncertainties 'in the determination of the aspect or the

calibration of the angu'lar response of the chambers will not contrìbute

to the uncertainty of the experimental ratio.

It was cons'idered the only sign'ificant source uncertainty'in

the ratio u,as the result of the telemetry uncertainty (OV - 25 mV). The

effect of thjs was much reduced in this instance. In the molecular oxygen

experiment where AV (i.e. the change in signa'l) was required, ôV rapìd1y

became the limiting factor as it approached, and exceeded the magnitude of

AV, thereby forcing a lessening of the resolution of the ana'lys'is.

However, for the water vapour experiment, where the ratio depends on V

not AV, results from the present work imply that under favourable

conditjons the uncertainty in the ratio would range from 2% to 12%.

Wi th these si ze uncertai nti es, the resul ts of the feasibì I i ty

studies suggested 10 ppm could be detected. A'lthough Hall (1972) had

suggested 3 ppm, the Martynkevich (lglZ) profile was consistent w'ith, for

examp'le, approxìmately l0 ppm at 100 kms and jt appeared the experiment

would provide useful information about water vapour dens'ities.

Through equipment failure, however, no useful data was obtained

(Section 8.4), but even if good quafity signals had been received a

concentration as low as l0 ppm could not have been detected. The

previously mentioned mjstake in the computer program, when corrected,

raised the minimum detectable concentration from 10 ppm to 50 to 100 ppm.

Although concentrations of this magnitude have been observed (for example,

Sonnemann et aL, 1977, reported a concentration of 500 ppm at ll5 kms)

most theoretical and experimental estimates of n(Hz0) at upper

mesospheric heights are far less (e.g. Radford et aL, 1977; Anderson

and Donahue, 1975; Fukuyama, 1974).

From this it can only be concluded that it is unlikely the water

vapour experiment would have provided data of any significance and that



241.

the experiment must be considered of doubtful viabiì'ity.

8.5 .2 A Comment on Likely Densities

Despite the failure to obta'in information about n(Hz0) at

70 kms to 100 kms a tentative suqgestjon about the water vapour

concentratjons over the altitude range æ ll0 to llB kms, can be made.

This does not necessarily have genera'l app'lication since the figures are

restricted to those drawn from the data of a sing]e rocket flight above

woomera (30.94'S, 136.52" E) on 22/2/77 .

The molecular oxygen profiles derived from the QT and LNO

ion chambers overlap. Initially, the two profiles showed qross disagreement.

Since, as tab'les 4.4 and 4.5 showed, QT results are not affected by the

presence of water Vapour while Lo ion chamber results are, an

explanation was sought for the difference by assum'ing the presence of

water vapour. At some altitudes concentrations of Hr0 of .l00 ppm were

required to reconc'ile the two profiles. It is ìnterestj'ng to note that had

the water vapour experiment been flown successfully on this rocket, it

would have, even with the reduced sensitivity, confirmed or denied this

sol uti on .

Then it was shown that the other wavelenqths of the Lo, chamber

should be taken into account (Section 4.2.6). This also reconciled the

two profiles and the presence of water Vapour was not necessary.

Desp'ite this conclusion, drawn because agreement between the

two profiles was well with'in their combined uncertaintjes (fig +..l0),

water vapour could still have been present. However, even if the residual

differences between the two profiles (the more rel'iable downleg data was

considered) were caused by water vapour rather than statistical fluctuations,

then the concentration of water vapourn for example at ll5 kms, had an

upper limit of 5 ppm.
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APPENDIX I

THE EFFECT OF CONTAMINATION ON THE STANDARD

ION CHAMBER CALiBRATIONS

It was stated in Section 3.2.6.4 that a systemat'ic error may

occur in the standard ion chamber cal'ibration as the result of the :

contaminat'ion of the njtric oxide. This appendix attempts to identify

likely contaminants and thejr effect on the calibration.

The gas was suppì'ied by the Matheson Corporat'ion through C.I.G.

Austral ia. C.I .G. I isted possible contaminants as Nitrous Oxide (ltrO)

t.0s%1, Nitregen dioxide (NOz) I.05%1, Carbon djoxide (COz) 1.2%l and

Nìtrogen (Nr) 1.05%1. Other users of this gas (Stober, 1962; Flelia, 'l965)

also listed nitrous acjd (HNOz), oxygen (0r), water (Hr0), nitrous anhydride

(Nr0r), nitric pentoxide (Nr0u) and nitrogen tetroxide (N20,-).

The slush mixture used during the purifjcation process was at

- B0"C and removed such contaminants as N$z, CQz, NzQs, N203, H20 and

NzO+. Because of jts unstable state there appears to have been few

measurements of the physical constants of HN02 (Jones, 1973) and jt js

unclear whether the slush mixture would remove th'is contaminant. However,

l4elja (1965) only lists this as a trace element and does not suggest ìt

will cause prob'lems. It is not considered further. From the specifìcations

set out by C.I.G. and Melia (1965), it surmised that the concentrat'ions of

N2 or 02 will be <<.05% and at these concentrations neither gas'is

expected to sign'ificantly affect the response of the chamber.

From the above the only sicnificant contamjnant would appear

to be Nzg. Melia (.l965) found evidence to suc;qest that at the pressures

normally found in commercjally supplìed gas cylinders, the NrQ

concentration would be increased by 2% to 3% per month. The likely reaction
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was

3N0 + N20+N02

The cyìinder of nitric oxide used in the present work was

B years old. The initial contamjnation of NzO could be considered to

be within the .05% sugoested by C.I.G. and the l% measured by Melja

(1965). From this and from the range of accumulation rates (2% to 3%)

the likely contamination by NzO was l% to 7%.

The absorption coefficient, for Nz0, at Lo is almost

identical to that of N0 (Watanabe et aL, .l953). Therefore, in the

standard ion chamber, it would be expected that the relative amount of the

incoming Lcr radiation absorbed by NrO would be approximately equal to

the relative level of contaminatìon, i.e. if NzO makes up 7% of the gas

then it will absorb 7% of the incídent radiation.

There will be no contribution to the siqnal from the absorption

of Lo radiation by NzO since the ionization threshold of NzO occurs

at approximately 967^. Absorption of Lcr will result in photolys'is, the

products of whjch will be N0, N, 0 and Nz. Some fluorescence wjll occur,

for example at 5577^ from 0('s) * 0('D) transition of atomic oxygen

but such radiation will not be detected by the standard ion chamber.

Referring back to Section 3.2.6.4 this will imply an under-

est'imatjon of the current measured at total absorption, I -. From

equation 3.4, repeated below,

I
0 = 8l xå'LI

an under-estjmat'ion of Io"= leads to an over-estimation of Q. 
?

a" is the efficiency of the chamber/photodiode being calibrated.

the signal from the chamber/photodÍode.

where

I is
L
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It'is noted that the likely upper limit to the effect, i.e.

7%, would be sufficient to explain the discrepancy between the effic'iency

of the photo-diode, as stated in the accompanying Nationa'l Bureau of

Standards calibration, and the measurement made with the standard 'ion

chamber.
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APPENDIX 2

TABULATIONS OF MOLECULAR OXYGEN DENSiTIES.



Spectro
meter
D0l,lNLEG

1.05(r7)

e.56(r6)

8.63 (r 6 )

B.r o(16)

7 .76(16)

SX3

DOhJNLEG

4.48(r 7)

2.Bo(r 7)

2.02(17)

1.eB(17)

r.er (r7)

1 .77 (17 )

1.62(17)

r.56(ì7)

1.38(17)

1 .21(17)

SX3

UPLIG

6.7e(17)

3.62(17)

2.86(17 )

2.11 (17 )

1 .8r (17)

QT 204

DObINLEG

I .58(r 8)

1.?2(18)

r.or (18)

8.02 (r 7 )

6.42(17)

4.46(17)

3.72(17)

2.83(17)

2.28(17)

r "87(r7)

r.54(r7)

1 .2e(17)

I .06(r 7)

e.ll (16)

8.24(r6)

QT 204

UPLEG

3.58(18)

2.oe(r8)

r .50(r s)

1.25(rB)

e.74(17)

6.7 4(17)

4.87 (17)

3.66(r7)

2.68(17)

2.03(17)

r.55(r7)

1.23(17)

r.07(17)

e.rj(r6)

7.e8(r 6)

QT 203

UPLEG

r.20(18)

e.67 (17)

B.ro(r7)

6.74(17)

5.87(r7)

4.66(17)

3.22(17)

2.21(17)

1.62(17)

1 .21(17)

8.2?(16)

4.24(16)

\rro*rr*
ALT(kìs )

\
98

99

100

l0t

102

.l03

104

105

106

107

108

t09

ll0

lil
112 t\)Þ

oì

TABLE 4.2a. Molecular Oxygen Densjties from Sky'lark SLl005
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Spectro
meter
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r.70('r7)

5.75(r6)
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3.82 (t 6 )
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Spectro
meter
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r.78(r6)
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SX3

UPLEG

1.54(r7)

1.33(r7)

1.02(17)

e.70(r6)

e.8e(r 6)

1.06(r7)

l.t4(r7)

r.oe(17)

r.1o(17)

e.1B(r6)

5.35(r6)

04I

7)
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r.23(r

QT 204

DOl^lNLEG

7.48(r6)

6.6t (16)

5.77 (16)

5.46(r6)

4.73(r6)

3.e6(r6)

3.55(r6)

3.21 (1 6 )

2.85 (r 6 )

2.60 (r 6 )

2.32(16)

2.oe(r6)

1 .e2(16)

1.5i(r6)

r.5s(r6)

7 .4e(16)

6.70(16)

6.27 (16)

5.5e(r6)

4.87(r6)

4.20(r6)

3.6e(16)

3.40(r6)

2.el (r6)

2.62(16)

2.41(16)

2.14(16)

r.eo(r6)

r.6e(16)

r .47(l6)

QT 204

UPLEG

R

kmsALT (

120

121

122

123

124

125

126

127

5

6

I

I

I

I

IB

4

ll9

117

ll3

N)à
!

TABLE A.2a Continued.....



r .21(16)

Spectro
meter

DOl^lNLEG

I .4r (16)

r.35(16)

1.2r(r6)

1.12(16)

1.06(16)

r.02(16)

e.58(15)

8.30(15)

7.65(15)

6.70(15)

.10(15)

.r4(15)

.5r(r5)

l88

B8 (l

5

4

3

2

2

5)

5)

Spectro
meter

UPLEG

1.51(16)

1.20(r 6)

SX3

DOhINLEG

3.43(16)

2.21(16)

1.74(16)

r.35(r6)

r.re(16)

r.os(16)

8.42(r5)

7.e8(15)

7 .74(15)

6.35(15)

5.54(15)

4.85 (1 5 )

4.2e(15)

3.84(15)

3.4r (l s)

SX3

UPLEG

1.30(16)

QT 204

D0l^INLEG

1.2s(16)

l.r3(r6)

r.06(16)

e.82(15)

8.77(ls)

7.84(15)

7.14( 15 )

5.er (15)

4.e] (15)

4.r 3(15)

3.26 ('l 5 )

2.s2(1s)

2.70(15)

2.05(15)

2.37 (15)

QT 204

UPLEG

128

129

130

l3l

132

133

.l34

135

136

137

t3B

139

140

l4l

142

(TLA

CHAMBER

1\)Þ
æ

Table A.2a continued.



SX3

UPLEG

3.13(r5)

2.e6(rs)

2.84(15)

2.78(r5)

2.66(r5)

2.45(r5)

2.24(15)

2.08(r s)

1 .eB(15)

r.e7(r5)

r.e6(r5)

r.e5(15)

l.e5(r5)

r.87(r5)

r.Br(r5)

QT 204

UPLEG

2.26(15)

2.04(r5)

2.36(15)

r.72(15)

l.50(r5)

t.28(r5)

CHAMBER

ALT( kms )

143

144

145

146

147

t48

149

150

I5l

152

153

t54

155

156

157
t\)Þ(o

Table A.2a continued.....
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ER

ALT(kms )

QTI
UPLEG

QTI
DOhlNLEG

SX7

UPLEG

SX7

DOl^lNLEG

109

t0t

102

103

104

105

106

107

l0B

109

il0

ill
112

ll3

ll4
lls
il6
r17

llB

ll9
120

121

122

123

124

125

126

t.04(r7)

B.5o( r 6)

7 .32(16)

6.55(r6)

5.76(r6)

4.e3(r6)

4.26(16)

3.88(r 6)

3.52(r6)

3.re(16)

2.e5(r6)

2.68( r 6 )

2.32(16)

r.r4(rB)

8.44(r7)

6.72(17)

4.7e(17)

3.88(r7)

3.oe(r7)

2.s8('t7)

2.25(17)

l.e3(r7)

r.64(r7)

1.44(17)

r.30(r 7)

1 .r 7(r 7)

r.or (r7)

B.8e(r6)

8.26(r6)

7.43(r 6)

6.07 (r 6 )

5.47 (r 6 )

4.68( r 6 )

4.04(r6)

3.Br (r6)

3.re(r6)

2.88(r6)

2.70(16)

2.4r (r6)

2.17 (16)

2.e7 (17)

1 .27 (17)

7.10(r6)

5.25(r6)

4.28(16)

3.68(r6)

3.oe(r6)

r.r5(r7)

e.55 (r 6 )

8.77 ( r 6)

8.38(r6)

7.32(16)

7.03(r6)

5.eo(r6)

5.26 ( 16 )

4.54(r6)

3.ee(r6)

3.73(r6)

3.2r (r6)

Table A.2b Molecular oxygen densities
from SkYlark SLI 207.
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CHAMBER

ALT( kms )

QTI
UPLEG

QTI
DOI^JNLIG

SX7

UPLEG

SX7
DOI^INLEG

127

128

12e

130

t3l

132

133

134

135

136

137

138

139

t40

ì4t

142

t43

144

l4s

146

147

l48
.l49

150

l5l

152

153

2.06(r6)

r.78(r6)

r .6r (r6)

I .42(r 6)

r.32(r6)

I .2r (r 6)

r.oB(r6)

r.04(r6)

e.34(r5)

8.92(15)

8.38(15)

7.e7(r5)

7.45(r5)

7.os(r5)

6.54 (l 5 )

I.ee(r6)

1.76(r6)

r.6e(r6)

1.47(16)

1 .22(16)

r.02(r6)

e.r3(r5)

8.84 (r 5 )

8.07 (r 5 )

7 .32(15)

6.34(r5)

5.38( r 5 )

4.eo(r5)

4,42(15)

2.64(t6)

2.30(r6)

l.e2(r6)

r.84(r6)

r.63(r6)

l.sl (16)

1.26(r6)

l.lo(r6)

e.78(15)

8.e6(r5)

8.34(r5)

7.Be(r5)

7.46(r5)

7.05(r5)

6.5e(r5)

6.2e(r5)

5.ee(r5)

5.58(r5)

5.5r (r5)

s.44(r5)

4.9A(15)

4..54 (l 5 )

4.ll(.l5)

3,.95(15)

3.85 (r 5 )

3.6e (r 5 )

3.47(15)

2.65(r6)

2.26(16)

1.e6(r6)

r.86(r6)

r.63(r6)

l.5s(16)

r.2e(r6)

1 .22(16)

r.07(r6)

e.86(r5)

s.42 (r 5 )

7.02(15)

6.5r (r5)

5.84(r5)

5.rB(r5)

4.68(r5)

4.02(r5)

3.73(r5)

3.6r (r5)

3.4r (r5)

3.22(1s)

2.86(r5)

2.5r (15)

2.33(r5)

2.27 (15)

2.rB(r5)

2.lo(r5)

Table A.2b continued.....
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\rrorur*
nrrtñ)\

SX7

UPLEG

SX7

DOI^JNLEG

154

1s5

t56

157

158

159

3.oB(r5)

2.87(rs)

2.4e ('r5 )

2.r2(r5)

r.Bl (15)

't .38(r5)

t .96

1.74

I .58

I .35

t.t3

(r 5)

5)

s)

5)

5)

( 1

('l

( l

(l

Table A.2b continued.
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ALT( kms ) SX5 DOWNLEG ALT( kms ) SX 5 D0I^INLEG

112.5

il5
117.5

120

I 32.5

125

127.5

t30

132.5

135

137.5

t40

6.86(r6)

6.30( I 6 )

5.02 (r 6 )

4.34(r6)

3.78(r6)

3.r 2(16)

2.57 (16)

l.e8(16)

r .4e(l6)

r.rs(r6)

e.23(r 5)

7.e8(r 5)

142.5

145

147 .5

ls0

152.5

155

157.5

t60

162.5

165

167.5

170

172.5

7.ro(15)

6.r5(r5)

4.e3(r5)

4.53(r5)

4.34(r5)

4.72(15)

s.38(r5)

s.02(rs)

5.08(r5)

s.23(r5)

4.56 ( 15 )

3.76(rs)

3.40(15)

Table A.2c Molecular oxygen numbers from
Skyìark SLl207
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ALT( kms ) SX5
UPLEG

sx 5*

DOhINLEG

t33

t36

t39

142

l4s

t48

t5ï

154

157

4.e2(16)

1.50(r6)

r.06(r6)

B.eo(r 5)

7.02(r5)

5.66(r5)

5.26 (r 5 )

4.63(r5)

4.32(r5)

1.43

I .06

B.l4

7.0

5.8

4.8

4.4

4.5

5.0

( t 6)

6)

5)

5)

5)

s)

s)

5)

5)

( 1

(1

(t

(l

(l

( 1

( I

( ì

*

Table 4.2d.

Numbers read of graph to
enable direct comparison
of upl eg and downl eg.



LNo 2oz I r-ru0 zoz
DowNLEG I oowttlEe

UNCORRECTED CORRECTED

6.62(re)

5.78(r e)

+.sg(lg)

3.46(re)

2.80(1e)

2.15(1e)

r.6e(re)

1.43(re)

r.T3(1e)

r.oo(re)

e.o5(rB)

7.s7(rB)

6. r4(r 8)

5.35(18)

4.46 18)

6.66(r e)

5.82(re)

4.62(1e)

3.4e(r e)

2.83 (l e )

2.17 (1e)

r.7r (re)

1.45(re)

1.15(re)

1.03(te)

e.30(r8)

7.Br (r8)

6.36(rB)

5.57 (r B)

4.6i(18)

LNO 202
UPLEG

CORRECTED

4.ol(le)

3.02(1e)

2.03(re)

I .40(r e )

1 02 I 9

LNo 202
UPLEG

UNCORRECTED

4.04(le)

3.os(re)

2.06(r e)

r .43(1e)

I 05 ( t 9 )

MNO I
DObINLEG

UNCORRECT
I

ED
I

MNO 'I

DOl^lNLEG

CORRECTED

7.36(re)

o.zg(re)

o.oz(re)

s.32(r e)

4.16(re)

3.42(re)

2.Be (r e )

2.3e(re)

2.or(re)

r.64(le)

r .48(r e)

1 .24(1e)

1.04(1e)

e.26(rB)

7.6e(r8

7.3e(re)

6.82(1e)

6.70(re)

s.36(re)

4.1e(te)

3.45(re)

2.e2(1e)

2.42(1e)

2.04(1e)

1.67(re)

l.5r (re)

1 .27 (1e)

r.06(re)

e.53(rB)

z.gs(rB)

MNO I
UPLEG
CORRECTED

6.06(1 e)

4.06 (r e )

2.73(1e)

1.e2(re)

MNO I
UPLEG

U N CORRECTED

6.oe(1e)

4.ro(1e)

2.76(1e)

I es(re)

BE

78

79

BO

B]

82

83

84

85

B6

87

88

89

90

9l

92
N)(tt
(tl

TABLE A.ze Molecular oxygen numbers from Aerobee 13.123 IS



LNO 202
DOI^INLEG

CORRECTED

4.or (rB)

3 .61 (r 8)

3. r 3(r 8)

2.s6(r8)

2.oB(18)

r.,æ(18)

I .48(l B)

1.r4(r8)

8.54(r7)

6.3r (r 7 )

5.07(ri)

4.15(17)

3.53 (r 7 )

2.e5(17)

2.30(17)

LNO 202
DOl^lNLEG

JNCORRECTED

4.24(18)

3.84(18)

3.38(lB)

2.8r (lB)

2.34(r8)

2.,14(18)

i.84(18)

r.53(rB)

r .26(l B)

I .ot (tB)

8.85(ìz)

7 .e2(17,)

7.33 ( r 1)

6.66(1¡)

5.63 ( r 7)

LNo 202
UP LEG

CORRECTED

6. eo( I 8)

42(1

.06 (1

.l I (1

.el (r

.36 (r

.3r (l

4.27 (18)

2.5r (r8)

I

I

ôo

5

4

3

B)

s)

7)

7)

7)

7)

2.43(17)

t.e4(r7)

LNO 202
UPLEG

UNCORRECTED

7.21 (r8)

1.82(r8)

r.4e(18)

1.28(rB)

r .04(18)

8.51(17)

7.oe(17)

5.6e(17)

4.86(r7)

4.57(lB)

2.s3(r 8)

MNO 1

DOÌ^INLEG

CORRECTED

6.36(r8)

5.83(18)

4.BB(r B)

4.1 o( r B)

3.42(r8)

2 .88( r 8)

2.24(18)

r.67(r8)

I .32(r 8)

r.03(r8)

7 .71 (17 )

5.74(17)

3.47 (17)

3.45(17)

2.7e(17 )

MNO I
D0l¡INLEG

UNCORRECTED

6.6r (r8)

6. r o(r 8)

5.r6(r8)

4.37(rB)

3.71 (r 8)

3.?2(18)

2.6r (18)

2.08(r8)

't .Bo(tB)

i .5e(r B)

r.36(18)

1.r6(r8)

e.Be(r7)

8.el (17)

8.15(11)

MNO I
UPLEG

CORRECTED

ì 33(re)

B.30 (r B )

s.1o(r B)

3.r2(r8)

2.33(rB)

I .72(18)

1.30(rB)

e.48(17)

7 .07 (17 )

5 .21(17)

3.86(17)

3.or(17)

MNO 1

UPLEG

UNCORRECTED

5.4 I (rB)

1.37(re)

8.62 ( r 8)

3.47 ( I 8)

2.70(18)

2.15 (r 8)

l.7e(18)

r.4e(18)

r.28(rB)

r .oi(l 8)

e .02(17 )

7.85(r7)

ER

93

94

95

96

97

9B

99

.l00

l0l

102

103

104

.l05

106

107 f\)
lJl
Oì

TABLE A.2e Continued



1.67(t7)

r.43(17)

t.05(17)

e.oB(16)

8.62(16)

7.72(16)

4.r 6(16)

20

82

6

I (17)

6)

6)

(r

(r

6 .96

LNO 202
DOI^JNLEG

CORRECTED

4.76(17)

4.67 (17)

4.27 (17)

3.35(17)

3.0+( I 7 )

3.03(r7)

2.87 (17)

?.72(17)

2.56(17)

r .Br (17)

LNO 202
DOl,lNLEG

UNCORRECTED

1.65(17)

I .50(17)

e.81 (16)

3.66(r6)

)6II6.6

LNO 202
UPLEG

CORRECTED

4 .44(17 )

3.20(r7)

2.37 (17)

4.2e(17)

43 (17)

LNo 202
UPLEG

UNCORRE

1.64(17)

1 .26(17)

e.3o(16)

7.ro(16)

5.75(r6)

4.35(16)

3.il (r6)

2.32(16)

r.4e(16)

2 .2a(17 )

MNO 1

DOl^lNLEG

CORRECTED

7 .21(17)

6 .18(t 7 )

5 .27 (17)

4.28(17)

3.5e(r7)

3.20(17)

2.61(17)

2.03(17)

1.5e(r7)

r.06(17)

MNO 1

DOI^JNLEG

UNCORRECTED

l.ee(t7)

r.4e(17)

1.33(r7)

7.82(16)

7 .64(16)

5.56('16)

4.04(16)

3.jr(16)

2.73(17)

MNO ]
UPLEG

CORRECTED

7 .e8(17)

6.46(17)

5.eo(17)

5.46(17)

3.6s( 1 7 )

4.oo(r7)

3.20(r7)

2.57 (17)

2.13(17)

MNO I
UPLEG

NCORRE

2

3

4

5

6

7

I

0

08

09

1

1

I

ilr

ll

il
ll

l1

li

ll

)ALT(

HAMBER

N)(tl
:

TABLT A.2e continued....



sx 204

DOWNLEG

3.'r6(16)

2.es(16)

2.54(16)

sx 202

DOI^INL EG

2.26(16)

2.27 (16)

2.r4(r6)

r.6e(16)

r.er (16)

QT5
DOl^lNLEG

2.02(17)

r.48(17)

r.05(r7)

7.83(r6)

5.87(r6)

5.07(16)

4.?7 (16)

3.i6(r6)

3.60(16)

3.or (r6)

2.68(r6)

2.36(r6)

2 . r B(16)

r.e4(16)

r .73(l 6)

QT5

UPLEG

1.83(r7)

r.23(r7)

r.re(17)

B.2e(16)

6.13(r 6)

4.46( r 6 )

3.26(r6)

2. 84 (16 )

2.34(16)

2.22(16)

r.83(16)

r.6e(r6)

1.5r (r6)

QT 202

DOhINLEG

2.41(17)

r.63(r7)

r.02(r7)

7.63(16)

6.os(r6)

5.04( 1 6 )

4.36(r6)

3.88( r 6 )

3.40(16)

2.e8(r6)

2.67 (16)

2.48(r 6)

2.r4(l6)

1.e4(r6)

r.7r (t6)

Qï 202

UPL EG

1 .47 (17)

l.4r (r7)

1 .26(17 )

r.07(17)

8.73 (l 6 )

6.Bo(16)

5.23(16)

4.25(16)

3.37(r6)

2.82(16)

2.42(16)

2.05(16)

'l .78(16)

r.6e(16)

\Hn*trn
ALr(àì)

t09

ll0
Iil
112

ll3
ll4
ll5
116

117

ilB

119

120

1?1

1?2

123 f\)(tr
@

Table A?.f Molecular oxygen numbers for Aerobee 13.123 IS



2.22

1 .77

r .65

I .45

1.25

I .14

I .04

e.72(15)

B.5e(r 5)

7 .47 (15)

I

1

1

I

1

(

(

(

5)

5)

5)

5)

5)

6)

6)

6)

6)

6)

6)

6)

(l

7.1 0(l

6.r5(r

(l

(l

(l

s .80

s.2B

4.78

SX 204

D0l^INLEG

ì.3r (r6)

1.28(r8)

I .23(r 6)

r.ro(16)

r.02(r6)

1.02(r6)

e.e+(15)

e.8e(15)

I

I

(

6)

6)

6)

6)

6)r .23 (r

(t

(l1.67

1 .48

1.37

l 39

SX 204

UPLEG

SX 202

DOI^INLIG

r.43(r

1.43(l

r.4r (l

r.25(l

6)

6)

6)

6)

6)

6)

s)

5)

5)

5)

6.r4(15)

5.65 (1 5 )

5.30(rs)

4.75(r5)

4.3r (r s )

I

I

(l

r.02(r

8..l8

7.29

6.82

e.r3(r

r.il (r

1.3r (r6)

1 .38(16)

r.36(16)

1 .40(r 6)

1.37(16)

1.or (r6)

r.02(r6)

B.eo(rs)

8.33(15)

7.66(15)

6)

6)

6)(l

(l

(1

I .30

I .16

1 .09

SX 202

UPLEG

QT5

D0!'INLEG

5.83 (15 )

5.42(r5)

4.e7(rs)

4.55(r5)

4.24(15)

I

(

46

6)

6)

5)

5)

5)

5)

5)

6)

6)

6)

(l

er (1

.1i(l

r.06(l

(l

(1

I .54

1 .44

I .35

1.22

7

7

6

e .55 (l

8.75 ( r

r.38(r6)

r.33(16)

r.21 (r6)

l .14 (16 )

r.oe(t6)

1.03(r6)

e.78(15)

I

I

1(

e.3e (r 5)

5)

5)

5)

5)

5)

s)

5)(t

8. 87 (r

8.37(r

7.9?

7 .59

7.16

6.56

6.10

QT5

UP LEG

i.6r (r6)

r.4r (16)

1.2e(r6)

1.re(r6)

l.1o(r6)

e.57(r5)

B.85(r5)

5.74(r5)

5.45(r5)

5.r3(r5)

4.77 (15)

4.31(15)

IIII 5)

5)

5)6.38(l

7 .19 (1

QT 202

DOI^JNLEG

r.50(r6)

1.3i(16)

r.3r (r6)

e.3e(r5)

e.02(r5)

8.57(r5)

I

I

I

I

(

5)

5)

5)

s)

5)

6)

6)

6)

5)

(1

(l

(l

(l

8.16

7 .67

7.18

6.52

5 .87

1.24

r .14

I .05

9 .86

(,J 202

UPL EG

ER

)ALT(

124

125

126

127

128

129

130

131

132

.l33

134

135

136

137

r38 f\)(tl
(o

Table A.2f continued.



SX 204

DOI,'JNLEG

4.5'r (r 5 )

4.2r (r5)

3.87(r5)

3.44(r 5)

3.oe(15)

2.77 (15)

2.54(r5)

2.38(r5)

2.1 e(l 5)

2.06(r5)

1.e2(r5)

r .78( l5 )

l.6e(r5)
'r .5e(rs)

t.50(r5)

sx 204

UPLEG

e.76(15)

8.e2(15)

8.55(r5)

B.rB(rs)

7.6e (15 )

7.25(15)

6.74 (r 5 )

6.3s (r 5 )

5.86(15)

5.3r (l 5 )

4.87(15)

4.3e(15)

3.ee(15)

3.5e (l 5 )

3.2s(r5)

sx 202

D0l¡'INLEG

4.02(rs)

3.64(15)

3.32(15)

3.03(t5)

2.Br (15)

2.60(r5)

2.41(r5)

2-26(15)

2.17(15)

2.05(t5)

r.er (15)

r.74(r5)

1.57(15)

r.47(15)

r.38(r5)

sx 202

UPLEG

6.e2(r5)

6.44('rs)

6.8e(r5)

5.36(15)

4.88(15)

4.42(15)

3.e2(15)

3; 64 ('15 )

40(r 5)

.9

.6

3

2

2

2

2

I

l

(l
(l

(r

(1

(1

5)

5)

5)

5)

5)

5)

1(l

I

.43

.20

.97

.78

QT5

DOWNLEG

3.ee(r5)

3.66(15)

3.27 (1 5 )

2.e7 (15)

2.74(15)

2.52(15)

2.37 (15)

2.rB(r5)

2.02(15)

l.eo(r5)

1.72(1s)
'r .58(rs)

r .4s(r 5)

r.34(r5)

r.2s(15)

QT5

UPLEG

5.66(rs)

s.r5(r5)

4.68(r5)

4.26(r5)

3.e5(1s)

3.65 (r 5 )

3.3e(15)

3.r5(r5)

2.86(r5)

2.58(r5)

2.36(15)

2.17 (15)

2.07(15)

r.er (15)

r.77(r5)

Qr 202

DOI^INLEG

3.78

3.56

3.40

(t

(l

3.re(l

2.e4(1

2.67 (1

2.43(1

2.17 (1

r.e4(r

r.7e(r

1.61(15)

1.56(r5)

1.4e(15)

r.3e(15)

1.32(r5)

(t 5)

s)

5)

5)

5)

5)

5)

s)

5)

5)

Qr 202

UPLEG

5.42(ls)

4.e2(15)

4.55(15)

4.15( r 5 )

3.Br (15)

3.45 (t 5 )

3.15(15)

2.er (15)

2.6e(1s)

2.50(r5)

2.35(15)

2.'r5(15)

r.e2(r5)

r.74(15)

r .5e(r 5)

CHAMBER

ALT(;ìl )

t39

140

t4l

142

143

144

145

't46

147

l48

149

150

l5l

15?

ls3

f\)
orO

Table A.2f continued.....



1.37(15)

1.25(15)

r.r3(15)

r.02(rs)

e.4o(14)

8.77 (14)

B.1e(r4)

7.e4(14)

7.4s(14)

7.rr(r4)

6.73 (14 )

6.3e(r

5 .63 (1

5. re(1

6.oo(r

4)

4)

4)

4)

SX 204

D0l,,lNLEG

2.e2(15)

2.62(15)

2.37(rs)

2.17 (15)

r.e6(15)

t.B1'(15)

ì.69(.l5)

r.4e(r5)

r.36(15)

'r .2r (15)

r .r o(1s)

I

1

I(

( 4)

4)

4)

4)

(l

9.90

8.80

8.07

7 .57

SX 204

UPL EG

SX 202

DOhJNLEG

r.30(r5)

l.20(r5)

r .r 2(15)

i.os(rs)

e.84(14)

e.27 (14)

B.50(r4)

B.r2(r4)

7.5e(14)

7.18(r 4)

6.72(14)

6.04(14)

5.sB(14)

5.2r (r4)

4.e7 (14)

sx 202

UPLEG

1.68(r5)

I .44

I .30

1 .22

1.ls

I .06

9.94

9.22

8.54(r

7.e3(1

6.8s (r

6.4?(1

6. 05 (r

7.36 ( I

I

I

l

(

4)

4)

4)

4)

4)

4)

5,)

5)

5)

5)

5)

5)

4)

4)

(t

(1

(.1

(t

1.57(r

QT5
DOWNLEG

1.16(r5)

r.oe(r5)

r.or (r5)

e.70(14)

e.r7('r4)

8.65(r4)

8.23(r 4)

7.86(r4)

1.65(15)

'r .53(r5)

I .4r (15)

l.28(rs)

QT5
UPLEG

I 5)

5)

5)I.r4(r

(1

1.22

1.20

QT 202

DOI^JNLEG

r.46(15)

1.28(r5)

1.r6(15)

r.06(r5)

e .48(r 4)

B.50(14)

7 .71(14)

6.e3(r4)

QT 202

UPLEG

:154

ts5

156

157

l5B

t59

160

161

162

163

164

165

166

167

l6B

ER

T (

l\)
Or

Table A.2f continued.



SX 204

DOI^INLEG

4.io(r4)

4.24(14)

3.77 (14)

SX 204

UPLEG

7. r 3(r 4)

6.70(14)

6.47 (14)

sx 202

DOÌ^JNLEG

4.89

4.74

4.62

4.46

4.22

(l 4)

4)

4)

4)

4)

(1

(l

(l

(t

sx 20?

UPLEG

5.64(r4)

5.33(r4)

4.e4(r4)

4.55(14)

4.25(r4)

CHAMBER

ALT( kms )

169

170

171

172

173

l\)
Ol
f\)

Tab'l e A.2f conti nued .



263.

TABLE A2.g

The final mean 0z Profjle

from SLI 005



264

ERROR IN
MEAN (%)

ERROR IN MEANn(02)
')

MEA
(

N

m-
ALTITUDE

39

20

l5

l6

14

l0

12

12

6.4

4.6

9..|

12

l8

t3

ll
9.4

9.6

8.6

7.6

7.8

9.1

9.9

ll
12

12

12

r .oo(r B)

2.e3(17)

r.7t(17)

r.48(r7)

r.06(r7)

5.5e(r6)

4 .75(r 6)

3.48( l6)

t.46(r6)

8.62(r 5 )

r.2e(r6)

ì.3e(r6)

r.83(r6)

r.28(r6)

l.03(16)

7.70(r5)

7.17(15)

5.77(r5)

4.6e(r5)

4.35(r5)

4.6e(r5)

4.67(15)

4.7e(r5)

4.7r (15)

4.r8(r5)

3.86 (1 5 )

9B

99

100

l0l

102

103

104

105

106

107

l0B

109

It0

lil
112

ll3
ll4
ll5
116

117

118

il9
120

121

122

123

2.sB(r8)

r .50(r B)

t.t6(rB)

e.54(r7)

7.63(r 7)

5.se(r7)

4.or (r7)

2.e3(17)

2.2e(17)

r .86(r 7)

1.42(17)

r.rB(17)

e.e5(r6)

r.oo(r7)

e.02(r6)

8.le(r 6)

7.46(r6)

6.72(16)

6.20(r6)

s.55(r6)

5.re(r6)

4.7r (r6)

4.44(r6)

3.e7(16)

3.54(r6)

3.23(r6)



265.

ERROR IN
MEAN (%)

ERROR IN MEANMEAN n(0")
(m-') -'ALTITUDE

3.47(15)

2.62(15)

2.03(15)

B.e5(14)

5.4e(r4)

6.43(r4)

7.50(r4)

6.eo(r4)

e.r5(r4)

r.l8(rs)

7.05(r4)

7.4e(r4)

e.2e(14)

B.os(14)

6.e8(r4)

5.e5(r4)

4.se(14)

5.17(r4)

3.oo(r4)

4.35(r4)

4.60(t4)

2.40(14)

5.30(r4)

5.Bo(r4)

s.85(r4)

N/A

l2

ll
9.8

5.2

4.1

5.2

6.6

6.6

9.4

l3

8.4

10

14

14

l5

l5

l3

IB

l0

l6
.lB

9.2

24

28

3l

N/A

2.84(16)

2.45(16)

2.07 (16)

1 .72(16)

r.34(16)

r.23(r6)

1.r4(r6)

1.05(r6)

e.6e(r5)

e.02(rs)

s.38(15)

7.40(r5)

6.77 (15)

5.73(r5)

4.63(r 5)

3.e4(r 5)

3.50(15)

2.s2(15)

2.8e(15)

2.70(15)

2.s0(15)

2.60(r5)

2.25(15)

2.08(r5)

r.87(r5)

2.24(15)

124

125

126

127

128

129

.l30

l3l

132

.l33

134

ì35

.l36

ì37

138

139

t40

l4t

142

143

144

145

146

147

148

149



266.

ALTITUDE MEAN n
(rn')

(0, ) ERROR IN MEAN ERROR IN
MEAN (%)

150

l5t

152

153

154

l5s

ts6

t57

2.oB(r5)

r.eB(r5)

1.97(15)

r .e6(r 5)

r.e5(r5)

1.95(15)

r.87(r5)

r.Br(rs)

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A



267.

TABLE A2.h

The final mean 02 Profile

from SLI 207



268.

ERROR IN
MEAN (%)

ERROR IN I4EANMEÁN n(02)
(m-')

ALTITUDE

N/A

N/A

N/A

n/A

n/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

7 .55( r 5)

r.04(r6)

7.26(15)

8.32 (r 5 )

e.26(r5)

s.+l (15)

e.62(r s)

6.85(r5)

6.42(15)

5.r o(ì 5)

3.86 (r 5 )

3.40(rs)

N/A

n/A

u/A

n/A

u/A

¡UA

N/A

n/A

N/A

N/A

N/A

N/A

N/A

N/A

7.8

lt
9.0

l2

t4

15

l9

l5

l6

14

ll
lt

r .40(18)

8.44(r 7)

6.72(17)

4.7e(17)

3.BB(17)

3.oe(r7)

2.58( r 7 )

2.25(17)

I .e3(r 7)

1.64(r7)

r .44(r 7)

r.30(17)

r.r7(17)

r.or (17)

e.65(r 6)

e.42(16)

B.ro(16)

7 .r 3(r 6)

6.54(r6)

5.64(r6)

5.il (r6)

4.53(r6)

3.ee(r6)

3.54(r6)

3.4s(16)

3.r3(16)

112

il3

il4

ll5

il6

117

ilB

lr9

120

121

122

123

124

125

'l00

l0l

102

103

104

105

106

107

l0B

109

't l0

lil



269

ERROR IN
MEAN (%)

ERROR IN I4EANMEAN N

(m-t
0r)(

)

ALTITUDE

2.64(1s)

r .Bo(r 5)

r .48( r 5)

8.57(14)

r .17 (r 5)

1.06(r5)

r.26(rs)

8.75(r4)

6.ee(r4)

5.47 (r 4)

s. 28( r 4)

s.lo(r4)

6.or(14)

6.03( r 4)

6.26(14)

4.62(14)

8.05( r 4)

e.85(r4)

e .25( r 4)

e.so(r4)

r .02(r 5)

8.80(r4)

8.40(r 4)

8.00(14)

B.lo(14)

7.e0(14)

7.55( r 4)

9.8

7.7

7.3

4.8

7.1

7.3

9.5

7.7

6.6

5.8

6.0

6.5

8.5

9.2

'10

7.6

l5

20

20

21

23

21

23

24

26

26

26

2.70(16)

2.34(16)

2.03(r6)

l.Bo(16)

r.65(r6)

r.45(r6)

r.32(16)

t.r4(t6)

r.06(16)

e.47(r5)

8.77(15)

7 .87 (15)

7.07(r5)

6.58(r5)

6.oe(r5)

6.ro(r5)

5.4e ( 1 s)

5.or (r5)

4.66(r5)

4.56(1s)

4 .43( r 5)

4.r o(r 5)

3.70(r5)

3.3r ( I 5)

3.r4(r s)

3.06(15)

2.e5(r 5)

126

127

128

129

130

l3l

132

133

134

135

136

137

l38
.l39

140

l4l

142

l4s

144

145

146

147

l48

t49

150

l5l

152



270.

ALTITUDE MEAN N

(m1 )

( 0 2 ) ERROR IN MEAN ERROR IN
MEAN (%)

t53

ì54

155

t56

157

ì58

t59

2.7e(1

2.52(1

2. 3r ('l

2.04( r

r .74( l

5)

5)

5)

s)

5)

5)

5)

1.47(r

I,38lt

6.Bs(14)

5.60(r 4)

5.65(r4)

4.55(r4)

3.85(14)

3.40(14)

N/A

25

22

25

22

22

23

N/A

: 1r



271.

TABLE A2.i

The final mean 0z Profile

from Aerobee 
.l3. 

123 IS.



272.

ERROR IN
MEAN (%)

ERROR IN MEANALTITUDE MEAN n
(m-'

0r)(

)

4.3

7.1

'lB

21

20

23

27

26

29

25

24

24

26

26

26

22

23

22

23

24

22

N

l9

21

23

20

6.76(re)

6.02(re)

s.r7(re)

4.06(re)

3.27 (1e)

2.63(re)

2.re(1e)

r.85(re)

r.54(te)

r.30(re)

r.r8(re)

e.e7(18)

B.30(r 8)

7.3e(lB)

6.r5(18)

5.23(rB)

4.77 (18)

4.05(r8)

3.38( I B)

2.Bo(r8)

2 .38( r 8)

r.87(18)

r .4r (l B)

r .10(r B)

8.48(17)

6.50(17)

2 .88( 1 B)

4.27 (18)

e .33( r 8)

B.7r ( r 8)

6.46(r B)

6.r6(rB)

s.er (r B)

4.76(r B)

4.3e(r8)

3.re(rB)

2.87 (18)

2.42(18)

2.r 3(r 8)

r .e5(l B)

I .6r (r B)

ì.r7(r8)

r.r(r8)
B .7 4(17 )

7 .6e(17)

6.68(17)

5.24(17)

3.Bo(r7)

2.65(17)

2.33(17)

l.ee(17)

r .32(r 7)

78

79

BO

8l

82

B3

B4

B5

86

87

B8

B9

90

9l

92

93

94

95

96

97

9B

99

100

10t

102

103



273.

ERROR IN
MEAN (?¿)

ERROR IN MEAN0z)N !m-
MEA

(
ALTITUDE

l6

8.6

7.8

9.6

9.3

6.0

3.2

l.l
.|.5

3.0

3.4

. 3.9

4.0

2.5

.5

5.6

2.6

8.1

l3

9.3

lt
5.8

5.1

3.7

3.5

3.8

7.e4(16)

3.oo(rs)

2.50(r6)

2.45(16)

r.8e(16)

l.30(r6)

4.88(r5)

r .r 2(r 5)

r .r 3(r s)

I .82(r 5)

r .72(r 5)

r.7r(ì5)

r .53(l 5)

8.73(r4)

r .50(14)

I .42(r 5)

6.07(14)

r.84(15)

2.77 (15)

r.86(r5)

r.Be(r5)

B.7e(r4)

7.36(14)

4.e7 (14)

4.02(14)

3.e2(14)

104

105

106

107

108

109

ll0
ill
112

il3

ll4
ll5
ll6
117

llB

ll9
120

121

122

123

124

125

126

127

128

129

4.ee(17)

3.50(17)

3.20(r7)

2.s6(17)

2.03(17)

2.18(17)

ï.s+(rz)

t.04(17)

7.75(r6)

s.ee(r6)

5.08(r 6)

4.33(r6)

3.84(r6)

3.so(r6)

3.00(16)

2.s2(16)

2.36(16)

2.26(16)

2.06(r6)

2.oo(r 6)

r.6e(r6)

r .s2(r 6)

r.45(t6)

r.33(r6)

r.r4(16)

l.04(r6)



274.

ERROR IN
MEAN (%)

ERROR IN MEANMEAN N

(m-'
0r)ALTITUDE

3.72(14)

4.30(14)

3.63(r 4)

2.17 (14)

2.er (r4)

t.56(14)

r.5e(r4)

r .52(r 4)

r.32(14)

1.46(r4)

l.60(r4)

r.53(r4)

r.r4(r4)

7.87(r3)

4.e4(13)

3.68(r 3)

3.e7(r 3)

3.46(13)

3.56(r3)

4.30( 1 3)

3.28(13)

4.oB(r 3)

4.r3(r3)

4.03(r3)

3.oo(r3)

3.9

5.0

4.7

3.1

4.5

2.7

2.9

3.1

2.9

3.5

4.2

4.3

3.6

2.7

1.9
.|.5

1.7
.l.6

l.B

2.3

1.9

2.5

2.7

2.8

2.3

e.47(rs)

8.66 (r 5 )

7.7r(15)

6.eB(r5)

6.4r(15)

s.7e (r 5 )

s.44(15)

4.e2(r5)

4.47(15)

4.rB(r5)

3.84 (r 5 )

3.52(r5)

3.re(r5)

2.er (r5)

2.66(r5)

2.46(rs)

2.2e(15)

2.r6(r5)

2.04(r5)

1.Be(r5)

r.74(r5)

ì .61 (15)

r.5r (ls)

r .42(r 5)

r.32(r5)

135

136

137

t38

139

140

l4l

142

t43

144

145

146

147

t4B

149

150

l5l

152

153

154

130

l3l

132

t33

134
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ALTITUDE I'IEAN n
(m-'

(

)

0r) ERROR IN MEAN E RRO

EAN

R IN
(%)Iq

155

156

1s7

158

t59
.l60

l6l

162

163

164

t65

ì66

167

168

t69

170

171

172

r .2r (r 5)

r .r 2(r 5)

r .04(15)

e.65(r4)

e. 07 (r 4)

B.38(r4)

B.04(r4)

7 .57 (14)

7.rs(r4)

6.72(14)

6.rB(ì4)

5.75(r4)

s.3e(r4)

s .06(r 4 )

4.82(14)

4.56(14)

4.3r (1 4)

4.46(14)

2.05(13)

I .43( I 3)

r .47(r 3)

r.66(r3)

r .7e(l 3)

r.06(r3)

6.71(12)

2.42(12)

3.3e(r2)

4.Be(r )

r .7r (r 3)

2.07(r3)

2.07 (13)

I .oB(i 3)

e.22(12)

2.40(r 3)

4.oe(r3)

N/A

1.7
.l.3

1.4

1.7

2.0
.¡.3

.8

.3

.5

.l

2.8

3.6

3.8

2.1

.|.9

5.2

9.5

N/A
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APPENDIX 3

THE DETERMINATION OF DETECTOR ASPECT

The need to determine detector aspect did not arise in the

work carried out in this thesis since the molecular oxygen experiments

were flown on attitude controlled vehicìes, and the requìred ratio in the

water vapour experiment was independent of the aspect. Nevertheless

some quite extensive work was carried out on the properties of one type

of aspect detector, in preparation for the possible flight of molecular

oxygen experiments on spin stabilized vehìc1es, and this is d'iscussed jn

the fol'l owi ng sect j ons .

4.3.1 Introducti on

The technique of broad band absorption spectrophotometry is

based on the assumption that any change observed in the detector sìgna1

is due solely to a clrange'in the amount of absorber between the detector

and the source of radiatjon. Th'is assumption'is not valid for the raw

data received from a detector flown on a spìn stabilized rocket. 0n thjs

type of rocket the angìe between the sun vector and the look direction

of the detector i.e. the aspect, varjes throughout the f'light and if

the detectors used are ion chambers, the non-uniform angu'lar response of

these instruments (figure 3.14) introduces variations in the observed

s'igna'l that are independent of the amount of absorber.

Gross and Heddle (1964) described a device for measuring the

aspect. A modified version of this device (Lockey,1972) known as suns'lits,

was flown on C1044 and C1046 (Chapter B). However, the sunslits are not

described in thjs append'ix. They were unsuitable for use in fast spjnn'inq

rockets and th'is lead to the investigatìon of a new type known as quad

aspect sensors.
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In the following sections, quad aspect sensors are first
described, and then their calibration, and the uncertainties associated

with their use, are discussed.

4.3.2 Description of Quad Aspect Sensors

The quad aspect sensors were modified PIN-SP0T/4D quadrant

detectors from United Detector Techno'logy Incorporated. The basic device

consisted of four discrete photo-cathode elements on a single substrate

with an active output lead from each element. The device was encapsulated

in a T0-5 type package with a glass window. The appearance and

dimensions of the device are shown in Figure 4.3.1.

The device was modified by evaporating gold onto part of the

window surface, 'leav'ing only a 2.7 mrn square, directly above the photo-

cathode elements, capable of transmitting light through to them.

4.3.3 Calibration of Quad Aspect Sensors

During a rocket flight if the sun was anyth'ing else but directly

overhead, this mask would cast a shadow over part of the photo-cathodic

area of the device. F'igure 4.3.2 is a simplified sketch of the effect of

the Sun being at an ang'le. Part of element rrarr is in shadow. This

will reduce the signai from element "a", and the ratio,signal from

"a"/signal from "b", will be less than l, the expected value when the

Sun is directly overhead. Calibration can link the value of this ratio

wÍth the angle of the Sun. From Figure 4.3.2 it can also be seen that

the largest ang'le these dev'ices can measure will be the one correspondinq

to both element "a and b" being in shadow and that the value of this

angìe will be determined by the dimension h. From experience it was

found that the value of h given in the data sheet was a nominal value

onìy and that h had to be deduced from calibration procedures.
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Cal ibrat'ion procedures, therefore, had two aims -

l. nntchjng the ang'le of the source of light to

the ratio it Produced.

2. determining the'largest angle which could be

measured and hence the val ue of h

The value of h was then used to construct a function A(R) where R

was the ratio of the s'ignals. The use of a function to determine the

angìe from the ratio R was more efficient for comput'ing than using a

look table based on the discrete measurements of (1). The measurements

of (l ) were used .to check A(R).

A quartz halogen spot l'ight was used as a ìight source. The

aspect sensor was mounted in the experimental payload such that one axis

was parallel to the long axis of the payload. This'implied that the one

axis of the device would be parallel to the roll axis of the rocket

dur.ing flight. The payìoad was mounted on a rotating tab'le such that the

axis of rotation was in the plane of the sensor and passed through the

middle of it. The table scale u/as adjusted to zero degrees and the spot

ìight pìaced directly in front of, but some metres away from the devjce.

The signals from all elements were recorded every 5" from +90

to - 90 for two cases

(a) the axis of rotation is I I to the roll axis of

the rocket.

(b) the axis of rotation is I to the roll axis of

the rocket.

If the elements are defined as shown in F'igure A.3.lc and the signa'l

from element j is called Qj then for case (a) the rat'ios QzlQr and
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and Qs/Q+ were eipected to be similar. For case (b) Qr/Q,* and

QrlQs were expected to be sim'ilar. Calibration showed that they were.

In addition calibration showed that wh'ile individual devices varied

sl.ight'ly the mean limiting angle was t 50'. If the original evaporation

of the mask had not been done with sufficient accuracy this was indicated

by offsets, i.e. equal signals from all four elements occurrjnq off

zero degrees, and non-symmetrical response curves.

The calibration, as described,does limit the use of the

detectors. The signaìs from the four elements can be used to uniquely

determine the sun's posit'ion anywhere within the device's field of view.

However, if the device has only been calibrated along the axes, it is

essential, for aspect determinatjon, that the aspect aìong one of these

axes is zero. In the rocket this is achieved as the rocket spins around

i ts I ong axi s.

The maximum signa]s Qr, Qr, Qs, Q,* from each element in

any one revolution of the rocket will correspond to the aspect being zero

in the plane I to the long axis, for that element. If the device,for

example,was positioned in a rocket similar to the way it was pos'it'ioned in

the calibration, e'ither Qr and Q+, or Q, and Qe would be expected

to peak simultaneously and their ratios, i.ê. Qr/Q,- or QrlQs would

determi ne the asPect.

A.3.4 Uncertai nt ies in the Aspect Determination

There were 2 significant sources of uncertainty'in the use of

the quad aspect sensors descnibed. The first involved resulted from the

accuracy with which the mask could be evaporated on to the device. (ffris

source was removed in later devices by placing the device'in an accurately

machined holder in order to produce the desjred mask'ing, rather than us'ing
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evaporative technjques). Table 4.3.1 shows the size of the expected

uncertaÍnty. Although the errors in the angle could be quite sìgnificant,

because of the shape of the ion chamber's angu'lar response the final

correction was small and could be ignored.

TABLE A.3.1 UNCERTAINTY INTRODUCED BY MIS-ALIGNMENT

OF MASK

An'gl e Error in Calculated
Anqte

Emor in Corrected
'Ion Chamber 5ì qna I

50

20"

30'

20%

1%

negl i gi b1 e

Êol

negl i gi b1 e

neg:l i gi b1 e

The second source of uncerta'inty arose from the limitations of

the telemetry. The telemetry uncertainty has a'lready been cited as a

source of uncertainty in all rocket experiments. It also affected the

accuracy of the aspect determination. Table 4.3.2 gives the size of

the introduced uncertainties. Once again the shape of angu'lar response

of the ion chambers reduces the effect.

TABLE A.3.2 UNCERTAINTY INTRODUCED BY UNCERTAINTY IN

THE TELEMETRY

Angl e' Uncertai ln
ra o

Uncertainty in
cal cul ated angl e

Uncertainty in
correctéd I.C.
s'ignal

30

20"

32"

x4%

t 5.4%

t 18%

I

+

+

1r:

I o

l o

t .3%

t1.7%

t 3.6%
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