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## SUMMARY

The problem of analyzing multiport distributed resistance-capacitance networks is considered. In particular, the problem of obtaining the admittance matrix elements and its poles and zeros is investigated.

The potential in the resistive layer of the DRC network satisfies the two-dimensional Helinholtz equation, which may be transformed to a system of coupled first-order differential equations or to an integral equation.

The basic solution technique is to reduce the differential or integral equation to a matrix equation. Approximate solutions of the differential equations are obtained by the Rayleigh-Ritz variational method. The integral equation is solved by point matching, which is equivalent to the method of moments.

Numerical results for a number of examples are presented, and the different methods are compared. In addition, some numerical results obtained by one-dimensional analysis and twodimensional analysis are compared.

This thesis contains no material which has been accepted for the award of any other degree or diploma in any University, and, to the best of my belief, the thesis contains no material previously published or written by another person, except when due reference is made in the text of the thesis.
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## Chapter 1

## INTRODUCYION

The central problem considered in this dissertation is that of analysing thin-film distributed resistancemcapacitance (DRC) networks.

A crossmsection of a portion of a thin film DRC network is shown in Fig. 1.1. Fig. 1.2 shows a top view of a typical DRC network. As shown in the diagrams, the DRC network consists of resistive, insulating and conducting layers placed on top of one another. Electrical connections are made to the device by means of conducting strips placed on the boundary of the resistive layer.

The study of distributed networks has been prompted by the trend in electronic equipment toward smaller and smaller physical structures. Distributed RC networks can be combined with lumped passive elements and active elements to produce a wide range of filter characteristics (70). Such realizations usually require fewer components than comparable realizations using lumped elements. The most common DRC network for these applications is the two-port JRC line. Although the uniform RC line with a simple rectangular shape is easy to analyse, there are definite advantages to be gained by geometrically tapering the RC line; it has been shown that tapering is useful for obtaining sharper cutoff low pass filters, and for narrowing the rejection band of "notch" filters (5).

In the following Chapters we will consider numerical methods for analysing DRC networks of arbitrary shape. Chapters 2-6 are concerned with two-port networks which can be represented


Figure 1.1. Crossmection of a portion of a DRC network.


Figure 1.2. Top view of a typioal DRC network.
by a one-dimensional model i.e. the network can be represented by a non-uniform line having a prescribed series resistance and shunt capacitance per unit length. The techniques used to analyse such networks can obviously be applied to JRC networks where the variation in resistance and capacitance per unit length is due to variations in the composition of the resistive and dielectric layers, instead of variations in the width of a line whose resistive and dielectric layers are of uniform composition. Chapters 7-10 are concerned with the two-dimensional analysis of multi-port distributed RC network. The importance of this work is that it provides a means of assessing the errors due to the assumption of a ono-dimensional model. In addition, it provides a means of investigating phenomena which do not occur in one dimensional structures; for example, transmission zeros can occur in tapered structures, but these are not predicted by the one-dimensional model (17), (58), (69), (71).

In Chaptor 2 the properties of the admittance parameters of DRC lines supporting one-dimensional current flow are discussed. Some important results derived from the theory of Sturm equations (1) are presented.

In Chapter 3 the problem of obtaining the poles and zeros of the two-port parameters of nonuniform RC lines is considered. The poles and zeros are proportional to the stationary values of a suitably chosen functional, and the Rayleigh-Ritz method is used to obtain approximate solutions. Some problems associated with the practical application of the method are considered. In partioular, methods of reducing the effects of rounding errors by using orthogonal polynomials are considered. Although it has been
suggested previously, (12), that it is advantageous to use orthogonal polynomials for problems such as least-squares curve fitting, the use of these methods for solving eigenvalue problems of the type considered here does not appear to have been considered previously, Finally, numerical results are presented for a number of examples.

In Chapter 4 an alternative method of obtaining poles and zeros is presented. The variational method of Chapter 3 gives a solution which approximately satisfies the second-order differential equatjon (Sturm equation) which determines the potential along the Hranmission lineo In Chapter 4 the Method of Noments (14) is uscd to ob'tain approximate solutions of a pair of first-order equations which are equivalent to the Sturm equation. One problem considered here is that of detecting or avoiding "extraneous" solutions; this problem does not appear to have been considered previously。 By slightly modifying the basic technique presented in (14) it is found that the extraneous solutions are eliminated, and the accuracy of the numerical results is improved. Finally, the rate of contorcence of the Moment method solutions is investigated and compered with other nethods.

In Chapoer 5 the results obtained by the Rayleigh-Ritz Variational method of Chapter 3 are compared with the Moment method of Chapter 4o In particular, some inequalities which are believed to be new, are derived to show the relationship between the two methods.

Tn Chapter 6 a brief disoussion of other numerical methods for obtaining poles and zeros is presented.

A brief discussion of numerical methods for twodimensional analysis of DleC networks is presented in Chapter 7.

The Variational method for obtaining poles and zeros of DRC networks by solving the two dimensional Helmholtz equation is considered in detail in Chapter 8. A number of functionals whose stationary values are proportional to an admittance matrix element or its poles or zeros are presented. Although the functionals which are used to obtain the poles and the zero frequency values of the diagonal elements of the admittance matrix have been presented previously, (25), the other functionals presented here are believed to be new. Application of the Rayleigh-Ritz method to the problem of obtaining stationary values of the functionals is considered in detail. Several methods of obtaining suitable expansion functions to approximate the unknown potential functions are discussed, and some numerical results are presented. In particular, the numerical results show that finite zeros of transmission occur. In addition, the results obtained from the two-dimensional analysis are compared with those obtained by a one-dimensional analysia.

In Chapter 9 the Variational method is used to obtain the poles and zeros of DRC networks by approximately solving a system of first-order partial differential equations which are equivalent to the second-order differential equation, (Helmholtz equation) considered in Chapter 8. A number of new functionals whose stationary values are proportional to the value of an admittance matrix element or its poles or zeros are derived. The Rayleigh Ritz method is then used to obtain the stationary values of these functionals. One of the difficulties associated with this method
is that of detecting extraneous solutions, and this aspect is considered in detail. The numerical results obtained by this method are also compared with those obtained by the Variational method of Chapter 8.

In Chapter 10 an alternative method of solving two dimensional problems is considered. The partial differential equation is transformed to an integral equation which is then solved by point matching. In most previous applications of the Integral equation method, it was necessary to approximate the boundary by straight line segments. In this Chapter we also consider methods for solving problems with circular boundaries without the need for such approximations. Some numerical solutions are presented, and methods of minimizing the effects of rounding errors by using orthogonal polynomials are discussed.

A discussion of some problems which can be solved by the methods used for DRC networks is given in Chapter 11. The methods used in previous Chapters are shown to be directly applicable to other problems such as analysis of lossless transmission line networks. In addition, the results of some further work on transient anelysis of transmission lines and the applications of equivalent network theory are discussed.

Finally, in Chapter 12 the methods studied in previous Chapters are reviewed, and their relative advantages are assessed with the objective of determining which is the best method for solving a given problem.

PART I

ONE DIMENSIONAL ANALYSIS

## Chapter 2

DISTRIBUTED RESISTANCE - CAPACITANCE NETWORKS
SUPPORTING ONE-DIMENSIONAL CURRINT FLOW

### 2.1 Introduction

A cross section of a portion of a thin-film DRC network is show in Fig. 1.1. Fig. 1.2 shows a top view of a typical DRC network. As shown in the diagrams the DRC network consists of resistive, insulating and conducting layers. Electrical connections are made to the device by means of conducting strips placed on the boundary of the resistive layer.

If the layers of resistive and dielectric materials are homogeneous and of constant thickness the potential $\phi$ in the resistive layer can be shown to satisfy the partial differential equation, (1) pp. 241-243,

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}=\operatorname{sic} \phi \tag{2.1}
\end{equation*}
$$

where
R is the sheet resistance of the resistive layer,
$C$ is the capacitance per unit area coupling the resistive layer to the ground plane,
and
$s$ is the complex frequency variable.
It is assumed that the resistive layer is sufficiently thin that variations of $\phi$ in the direction normal to the ground plane can be ignored. On each of the conducting strips the boundary condition is that the potential be constant, and on the remaining segments of the boundary of the resistive region the boundary condition is that there is no current flow out of the resistive region. This is equivalent to the condition,

$$
\begin{equation*}
\underline{n} \cdot \nabla \phi=0 \tag{2.2}
\end{equation*}
$$

on the insulating parts of the boundary; $n$ is the unit length outward-pointing normal to the boundary.

In the following discussion we will be primarily concerned with the problem of calculating the admittance parameters of two port DRC networks (only two conducting strips on the boundary of the resistive layer). The pole-zero approach will be emphasized in the analysis because it provides a direct connection between lumped and distributed-parameter systems, and it also facilitates evaluation of the admittance parameters at any desired frequency.

### 2.2 Properties of Admittance Parameters of Non-uniform RC Lines

If the physical boundaries of the distributed circuit match the coordinate lines of an orthogonal coordinate system, the partial differential equation (2.1) may be solved by the method of separation of variables. Only four such coordinate systems exist for planar two dimensional networks. These are the rectangular, polar, parabolic, and elliptic coordinate systems ((1), Chapter 7). For distributed networks of other shapes, the variables cannot be separated, and hence one dimensional current flow is not possible. However, in some cases, one dimensional current flow can be approximated to an acceptable degree of accuracy. (69).

Consider the two-port tapered DRC network shown in Fig. 2.1. An orthogonal coordinate system $(x, z)$ is chosen so that a fixed value of $x$ represents an equipotential, and $z$ represents the distance along an equipotential line from a reference axis such as the centre line of the element. A circuit model of an elemental section of the network may be constructed as shown in Fig. 2.2. As the length of the section approaches zero, the voltage and current in the resistive layer can be shown to satisfy the differential equations,


Figure 2.1. Two-port tapered distributed RC network.


Figure 2.2. Circuit model of elemental section of distributed RC network.

$$
\begin{align*}
& \frac{\partial V(x, s)}{\partial x}=-r(x) I(x, s)  \tag{2.3a}\\
& \frac{\partial I(x, s)}{\partial x}=-s C(x) V(x, s) \tag{2.3b}
\end{align*}
$$

where
$s$ is the complex frequency variable

$$
\begin{align*}
& r(x)=\rho / w(x) \cdot h_{1}  \tag{2.3c}\\
& c(x)=\epsilon w(x) / h_{2} \tag{2.3d}
\end{align*}
$$

$\rho$ and $h_{1}$ are the resistivity and thickness of the resistive sheet.
$\epsilon$ and $h_{2}$ are the permittivity and thickness of the dielectric sheet
and
$w(x)$ is the length of the equipotential line at $x$.
i.e. $r(x)$ and $c(x)$ are the series resistance and shunt
capacitance respectively per unit length of the section.
From equations (2.3a) and (2.3b) the second order
differential equation obtained for $V(x, s)$ is

$$
\begin{equation*}
\frac{d}{d \dot{x}}\left[w(x) \frac{d V}{d x}\right]+\lambda_{w}(x) v=0 \tag{2.4}
\end{equation*}
$$

where

$$
\lambda=-s r_{0} c_{0}
$$

and

$$
\begin{aligned}
& r_{0}=r(0) \\
& c_{0}=c(0)
\end{aligned}
$$

It is noted that (2.4) is a Sturm Equation, and the known properties of solutions of these equations can be used to deduce a number of interesting conclusions about the behaviour of distributed RC networks.

It is known from the theory of differential equations that a second-order differential equation has two linearly independent
solutions. Thus the solution of the voltage equation (2.4) can be written as

$$
V(s, x)=a V_{I}(s, x)+b V_{I I}(s, x)
$$

where a and b are determined by the network boundary conditions, and $V_{I}$ and $V_{I I}$ are the linearly independent solutions.

The "basic set" solutions ((2), p. 531) defined by

$$
\begin{align*}
& V_{I}=1, \frac{d V_{I}}{d x}=U_{I}^{\prime}=0 \text { at } x=0  \tag{2.5a}\\
& V_{I I}=0, \frac{d V_{I I}}{d x}=V_{I I}^{\prime}=1 \text { at } x=0 \tag{2.5b}
\end{align*}
$$

are particularly convenient for calculation of the two-port admittance parameters.

The short-circuit admittance paraneters are given in terms of the basic set solutions by the following simple relations ((1), p. 33)

$$
\begin{align*}
& y_{11}=\frac{1}{r(0)} \cdot \frac{V_{I}(s, d)}{V_{I I}(s, d)}  \tag{2.6a}\\
& y_{12}=y_{21}=-\frac{1}{r(0)} \cdot \frac{1}{V_{I I}(s, d)}  \tag{2.6b}\\
& y_{22}=\frac{1}{r(d)} \cdot \frac{V_{I I}^{\prime}(s, d)}{V_{I I}(s, d)} \tag{2.6c}
\end{align*}
$$

where $d$ is the network length (Fig. 2.2).
A number of interesting conclusions can be drawn about the behaviour of distributed RC networks with $w(x)$ and $W^{\prime}(x)$ continuous and bounded in the interval $0 \leq x \leq d$. These results follow from the theory of strarm equations.

1. $V_{I}(s, x), V_{I I}(s, x)$ and $V_{I I}(s, x)$ are analytic functions of s and $x$ over the interval $0 \leq x<d$. Hence the poles of ( $y_{i j}$ ) are determined only by the zeros of $V_{I I}(s, d)$.
2. The zeros of $V_{I}(s, d)$ and $V_{I I}^{\prime}(s, d)$ do not coincide with the $z$ eros of $V_{\text {II }}(s, d)$. Hence the zeros of $y_{11}$ and $y_{22}^{\prime} \quad$ are determined only by the zeros of $V_{I}(s, d)$ and $V_{\text {II }}^{\prime}(s, d)$ respectively, since there is no cancellation of common factors in numerator and denominator.
3. The poles and zeros of $y_{11}$ and $y_{22}$ lie on the negative real axis, and are simple, and have no accumulation point in the finite plane. The poles and zeros are infinite in number with an accumulation point at $-\infty$.
4. The poles and zeros of $y_{11}$ and $y_{22}$ interlace on the negative real axis.
5. The first zero of $\mathrm{y}_{11}$ or $\mathrm{y}_{22}$ occurs closer to the origin than the first pole.

### 2.3 Obtaining Poles and Zeros of Admittance Matrix Parameters

In the preceding section, we saw how the two-port admittance matrix parameters of a tapered distributed RC network may be written as simple relations containing ratios of the basic set solutions. By using the Factor Theorem of Weirstrass ((1), Appendix B), and the series expansions for the basic set solutions ((2), p. 531), it can be shown that the functions $V_{I}(s, d) V_{I I}(s, d)$ and $V_{I I}^{\prime}(s, d)$ can be expressed as infinite products. For $V_{I}(s, d)$, the infiniteproduct expansion is

$$
\begin{equation*}
V_{I}(s, d)=V_{I}(0, d) \prod_{k=1}^{\infty}\left(1-\frac{\mathbf{s}}{s_{k}}\right) \tag{2.7}
\end{equation*}
$$

where

$$
0>s_{1}>s_{2}>s_{3} \ldots \quad \text { and } \lim \quad s_{n}=-\infty
$$

Similar infinite-product expansions are obtained for $V_{I I}(s, d)$ and $V_{\text {II }}^{\prime}(s, d)$ 。

The poles and zeros of the short-circuit admittance
parameters $\left(\mathrm{y}_{\mathrm{ij}}\right)$ coincide with the zeros of $\mathrm{V}_{\mathrm{I}}(\mathrm{s}, \mathrm{d}), \mathrm{V}_{\mathrm{II}}(\mathrm{s}, \mathrm{d})$; and $V_{\text {II }}^{\prime}(s, d)$. Thus we need to determine the values of $\lambda=-s r_{0}{ }_{0}$ such that $V(s, x)$ satisfies the differential equation (2.4), and also satisfies certain homogeneous boundary conditions. The boundary conditions which must be imposed on $V(s, x)$ to determine the poles and zeros of the admittance matrix parameters are as follows:

1. Poles of the admittance matrix

$$
\begin{align*}
& V(s, 0)=0  \tag{2.8a}\\
& V(s, d)=0 \tag{2.8b}
\end{align*}
$$

2. Zeros of $y_{11}$

$$
\begin{align*}
& V^{\prime}(s, 0)=0  \tag{2.9a}\\
& V(s, d)=0 \tag{2.9b}
\end{align*}
$$

3. Zeros of $y_{22}$

$$
\begin{align*}
& V^{\prime}(s, d)=0  \tag{2.10a}\\
& V(s, a)=0 \tag{2.10b}
\end{align*}
$$

For some special classes of tapered DRC networks the basic set solutions are known in closed form. These include the uniform, exponential, square law, trigonometric and Bessel tapers ((1), p. 30). The poles and zeros of the admittance matrix parameters are the zeros of transcendental functions, and in most cases, closed form solutions for the zeros are not known. Various methods for computing the poles and zeros will be presented in the following Chapters.

## Chapter 3

Q TAINING POLES AND ZEROS OF NONUNIFORM RC LINES BY THE RAYIEIGHRITZ METHOD

### 3.1 Introduction

In this Chapter we will consider the Rayleigh Ritz method for obtaining approximate values of the poles and zeros of the admittance matrix parameters for non-uniform RC lines. The theoretical basis of this method is given in (3) Chapter 6, and (4) Chapter 6 and 7, and only the essential results are given here.

With the Rayleigh-Ritz method, the potential function along the transmission line is usually approximated by a linear combination of polynomials with undetermined coefficients. These coefficients are determined from the condition that a suitably chosen functional should be stationary with respect to small variations in each of the coefficients. In practice when the out necessary computations are carried, on a finite-precision computer, the results will be subject to rounding errors. In the following section, we will show that for high-order polynomials it is sometimes extremely difficult to obtain accurate solutions because of the effects of rounding errors. However, it is also shown that this problem can be solved by using orthogonal polynomials.

Although it has been shown previously that it is advantageous to use orthogonal polynomials for problems such as the calculation of least-squares polynomial approximations, (12); the application of these methods to eigenvalue problems of the type considered here does not appear to have been discussed in the literature.

The Rayleigh principle ((3) Chapter 6) asserts that any particular solution $V_{j}(x)$ of equation (2.4) which is consistentwith
the boundary conditions (2.8), (2.9) or (2.10) renders the value of the "Rayleigh quotient".

$$
\begin{equation*}
R\left(V_{j}\right)=\frac{\int_{0}^{d} w(x)\left|\frac{d V_{j}}{d x}\right|^{2} d x}{\int_{0}^{d} w(x) v_{j}^{2} d x} \tag{3.1}
\end{equation*}
$$

stationary; these stationary values are equal to the corresponding eigenvalues $\lambda_{j}$.

The simplest use we can make of the Rayleigh principle is to approximate the lowest eigenvalue $\lambda_{1}$ of the corresponding boundary value problem; since $w(x)$ is assumed $>0$ for $0 \leq x \leq d$, it follows that $\lambda_{j} \geq 0$. If we choose any continuous function $u(x)$ satisfying the boundary conditions, then ((3), Chapter 6)

$$
\begin{equation*}
R(u) \geq \lambda_{1} \tag{3.2}
\end{equation*}
$$

The Ritz generalization of Rayleigh's method rests in a more general choice of the minimizing function $u(x)$ ((3) chapter 6). Suppose that $\psi_{j}(x)$ denotes any polynomial (or function) satisfying all required boundary conditions. Let us now choose our minimizing function to be a linear combination of $\nabla_{j}(x)$ 's of the form

$$
\begin{equation*}
u(x)=c_{1} v_{1}(x)+c_{2} v_{2}(x)+--+c_{k} v_{k}(x) \tag{3.3}
\end{equation*}
$$

Where the $c_{j} ' s$ are coefficients as yet undetermined.
Suppose now that we introduce the above minimizing function into the Rayleigh Quotient $R(u)$. We find that both numerator and denominator become homogeneous and gradratic forms in the undetermined coefficients $c_{j}$. From Rayleigh's principle we know that $R(u)$ is a minimum for the smallest eigenvalue $\lambda_{1}$, and becomes stationary for the functions $u(x)=V_{j}(x)$ corresponding to the larger eigenvalues $\lambda_{j}(j>1)$. The necessary conditions that
$R(u)$ be stationary are

$$
\begin{equation*}
\frac{\partial R(u)}{\partial c_{i}}=0 \tag{3.4}
\end{equation*}
$$

for $1=1,2,3--k$

Now after performing the differentiation of the Rayleigh Quotient, we obtain the homogeneous system of linear equations

$$
\begin{equation*}
\left[A-k^{2} B\right][C]=0 \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{i j}=a_{j i}=\int_{0}^{d} w(x) \frac{d v_{i}}{d x} \frac{d v_{j}}{d x} d x \tag{3.6}
\end{equation*}
$$

$$
\begin{equation*}
b_{i j}=b_{j i}=\int_{0}^{d} w(x) v_{i} v_{j} d x \tag{3.7}
\end{equation*}
$$

and

$$
[c]=\left[\begin{array}{c}
c_{1}  \tag{3.8}\\
c_{2} \\
\vdots \\
c_{k}
\end{array}\right]
$$

The eigenvalues $k_{j}^{2}$ of the homogeneous system (3.5) can be shown to be always greater than, or equal to the exact eigenvalues $\lambda_{j}$, and are all positive and real. By increasing the number of terms in (3.3) the errors in the approximate solutions can be made arbitrarily small.

In addition, we note that it is not necessary to constrain the expansion functions $v_{i}(x)$ in (3.3) to satisfy boundary conditions of the form $\frac{d v}{d x}=0$ at $x=0$ or $x=d$, since these are "natural" "boundary conditions for minimization of the Rayleigh quotient $R(u),(4)$ p. 152. However it is necessary for the $v_{i}(x)$
to satisfy "prescribed" boundary conditions of the form $V(x)=0$ at $x=0$ or $x=d ;$ this restriction on the expansion functions $v_{i}(x)$ can also be removed if an "extended" Rayleigh quotient (14), Chapter 7, is used instead of (3.1). When the extended Rayleigh quotient is used it is not necessarily correct to assume that the approximate eigenvalues are upper bounds on the exact eigenvalues.

### 3.2 Numerical Results

We consider the problem of calculating the poles and zeros of the admittance matrix parameters for a distributed RC network with a linear taper. In this case we have

$$
\begin{equation*}
w(x)=w_{0}(1+\alpha x) \tag{3.10}
\end{equation*}
$$

for

$$
0 \leq x \leq d
$$

where
$w(x)$ is the length of the equipotential line at $x$.
We define a taper factor $T$ as the ratio of the network
width at Port 1 to the width at Port 2.

$$
\begin{equation*}
\gamma=w(0) / w(\alpha) \tag{3.11}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\alpha=\left(\frac{1}{\tau}-1\right) / d \tag{3.12}
\end{equation*}
$$

The poles and zeros of the admittance matrix parameters are the zeros of functions containing products of Bessel functions of the first and second kind of order zero and one (5).

Define an auxilliary parameter $k$ by

$$
\begin{equation*}
k^{2}=-s r_{0} c_{0} d^{2} \tag{3.13}
\end{equation*}
$$

The poles of the admittance matrix are the solutions of

$$
\begin{equation*}
J_{0}\left(\frac{k \tau}{\tau-1}\right) \cdot Y_{0}\left(\frac{k}{\tau-1}\right)-J_{0}\left(\frac{k}{T-1}\right) \cdot Y_{0}\left(\frac{k T}{T-1}\right)=0 \tag{3.14}
\end{equation*}
$$

The zeros of $y_{11}$ are the solutions of

$$
\begin{equation*}
J_{1}\left(\frac{k T}{T-1}\right) \cdot Y_{0}\left(\frac{k}{T-1}\right)-J_{0}\left(\frac{k}{T-1}\right) \cdot Y_{1}\left(\frac{k T}{T-1}\right)=0 \tag{3.15}
\end{equation*}
$$

The zeros of $y_{22}$ are the solutions of

$$
\begin{equation*}
J_{0}\left(\frac{k T}{T-1}\right) \cdot Y_{1}\left(\frac{k}{T-1}\right)-J_{1}\left(\frac{k}{T-1}\right) \cdot Y_{0}\left(\frac{k T}{T-1}\right)=0 \tag{3.16}
\end{equation*}
$$

It is easily shown that the zeros of the impedance matrix parameter $z_{11}$ are equal to the zeros of $y_{22}$, and the zeros of $z_{22}$ are equal to the zeros of $y_{11}$. In addition, the poles of the impedance matrix are the solutions of (5),

$$
\begin{equation*}
J_{1}\left(\frac{k \tau}{\tau-1}\right) \cdot Y_{1}\left(\frac{k}{\tau-1}\right)-J_{1}\left(\frac{k}{\tau-1}\right) \cdot Y_{1}\left(\frac{k \tau}{\tau-1}\right)=0 \tag{3.17}
\end{equation*}
$$

The first four solutions $k_{i}(i=1,2,3,4)$ of (3.14) and (3.17) are tabulated for various values of $\gamma$ between 1 and 4 in ((6), p. 74 and p. 75) . Also in (7) the first ten solutions $k_{i} /(1-T) \quad(i=1,2--10)$ of (3.14) and (3.17) are tabulated for various values of $\tau$ between 0.05 and 0.95 . We note that the solutions $k_{i}$ of (3.14) and (3.17) are unchanged if $T$ is replaced by $1 / \tau \cdot$ Also (3.17) has a solution $k=0$.

Asymptotic expansions for the zeros of (3.14), (3.16) and (3.17) are given in (8) p. 374 for $T \geq 1$. The asymptotic expansion for the zeros of (3.16) with $T \geq 1$ can also be used to obtain approximations for the zeros of (3.15) with $\tau \leq 1$. These asymptotic formulae are most accurate for $T$ approximately equal to unity, and for $k_{i} /(T-1) \gg 1$.

A computer program which can be used to calculate accurate values of the zeros of (3.14) - (3.17) for $0.1 \leq T \leq 10$ was developed. Approximate values of the zeros are obtained from the

[^0]asymptotic expansions, or from empirical formula based on the numerical results siven in (9). These approximate zeros are then refined using the secant modification of Newson's method in which the derivatives of the function are replaced by difference quotients. Values of the Bessel functions $J_{0}(x), Y_{0}(x), J_{1}(x)$ and $Y_{1}(x)$ are calculated using the polynomial approximations in (8) p. $369-370$.

Table 3.1 shows the first 20 poles and zeros of the impedance and admittance matrix parameters for a taper factor $\tau=0.1$. (The numerical values shown are $k_{i}^{2}=-s_{i} r_{0} c_{0} d^{2}$ where the $s_{i}$ are the poles and zeros). The results are believed to be accurate to at least 7 significant figures. This conclusion is based on comparison of these results with those given in (7), and the fact that the polynomial approximations for the Bessel functions are accurate to at least 7 decimals.

We now consider application of the Rayleigh-Ritz method to the problem of calculating the poles and zeros of the immittance matrix parameters for a linearly tapered distributed RC network.

A convenient form of the minimizing function $u(x)$
(equation (3.3)) is

$$
\begin{equation*}
u(x)=v(x) \sum_{j=0}^{k} c_{j} x^{j} \tag{3.18}
\end{equation*}
$$

where $\mathrm{v}(\mathrm{x})$ is a polynomial satisfying the "prescribed" boundary conditions of the problem, and which has no zeros in the interval $0 \leq x \leq d$.

For calculation of poles of the admittance matrix we choose

$$
\begin{equation*}
v(x)=x(1-x / d) \tag{3.19a}
\end{equation*}
$$

TABLE 3.1. Exact eigenvalues corresponding to the first 20 poles and zeros of the immittance matrix parameters for a linearly tepered distributed RC line.
$T=0.1=$ network width at port $1 /$ width at port 2
The poles and zeros, $s_{i}$, are related to the eigenvalues $k_{i}^{2}$ by equation (3.13).

|  | POLES ADMI TTANCE | POLES <br> IMPEDANCE | $\begin{gathered} \text { ZEROS } \\ \text { Y11 } \end{gathered}$ | $\begin{aligned} & \text { ZEROS } \\ & Y 22 \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| N | MATRIX | MATRIX | L22 | 211 |
| 1 | 8.89557362 | 12.58012664 | 4.85448790 | 0.98490701 |
| 2 | 38.09138441 | 43.52716112 | 26.55534506 | 20.07898068 |
| 3 | 87.22959042 | 93.57739449 | 67.01051331 | 59.27239275 |
| 4 5 | 156.19448471 | 163.06709480 | 126.76360512 | $118.33356857$ |
| 5 | 244.94342422 | 252.14182854 | 206.03919601 | 295.82851028 |
| 8 | 481.72539520 629.74296570 | 489.28816714 637.40956879 | 561.77857971 | 552.36463928 |
| 9 | 797.50643158 | 805.25119781 | 719.76105499 | 710.25569153 |
| 10 | 985.01377869 | 992.81772614 | 897.46520233 | 887.89146423 |
| 11 | 1192.26364136 | 1200.11337280 | 1094.89640808 | 1085.27032471. |
| 12 | 1419.25507644 | 1427.14102173 | 1312.05822754 | 1302.39118958 |
| 13 | 1665.98760986 | 1673.90252686 | 1548.95294189 | 1539.25334167 |
| 14 | 1932.46075439 | 1940.39918518 | 1805.58213806 | 1795.85630798 |
| 15 | 2218.67419434 | 2226.63192749 | 2081.94699097 | 2072.19967651 |
| 16 | 2524.62765503 | 2532.60159302 | 2378.04830933 |  |
| 17 | 2850.32098389 | 2858.30844116 | 2693.88671875 | 2019.66979980 |
| 18 | 3195.75405884 | 3203.75305176 | 3029.46258545 | 3019.66979980 |
| 19 | 3560.92675781 | 3568.93569946 | 3384.77609253 | 3374.97274780 3750.01528931 |
| 20 | 3945.83905029 | 3953.85638428 | 3759.82803345 | 3750.01528931 |

For the zeros of $\mathrm{y}_{11}$

$$
\begin{equation*}
v(x)=(1-x / d) \tag{3.19b}
\end{equation*}
$$

For the zeros of $y_{22}$

$$
\begin{equation*}
v(x)=x \tag{3.19c}
\end{equation*}
$$

And for the poles of the impedance matrix

$$
\begin{equation*}
v(x)=1 \tag{3.19d}
\end{equation*}
$$

The next step is the calculation of the matrices $A$ and $B$ in the homogeneous system (3.5). With $u(x)$ defined by (3.18) Equations (3.6) and (3.7) become

$$
\begin{align*}
& a_{i j}=a_{j i}=\int_{0}^{d} w(x) \frac{d}{d x}\left[v(x) x^{i-1}\right] \cdot \frac{d}{d x}\left[v(x) x^{j-1}\right] d x  \tag{3.20}\\
& b_{i j}=b_{j i}=\int_{0}^{d} w(x)[v(x)]^{2} x^{i+j-2} d x \tag{3.21}
\end{align*}
$$

for

$$
i, j=1,2,3---(k+1)
$$

with $w(x)$ and $v(x)$ defined by (3.10) and (3.19).
It is seen that the $a_{i j}$ and $b_{i j}$ are linear combinations of integrals of the type
for

$$
\begin{equation*}
I_{m}=\int_{0}^{d} w(x) x^{m} d x \tag{3.22}
\end{equation*}
$$

where $l$ is the degree of $v(x)$

For a linearly tapered DRC network, $w(x)=w_{0}(1+\alpha x)$, and the integrals in (3.22) can be easily evaluated. For other types of taper functions $w(x)$ such as exponential, and squared tapers (9),
analytic expressions for the integrals (3.22) are readily obtained. However, for other taper functions, it may be necessary to resort to approximate numerical integration techniques (3), Chapter 8.

The final part of the calculation is the solution of $\left[A-k^{2} B\right][C]=0$. This was done by a library program (10) which starts by decomposing $B$ into the form $L L^{t}$ where $L$ is a lower triangular matrix. Matrix $A$ is then premultiplied by $L^{-1}$ and postmultiplied by $\left(L^{t}\right)^{-1}$ to give

$$
\begin{equation*}
\left[L^{-1} A\left(L^{t}\right)^{-1}-L^{2} I\left[L^{t} C\right]=0\right. \tag{3.23}
\end{equation*}
$$

This is the usual form of the eigenvalue problem, and we note that the symmetry of the problem has been preserved. The new matrix $L^{-1} A\left(L^{t}\right)^{-1}$ can now be tridiagonalized by the Householder algorithm, and the eigenvalues found by Sturm sequence and bisection (11), Chapter 5 .

The output from this procedure consists of a set of eigenvalues $k_{i}^{2}$, and the corresponding eigenvectors $\left[{ }_{c_{j i}}\right]$, where $c_{j i}$ is the jth coefficient for the ith eigenfunction defined by (3.18).

Thus the ith eigenfunction is

$$
\begin{equation*}
u_{i}(x)=v(x) \sum_{j=1}^{k+1} c_{j i} x^{j-1} \tag{3.24}
\end{equation*}
$$

The procedure described above was used to compute approximate values for the poles and zeros of the immittance matrix parameters for a linearly tapered $D R C$ network with $T=1$ and $\mathcal{T}=0.1$. An attempt was made to obtain solutions with polynomials $u(x)$ of degree 5, 10, 15 and 20, using two computers with different word
lengths; the computers used were an IBM 7090 with a word length of 36 bits, and a CDC 6400 with a word length of 60 bits. When the program was run on the IBM 7090, it either failed for $u(x)$ of degree $\geq 15$ because it was determined that a negative diagonal element occurred during the decomposition of $B$ into $L L^{t}$, or a negative eigenvalue was found. Both of these conditions result from rounding errors during the calculations. For $u(x)$ of degree 10, it was found that the lowest eigenvalues obtained using the program on the IBM 7090 agreed with those obtained using the CDC 6400 program to 7 significant figures, but the largest eigenvalues agreed only in the first 1 or 2 significant figures.

The reason for the difficulties encountered above is that the off-diagonal elements of the $B$ matrix are not signifioantly smaller than the diagonal elements for the laxger row or column numbers. In fact, for a taper factor $T=1$, and $v(x)=1$, the $B$ matrix is identical to the principal minor of order $k+1$ of the infinite Hilbert matrix (12). It has been observed frequently that systems of linear equations involving minors of this matrix are very difficult to solve accurately. Thus we conclude that solution of the eigenvalue problem with a minimizing function of the form (3.18) is likely to be inaccurate.

We now consider some possible methods of reducing the problems of numerical inaccuracy experienced with the method described above. Firstly wo note that the elements in each row of the lower triangular matrix $L^{-1}$ (or each column of $\left(L^{t}\right)^{-1}$ ) are the coefficients of a system of polynomials which are orthogonal with respect to the weight function $w(x) \cdot[v(x)]^{2}$ on the interval $0 \leq x \leq d$.

$$
\begin{equation*}
\text { Let } \quad T=L^{-1} \tag{3.25}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{i-1}(x)=\sum_{j=1}^{i} t_{i j} x^{j-1} \tag{3.26}
\end{equation*}
$$

Then

$$
\begin{align*}
\int_{0}^{d} w(x) \cdot[v(x)]^{2} P_{i-1}(x) \cdot P_{j-1}(x) d x & =1 \text { for } i=j  \tag{3.27}\\
& =0 \text { for } i \neq j
\end{align*}
$$

This follows since, by definition,

$$
\begin{align*}
& B=L L^{t}  \tag{3.28}\\
\therefore \quad & T B P^{t}=I=\text { Unit matrix } \tag{3.29}
\end{align*}
$$

and the left hand side of (3.27) is the ( $i, j)$ th element of the matrix product (3.29).

It is now clear that the $(i, j)$ th element of the matrix

$$
\begin{equation*}
D=L^{-1} A\left(L^{t}\right)^{-1}=T A T^{t} \tag{3.30}
\end{equation*}
$$

in Equation (3.23) is given by

$$
\begin{equation*}
d_{i j}=d_{j i}=\int_{0}^{d} w(x) \cdot \frac{d}{d x}\left[v(x) P_{i-1}(x)\right] \cdot \frac{d}{d x}\left[v(x) P_{j-1}(x)\right] d x \tag{3.31}
\end{equation*}
$$

If the minimizing function $u(x)$ in Equation (3.18) is replaced by

$$
\begin{equation*}
u(x)=v(x) \sum_{j=0}^{k} c_{j} F_{j}(x) \tag{3.32}
\end{equation*}
$$

Then Equation (3.23) becomes

$$
\left[\begin{array}{lll}
D-k^{2} & I \tag{3.33}
\end{array}\right][C]=0
$$

Thus both choices of the minimizing function $u(x)$ (3.18) or (3.32) lead to the same matrix eigenvalue problem.

The problems we are now faced with are the determination of the orthogonal polynomials $P_{j}(x)$ satisfying (3.27), and accurate evaluation of the integrals in (3.31).

It can be shown that any set of polynomials which are orthogonal with respect to some weight function $w(x)$ over an interval $\mathrm{a} \leq \mathrm{x} \leq \mathrm{b}$ satisfy a three-term recurrence relation (12), (13)

$$
\begin{equation*}
P_{r}(x)=\left(x-\alpha_{r}\right) P_{r-1}(x)-\beta_{r} P_{r-2}(x) \text { for } r \geq 2 \tag{3.3/a}
\end{equation*}
$$

with

$$
\begin{equation*}
P_{1}(x)=\left(x-\alpha_{1}\right) P_{0}(x) \tag{3.34b}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{0}(x)=1 \tag{3.34c}
\end{equation*}
$$

For certain classes of weight function $w(x)$, the coefficients $\alpha_{r}, \beta_{r}$ are known (8), Chapter 22. In other cases, these coefficients may be computed as follows (12), (13). We define the scalar product of two functions $f_{1}(x)$ and $f_{2}(x)$ by

$$
\begin{equation*}
\left\langle f_{1}, f_{2}\right\rangle=\int_{a}^{b} w(x) f_{1}(x) f_{2}(x) d x \tag{3.35}
\end{equation*}
$$

Then

$$
\begin{array}{r}
\alpha_{r}=\left\langle x P_{r-1}(x), P_{r-1}(x)\right\rangle /\left\langle P_{r-1}(x), P_{r-1}(x)\right\rangle  \tag{3.36}\\
\text { for } r \geq 1
\end{array}
$$

and

$$
\begin{equation*}
\beta_{r}=\left\langle x P_{r-1}(x), P_{r-2}(x)\right\rangle /\left\langle P_{r-2}(x), P_{r-2}(x)\right\rangle \tag{3.37}
\end{equation*}
$$

We note that the highest coefficient of each polynomial is unity, so that they are not orthonormal in general. The orthonormalization is achieved by dividing each of the' polynomials in (3.34) by

$$
\begin{equation*}
\gamma_{r}=\left\langle P_{r}(x), P_{r}(x)\right\rangle^{\frac{1}{2}} \tag{3.38}
\end{equation*}
$$

For purposes of numerical work it is necessary to replace integrals of the type (3.35) by appropriate rules for numerical integration. That is, we introduce a fixed set of abscissae $x_{1}, x_{2} \ldots-x_{m}$, and assume that

$$
\begin{equation*}
\left\langle f_{1}, f_{2}\right\rangle=\int_{a}^{b} W(x) f_{1}(x) f_{2}(x) d x \neq \sum_{i=1}^{m} w_{i} f_{1}\left(x_{i}\right) f_{2}\left(x_{i}\right) \tag{3.39}
\end{equation*}
$$

is sufficiently accurate for the functions in question. For certain classes of weight functions $W(x)$, the values of the weights $w_{i}$ and abscissae $x_{i}$ which render the numerical integration formula (3.39) exact for polynomials $f_{1}$ and $f_{2}$ up to a certain degree have been tabulated (3) Chapter 7, Appendix 4. For the case when $w(x), f_{1}(x)$ and $f_{2}(x)$ are polynomials, the Gaussian quadrature formula, (3) Appendix 4, yields a numerical integration rule which is exact when the integrand in (3.39) is any polynomial of degree less than 2 m .

We now return to the problem of determining the coefficients $\alpha_{r}, \beta_{r}$ and $\gamma_{r}$ for the case of a linearly tapered DRC network with $W(x)=w(x) \cdot[v(x)]^{2}$ where $w(x)$ and $v(x)$ are given by Equations (3.10) and (3.19) respectively. We use Gaussian integration to evaluate the integrals on the right hand of equations (3.36) and (3.37), and the recurrence relation (3.34a) is used to generate the
values of the orthogonal polynomials as required at the abscissae $x_{1}, x_{2}--x_{m}$. The integrals in (3.31) can also be evaluated using Gaussian integration once the values of $\frac{d}{d x}\left[v(x) P_{p}(x)\right]$ for $r=0,1,-\infty k$, have been determined.

From (3.34) we obtain

$$
\begin{align*}
& v(x) P_{0}(x)=v(x)  \tag{3.40a}\\
& v(x) P_{1}(x)=v(x)\left(x-\alpha_{y}\right) P_{0}(x) \tag{3.40b}
\end{align*}
$$

and

$$
\begin{equation*}
v(x) P_{r}(x)=v(x)\left[\left(x-\alpha_{r}\right) P_{r-1}(x)-\beta_{r} P_{r-2}(x)\right] \text { for } r \geq 2 \tag{3.40c}
\end{equation*}
$$

Thus the values of $\frac{d}{d x}\left[v(x) P_{r}(x)\right]$ at $x=x_{1} ; x_{2}-\cdots x_{m}$ can be found using the following relations *

$$
\begin{align*}
g_{0}(x)=\frac{d}{d x}\left[v(x) P_{0}(x)\right] & =v^{\prime}(x)  \tag{3.41a}\\
g_{1}(x)= & \frac{d}{d x}\left[v(x) P_{1}(x)\right]=v(x)  \tag{3.41b}\\
g_{r}(x)= & \frac{d}{d x}\left[v(x) P_{r}(x)\right]=\left(x-\alpha_{1}\right) g_{g_{0}}(x)  \tag{3.41c}\\
& -\beta g_{r-2}(x)+v(x) P_{r-1}(x) \\
& \text { for } r \geq 2
\end{align*}
$$

The method outlined above was used to calculate the poles and zeros of the immittance matrix parameters for linearly tapered DRC networks with taper factors $T$ equal to 0.1 and 1.0. The program was run on both the IBM 7090 and CDC 6400 computers. It was found that for $k=5,10,15,20$ (Equation (3.32)) the eigenvalues obtained using the two computers, (one with 36 bit words and the other with 60 bit words), agreed to at least 6 significant figures. Tables $32-36$ show the approximate eigenvalues obtained for distributed RC lines with taper factor $T$ equal to 1.0 and 0.1.

* As discussed in (12), and verified by the results obtained here, roundoff errors in the computation do not accumulate excessively when the recurrence relations (3.34), (3.35), (3.40) and (3.41) are used.

TABLE 3.2. Approximate eigenvalues corresponding to the poles of the admittance matrix for a uniform RC line. NP is the degree of the polynomial used to approximate the potential function. The poles, $s_{i}$, are related to the eigenvalues, $\mathrm{k}_{\mathrm{i}}^{2}$, by equation (3.13).

|  |  | 5 | 10 | 15 | 20 | EXACT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{2}$ |  | 9.859749 39.50155 | 9.869604 39.47841 | $\begin{gathered} 9.869604 \\ 39.47841 \end{gathered}$ | $\begin{gathered} 9.869604 \\ 39.47841 \end{gathered}$ | $\begin{aligned} & 9.869604 \\ & 39.47841 \end{aligned}$ |
| 3 |  | 102.1302 | 88.82644 | 88.82644 | 88.82644 | 88.82643 |
| 4 |  | 2 C 0.4984 | 157.9569 | 157.9136 | 157.9136 | 157.9136 |
| 5 |  |  | 247.0427 | 246.7401 | 246.7401 | 246.7401 |
| 6 |  |  | 376.4744 | 355.3062 | 355.3057 | 355.3057 |
| 7 |  |  | 531.5718 | 483.8120 | 483.6106 | 483.6106 |
| 8 |  |  | 1298.090 | 632.4449 | 631.6551 | 631.6546 |
| 9 |  |  | 1852.589 | 825.8688 | 799.4410 | 799.4379 |
| 20 |  |  |  | 1039.418 | 987.3940 | 986.9604 |
| 11 |  |  |  | 1630.858 | 1195.545 | 1294.222 |
| 12 |  |  |  | 2067.941 | 1451.099 | 1421.223 |
| 13 |  |  |  | 5996.024 | 1723.096 | 1667.963 |
| 54 |  |  |  | 7677.497 | 2303.771 | 1934.442 |
| 15 |  |  |  |  | 2749.649 | 2220.660 |
| 16 -6 |  |  |  |  | 4762.078 | 2526.618 |
| 17 18 |  |  |  |  | 5728.540 18153.30 | $\begin{aligned} & 2852.315 \\ & 3197.751 \end{aligned}$ |
| - 9 |  |  |  |  | 21934.68 | 3562.927 |
| 30 |  |  |  |  |  | 3947.841 |

TABLE 3.3. Approximate eigenvalues corresponding to the zeros of the admittance matrix elements $y_{11}=y_{22}$ for a uniform RC line.
NP is the degree of the polynomial used to approximate the potential function. The zeros, $s_{i}$, are related to the eigenvalues, $k_{i}^{2}$, by equation (3.13).

| N | 5 | 10 | 15 | 20 | EXACT |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.467401 | 2.467401 | 2.467401 | 2.467401 | $2.467401$ |
| 2 | 22.21385 | 22.20551 | 22.20661 | 22.20661 | 22.20661 |
| 3 | 63.02757 | 61.68503 | 61.68502 | 61.68502 | 61.68502 |
| 4 | 148.2050 | 120.9045 | 120.9026 | 120.9026 | 120.9026 |
| 5 | 545.7527 | 200.0428 | 199.8594 | 199.8594 | 199.8594 |
| 6 |  | 302.5545 | 298.5558 | 298.5555 | 298.5555 |
| 7 |  | 451.8311 | 417.0108 | 416.9907 | 416.9907 |
| 8 |  | 742.4795 | 555.7070 | 555.1652 | 555.1652 |
| 9 |  | 1563.910 | 719.4639 | 713.0808 | 713.0789 |
| 10 |  | 6011.918 | 930.7517 | 890.7922 | 890.7317 |
| 11 |  |  | 1254.004 | 1089.081 | 1088.1238 |
| 12 |  |  | 1843.956 | 1313.523 | 1305.255 |
| 13 |  |  | 3127.797 | 1585.402 | 1542.125 |
| 14 |  |  | 6811.562 | 1756.095 | 1798.735 |
| 15 |  |  | 26729.07 | 2522.980 | 2075.084 |
| 16 |  |  |  | 3472.600 | 2371.172 |
| i 7 |  |  |  | 5234.998 | 2686.999 |
| 18 |  |  |  | 9058.351 | 3145.936 |
| 19 |  |  |  | 20000.01 | 3377.872 |
| 20 |  |  |  | 79111.91 | 3752.917 |

TABLE 3.4. Approximate eigenvalues corresponding to the poles of the admittance matrix for a linearly tapered HC line.
$\tau_{m} 0.1=$ netrork width at port $1 /$ width at port 2
The poles, $s_{i} s$ are:related to the exgonvalues, $x_{i}^{2}$, by equation (3.13). $N P$ is the degree of the polymial used to approximate the potential function.

| 4 | 5 | 10 | 15 | 20 | EXACT |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 8.905809 | 8.895589 | 8.895573 | 8.895573 | 8.895573 |
| 2 | 39.12073 | 38.09143 | 38.09138 | 38.09138 | 38.09138 |
| 3 | 91.60245 | 87.2.2952 | 87.22959 | 87.22959 | 87.22959 |
| 4 | 201. 1800 | 156.2063 | 156.1944 | 156.1944 | 156.1944 |
| 5 |  | 245.3986 | 244.9434 | 244.9434 | 244.9434 |
| 6 |  | 365.0764 | 353.4580 | 353.4570 | 353.4570 |
| 7 |  | 531.9913 | 481.8123 | 481.7254 | 481.7254 |
| 8 |  | 1089.6852 | 630.7700 | 629.7431 | 629.7429 |
| 9 |  | 1854.019 | 813.7700 | 797.5114 | 797.5064 |
| 10 |  |  | 1037.551 | 985.2309 | 985.0138 |
| 11 |  |  | 1516.524 | 1193.876 | 1192.263 |
| 12 |  |  | 2068.745 | 1438.731 | 1419.255 |
| 13 |  |  | 5142.097 | 1723.147 | 1665.987 |
| 14 |  | . | 7679.079 | 2215.945 | 1932.460 |
| 15 |  |  |  | 2750.220 | 2218.674 |
| 16 |  |  |  | 4378.051 | 2524.627 |
| 17 |  |  |  | 5729.565 | 2850.320 |
| 18 |  |  |  | 15979.16 | -3195.754 |
| 19 |  |  |  | 21936.38 | 3560.926 |
| 20 |  |  |  |  | 3945.839 |

TABLE 3.5. Approximate eigenvalues corresponding to the zeros of tae admittance matrix element $y_{11}$ for a linearly tapered RO line.
The zeroe, $s_{i}$, are related to the etgenvalues, $k_{1}^{2}$, by equation (3.13). $\tau$ and MP ere as in TABLI 3.4.

|  | 5 | 10 | 15 | 20 | EXACT |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{2}$ | 4.854510 | 4.854488 | $\begin{aligned} & 4.854488 \\ & 26.55534 \end{aligned}$ | $\begin{aligned} & 4.854488 \\ & 26.55534 \end{aligned}$ | $\begin{aligned} & 4.854487 \\ & 26.55534 \end{aligned}$ |
| 2 | 26.56305 | 26.55534 |  | 67.01051 | 67.01051 |
| 3 | 67.36751 | 67.01 .052 | 67.01051 | 126.7636 | 126.7636 |
| 4 | 165.6900 | 126.7638 | 126.7636 | 206.0392 | 206.0392 |
| 5 6 | 403.0070 | 206.2692 306.5022 | 206.0392 304.9382 | 206.0392 304.9379 | 304.9379 |
| 6 |  | 306.5022 | 304.9382 |  | 423.5090 |
| 7 8 |  | 466.6106 | 423.5138 | 423.5091 561.7786 | 423.5090 561.7785 |
| 8 |  | 676.3830 | 562.4187 | 719.7632 | 719.7610 |
| 9 10 |  | 1716.533 4521.535 | $\begin{aligned} & 722.5171 \\ & 945.1306 \end{aligned}$ | $\begin{aligned} & 719.7632 \\ & 897.4821 \end{aligned}$ | 719.7610 897.4652 |
| 10 |  | 4521.535 | 1201.358 | 1096.012 | 1094.896 |
| 12 |  |  | 1925.024 | 1315.889 | 1312.058 |
| 13 |  |  | 2725.284 | 1599.43 | 1548.952 |
| 14 |  |  | 7331.931. | 1908.852 | 1805.582 |
| 15 |  |  | $21333 \cdot 12$ | 2538.217 | 2081.947 |
| 16 |  |  |  | 3216.986 | 2378.048 |
| 17 |  |  |  | 5470.335 | 2693.886 |
| 18 |  |  |  | 7892.402 | 3029.462 |
| 19 |  |  |  | 85931.30 | 3759.828 |

TABLE 3.6. Approximate eigenvaluee corresponding to the zeros of the admittance matrix element $y_{22}$ for a linearly tapered RC line.
The zeros, $B_{i}$, are related to the eigenvalues, $k_{i}^{2}$, by equation (3.13). $\tau$ and MP are as in TABLE 3.4.

| N | 5 | 10 | 15 | 20 | EXACT |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.987317 | 0.984910 | 0.984907 | 0.984907 | 0.984907 |
| 2 | 20.09811 | 20.07901 | 20.07898 | 20.07898 | 20.07898 |
| 3 | 60.15842 | 59.27245 | 59.27239 | 59.27239 118.3335 | $\begin{array}{r} 59.27239 \\ 118.3335 \end{array}$ |
| 4 | 125.2519 | 118.3345 | 118.3335 | 118.1949 | 197.1949 |
| 5 | 640.3668 | 197.2177 |  | 295.8285 | 295.8285 |
| 6 |  | 300.0832 | 4 t | 414.2208 | 414.2208 |
| 7 |  | 428.6888 | $552.4891$ | 552.3046 | 552.3646 |
| 8 |  | 771.5219 | 717.2805 | 710.2559 | 710.2556 |
| 9 |  | $\begin{aligned} & 1219.237 \\ & 6693.059 \end{aligned}$ | 907.0734 | 887.9524 | 887.8914 |
| 10 |  | 6693.059 | 1273.773 | 1085.553 | 1085.270 |
| 11 |  |  | $1656.542$ | 1311.577 | 1302.391 |
| 12 |  |  | 3297.329 | 1561.604 | 1539.253 |
| 13 |  |  | 5458.203 | 1972.429 | 1795.856 |
| 14 |  |  | 28905.62 | 2379.161 | 2072.199 |
| i5 |  |  |  | 3574.251 | 2368.283 |
| 16 |  |  |  | 462.9 .479 | 2684.106 |
| 1 |  |  |  | 9521.190 | 3019.669 |
| 19 |  |  |  | 16625.08 | 3374.972 |
| 20 |  |  |  | 84109.34 | 3750.015 |

The eigenvalues $k_{i}^{2}$ are related to the poles and zeros of the admittance matrix parameters by (3.13).

We therefore conclude that this method is numerically superior to the one previously described, which uses a minimizing function $u(x)$ of the form given in (3.18).

Some additional numerical experiments were carried out using a minimizing function

$$
\begin{equation*}
u(x)=v(x) \sum_{j=0}^{k} o_{j} \mathbb{T}_{j}^{*}(x) \tag{3.42}
\end{equation*}
$$

where
$T_{j}^{*}(x)$ is the Chebyshev polynomial of degree $j$, shifted to the interval $0 \leq x \leq d$.

In this case, the elements of the $A$ and $B$ matrices become

$$
\begin{align*}
& a_{i j}=a_{j i}=\int_{0}^{d} w(x) \cdot \frac{d}{d x}\left[v(x) T_{i-1}^{*}(x)\right] \cdot \frac{d}{d x}\left[v(x) \stackrel{T}{j-1}_{*}(x)\right] d x  \tag{3.43}\\
& b_{i j}=b_{j i}=\int_{0}^{d} w(x) \cdot[v(x)]^{2} T_{i-1}^{*}(x) \cdot T_{j-1}^{*}(x) d x \tag{3.44}
\end{align*}
$$

The Chebyshev polynomials satisfy a three-term recurrence relation of the form (3.34) and the coefficients $\alpha_{r^{\prime}} \beta_{r}$ are known (8), Chapter 22. Gaussian quadrature can then be used to evaluate the integrals in (3.43) and (3.44) since $T_{r}^{*}(x)$ and $\frac{d}{d x}\left[v(x) T_{r}(x)\right]$ are easily obtained at $x=x_{1}, x_{2},-x_{m}$, using recurrence relations of the form (3.34) and (3.41) respectively.

It was found that the eigenvalues obtained using Chebyshev polynomials differed from those obtained using the orthogonal
polynomials $\mathbf{P}_{\mathbf{r}}(\mathbf{x})$ in only the last one or two decimals. Thus we conclude that both of these methods give essentially the same numerical accuracy.

Finally, the eigenvalue problem was solved with

$$
\begin{equation*}
u(x)=v(x) \sum_{j=0}^{k} c_{j} I_{j}(x) \tag{3.45}
\end{equation*}
$$

where

$$
I_{j}(x) \text { are the Lagrangian interpolation polynomials }
$$ corresponding to equally spaced points in the interval $0 \leq x \leq d$ (3), Chapter 2. It was found that for the larger values of $k$, the accuracy of the lowest eigenvalues decreased markedly, while the largest eigenvalues were in close agreement with those obtained by the two methods described above.

### 3.3 Conclusion

Although we have only considered the class of non-uniform transmission lines for which

$$
\begin{equation*}
r(x)=r_{0} / w(x) \tag{3.46}
\end{equation*}
$$

and

$$
\begin{equation*}
c(x)=c_{0} w(x) \tag{3.47}
\end{equation*}
$$

the method can easily be adapted to solve problems for which

$$
\begin{align*}
& r(x)=r_{0} / f(x)  \tag{3.48}\\
& c(x)=c_{0} g(x) \tag{3.49}
\end{align*}
$$

In this case the Rayleigh Quotient (3.1) is replaced by, (1), p. 59,

$$
\begin{equation*}
R(u)=\frac{\int_{a}^{d} f(x)\left|\frac{d u}{d x}\right|^{2} d x}{\int_{0}^{d} g(x) u^{2} d x} \tag{3.5c}
\end{equation*}
$$

and the solution is obtained in the manner previously described.
In order to minimize the effects of rounding errors it is better to choose the minimizing function $u(x)$ of the form (3.32) instead of the form (3.18); if the form (3.18) is chosen, an illmconditioned system of equations is likely to result. The $P_{j}(x)$ in (3.32) may be any system of orthogonal polynomials, but it is generally most convenient to use polynomials orthogonal with respect to $w(x)$ in the interval $0 \leq x \leq d$. The integrals should be evaluated by a numerical integration formula of the type (3.39) where the values of the orthogonal polynomials at the abscissae $\mathrm{x}_{\mathrm{i}}$ are obtained by means of a recurrence relation; this method was found to give better numerical accuracy than other methods.

## Chapter 4

## OBTAINING POLIS AND Z LROS OF THE ADMITTANCIS MATRIX

BY SOLUTION OF FIRST-ORDTR DIFFHRTNTAL EQUATIONS

### 4.1 Introduction

We now wish to consider a direct method for obtaining approximate eigenvalues of the boundary value problem defined in Chapter 2, which uses the pair of first-order differential equations (2.3a) and (2.3b). The first-order equations (2.3a), (2.3b) are equivalent to the second-order differential equation (2.4), and the eigenvalues are proportional to either the poles or zeros of the admittance matrix parameters, depending on which of the boundary conditions (2.8) - (2.10) are satisfied by the eigenfunctions. As before, we consider only two-port distributed RC lines supporting onemdimensional current flow.

The numerical technique used here is known as the Method of Moments, which is described in some detail in (14), Chapter $7 \cdot$ Although the method as described in (14) is directly applicable to analysis of lossless transmission lines, it is easily modified to solve distributed RC transmission line problems. One interesting feature of the present method is that under certain conditions the approximate eigenvalues are smaller in magnitude than the exact eigenvalues; with the method described in Chapter 3, the approximate eigenvalues are always larger than the exact eigenvalues. This sometimes introduces difficulties in the practical application of the method, since the approximate eigenvalues corresponding to the larger eigenvalues may be comparable with the cmaller (dominant) eigenvalues. This problem does not appear to have been considered previously in the literature, and some techniques for detecting
these "extraneous" solutions are described in this Chapter. In addition, by modifying the triangle functions which are used to approximate the unknown voltage and current in the transmission line it is shown that the accuracy of the solutions may be improved, and the "extraneous" solutions mentioned above are avoided.

In (14), Chapter 7 it is shown that when similar series expansions are used for the unknown voltage and current functions, the solutions to the first-order equations converge faster than those to the second-order equation. It is shown here that if the transmission line is divided into a number of incremental sections of length $h$, and piecewise linear approximations are used for the voltage and current functions, then the asymptotic error in the eigenvalues is generally of order $h^{4}$. For the second-order differential equation the asymptotic error is generally of order $h^{2}$. 4.2 Solution of First-Order Differential Equations by the Method

The first-order equations (2.3a), (2.3b) may be written in the form

$$
\left[\begin{array}{cc}
0 & \frac{d}{d x} \\
\frac{d}{d x} & 0
\end{array}\right]\left[\begin{array}{l}
V \\
I
\end{array}\right]=\left[\begin{array}{cc}
\operatorname{sc}(x) & 0 \\
0 & -r(x)
\end{array}\right]\left[\begin{array}{l}
V \\
I
\end{array}\right]
$$

where
$c(x)$ and $r(x)$ are the capacitance and resistance respectively per unit length of the transmission line, and $V(x)$ and $I(x)$ are the voltage and current in the resistive layer at $x$.

The poles end zeros $s_{i}$ of the admittance parameters are the values of $s$ such that $(4.1)$ has a non-trivial solution when $V(x)$ satisfies the boundary conditions (2.8)-(2.10). These boundary conditions may be put into the form:-

1. Poles of the admittance matrix

$$
\begin{align*}
& V(0)=0  \tag{4.2a}\\
& V(d)=0 \tag{4.2b}
\end{align*}
$$

2. Zeros of $\mathrm{y}_{11}$

$$
\begin{align*}
& I(0)=0  \tag{4.3a}\\
& V(d)=0 \tag{4.3b}
\end{align*}
$$

3. Zeros of $y_{22}$

$$
\begin{align*}
& V(0)=0  \tag{4.4a}\\
& I(d)=0 \tag{4.4b}
\end{align*}
$$

where
$d$ is the length of the transmission line, and $0 \leq x \leq d$
Next, we choose two sets of basis functions, $\phi_{1}, \phi_{2}$,
-- , and $\psi_{1}, \psi_{2}, \cdots-$, and approximate $V(x)$ and $I(x)$ as follows:

$$
\begin{align*}
& V(x)=\sum_{j=1}^{k} c_{j} \phi_{j}(x)  \tag{4.5a}\\
& I(x)=\sum_{j=1}^{1} d_{j} \psi_{j}(x) \tag{4.5b}
\end{align*}
$$

where
$c_{j}$ and $d_{j}$ are coefficients to be determined. The number of basis functions, $k$ and 1 respectively, need not be equal.

The unknown coefficients $c_{j}$ and $d_{j}$ and the approximate eigenvalues are obtained by the method of moments as described in (14), Chapter 7. The matrix eigenvalue problem to be solved is

$$
\begin{equation*}
[A-\lambda B][C]=0 \tag{4.6}
\end{equation*}
$$

where

$$
\begin{align*}
& A=\left[{ }_{L} \psi \phi\right]^{t}[\mathbb{M} \psi]^{-1}\left[{ }_{L} \psi \phi\right]  \tag{4.7a}\\
& B=M^{\phi}  \tag{4.7~b}\\
& \lambda=-s \tag{4.7c}
\end{align*}
$$

and

$$
\begin{align*}
& I_{i j}^{\psi \phi}=\int_{0}^{d} \psi_{i} \frac{d \phi_{j}}{d x} d x  \tag{4,8a}\\
& m_{i j}^{\psi}=\int_{0}^{d} r(x) \psi_{i}(x) \cdot \psi_{j}(x) d x  \tag{4.8~b}\\
& {\underset{m}{i j}}_{\phi}^{m_{i j}}=\int_{0}^{d} c(x) \phi_{i}(x) \cdot \phi_{j}(x) d x \tag{4.80}
\end{align*}
$$

The coefficients $d$ are obtained from $c$ by using

$$
[\alpha]=-\left[\mathbb{m}^{\psi} \psi\right]^{-1}\left[\mathrm{~L}^{\psi \phi}\right][\mathrm{C}]
$$

In the above it is assumed that the $\phi_{j}(x)$ are such that the $V(x)$ satisfies the boundary conditions (4.2) - (4.4). However, it is not necessary to constrain $I(x)$ to satisfy the boundary conditions (4.3) - (4.4), since these are "natural" boundary conditions which must be satisfied by the exact solution of our problem. In addition, the boundary conditions on $V(x)$ could be made "natural" by modifying (4.8a); this is discussed in (14) pp. 147-148.

Techniques for solving the matrix eigenvalue problem (4.6) have already been discussed in Chapter 3, and will not be considered further here.

### 4.3 Numerical Results

We now consider the choice of the expansion functions $\phi_{j}$ and $\psi_{j}$.

Piecewise linear approximations to $V(x)$ and $I(x)$ may be obtained by choosing triangle functions for $\phi_{j}(x)$ and $\psi_{j}(x)$ as discussed in (14), Chapter 7.

Suppose we choose $N$ points, $0=x_{1} \leqslant x_{2}<x_{3}---x_{N-1}<$ $x_{\mathrm{N}}=\mathrm{d}$, and denote the distance between successive points by

$$
\begin{equation*}
h_{j}=x_{j+1}-x_{j} \tag{4.10}
\end{equation*}
$$

for

$$
j=1,2-(N-1)
$$

We now define the triangle function $T_{j}(x)$ as follows

$$
\begin{align*}
T_{j}(x) & =1-\frac{\left(x-x_{j}\right)}{h_{j}} \quad \text { for } x_{j} \leq x \leq x_{j+1} \\
& =\frac{\left(x-x_{j-1}\right)}{h_{j-1}} \quad \text { for } x_{j-1} \leq x \leq x_{j}  \tag{4.11a}\\
& =0 \quad \text { elsewhere } \\
& \text { for } j=2,3,4--(N-1) \\
T_{1}(x) & =1-\frac{x}{h_{1}} \quad \text { for } 0 \leqslant x \leq x_{2}  \tag{4.11~b}\\
& \quad 0 \quad
\end{align*}
$$

$$
\begin{align*}
T_{N}(x) & =\frac{\left(x-x_{N-1}\right)}{h_{N-1}}  \tag{4.110}\\
& \text { for } x_{N-1} \leq x \leq d \\
& =0
\end{align*}
$$

The piecewise linear approximations to $V(x)$ and $I(x)$ are

$$
\begin{align*}
& V(x)=\sum_{j=1}^{N} c_{j} T_{j}(x) \\
& I(x)=\sum_{j=1}^{N} d_{j} T_{j}(x) \tag{4.12b}
\end{align*}
$$

Since

$$
T_{j}(x)=1 \text { for } x=x_{j}
$$

and

$$
T_{i}(x)=0 \text { for } x=x_{j} \text { and } i \neq j
$$

the coefficients $c_{j}$ and $d_{j}$ are interpreted as the values of $V(x)$ and $I(x)$ respectively at $x=x_{j}$.

With $\phi_{k}(x)$ and $\psi_{k}(x)$ replaced by $T_{k}(x)$, the integrals in (4.8) may be easily evaluated.

Using (4.8a) it can be shown that

$$
I^{D \phi \phi}=\frac{1}{2}\left[\begin{array}{rrrrrrr}
-1 & 1 & & & & &  \tag{4.13}\\
-1 & 0 & 1 & & & & \\
0 & -1 & 0 & 1 & & & \\
& & \cdot & \cdot & \cdot & & \\
& & & \cdot & \cdot & \cdot & \\
& 0 & & \cdot & \cdot & \cdot & \\
& & & & -1 & 0 & 1 \\
& & & & & & -1
\end{array}\right]
$$

where the number of rows and columns is $N$

Although exact analytical solutions for the integrals (4.8b) and (4.8c) can be found for various $c(x)$ and $r(x)$, sufficiently accurate approximate solutions can usually be obtained by assuming that $c(x)$ and $r(x)$ varying linearly in each interval $x_{k} \leq x \leq x_{k+1}$ for $k=1,2-(n-1)$.

Assuming a linear variation of $c(x)$ in each interval, the integrals in (4.8c) are given by

$$
\begin{aligned}
& m_{11}^{\emptyset}= \frac{h_{1}}{12}\left(3 C\left(x_{1}\right)+C\left(x_{2}\right)\right) \\
& m_{k k}^{\emptyset}= \frac{h_{k-1}}{12}\left(C\left(x_{k-1}\right)+3 C\left(x_{k}\right)\right) \\
&+\frac{h_{k}}{12}\left(3 C\left(x_{k}\right)+C\left(x_{k+1}\right)\right) \\
& \text { for } k=2,3, \ldots(L-1) \\
& m_{k, k+1}^{\varnothing}= m_{k+1, k}=\frac{k_{k}}{12}\left(C\left(x_{k}\right)+C\left(x_{k+1}\right)\right) \\
& m_{N N}^{\phi}= \frac{h_{1 L}}{12}\left(C\left(x_{N-1}\right)+3 C\left(x_{N}\right)\right) \\
& \text { for } k=1,2,3-(\mathbb{L} 1) \\
& \text { and } m_{i j}^{\varnothing}=0 \quad \text { otherwise }
\end{aligned}
$$

Similarly, assuming a linear variation of $r(x)$ in each interval, the integrals $m \psi_{1 j}$ in ( $4.8 b$ ) are given by a set of equations identical to those in (4.14), but with $c\left(x_{k}\right)$ replaced by $I\left(x_{k}\right)$.

We note that $M^{\emptyset}$ and $M^{\text {MD }}$ are symmetric, tridiagonal positive definite matries.

As yet, we have not considered the problem of choosing the approximations to $V(x)$ and $I(x)$ such that they satisfy the homogeneous boundary conditions (4.2) - (4.4).

When the basis function $\emptyset_{j}(x)$ and $\phi_{k}(x)$ are triangle functions as defined above, boundary conditions of the type $V(0)=0$ or $I(0)=0$ are satisfied simply by setting the coefficient $c_{1}$ or $d_{1}$ to zero, while boundary conditions of the type $V(d)=0$ or $I(\alpha)=0$ are satisfied by setting $c_{N}$ or $d_{N}$ to zero. This means that wa simply delete the rows and columns corresponding to these zero coefficients from the matrices $\left[L^{\not \emptyset \phi}\right],\left[M^{\phi}\right]$ and $\left[M^{\not \emptyset}\right]$

Having formed these matrices, we can then obtain the $A$ and $B$ matrices using equations (4.7a) and (4.7b). We note that although $B$ is a tridiagonal matrix, $A$ has no zero elements in general, because $\left[M^{[J}\right]^{-1}$ is a full matrix, even though $\left[M^{\nmid \chi}\right]$ is tridiagonal.

Table 4.1 shows the approximate eigenvalues $\lambda_{i}=-s_{i} r(0) c(0) d^{2}$ obtained for a uniform distributed RC line with boundary conditions $V(0)=V(d)=0$ i.e. the corresponding $s_{i}$ are the poles of the admittance matrix. These results we obtained with all $h_{i}$, $i=1,2 \ldots$ equal to the values of $H$ given in the table, and with $r(o)=c(o)=d=1$.

Firstly, we note that the approximate eigenvalues are all less than the exact eigenvalues. This was also found to be true For the zoros of the admittance matrix parameters $y_{11}$ and $y_{22}$. In addition, it was found that the approximate eigenvalues

TABLE 4.1. Approximate eigenva?ues correapending to the poles of the adnittarce matrix for a uniform RC line.
The poles, $E_{j}$, are related to the eigenvaiues, $\lambda_{i}$, by $\lambda_{1}=-s_{i} r(0) c(0) d^{2}$
$\mathrm{H}=1 /(\mathrm{No}=$ of begriersts into which the line is divided)
The voltege and ourrent in the resiative layer are epproximated by treangle finctions $T_{j}(T)$.


TABIE 4.2. Approximgte eigenvalues corresponding to twe poles of the admittance diatrix for a undforn RC line.
$s_{i}, \lambda_{i}$, and $H$ are as in TABLE 4.1, but the voltase and current in the reaistive layer are approximated by triangle functions $T_{j}(x)$, and $T_{j}^{*}(x)$ respeotively, as in Fig. 4.1.

| N | 0.25 | 0.125 | 0.0625 | 0.03125 | EXACT |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 9.891088 | 9.870807 | 9.867675 | 9.809608 | 9.869004 |
| 2 | 40.76470 | 39.55503 | 39.48294 | 39.47869 | 39.47841 |
| 3 | 98.10891 | 89.68572 | 84. 87787 | 88.82955 | 88.82643 |
| 4 |  | 162.5293 | 158.2018 | 157.9511 | 157.9136 |
| 5 |  | 262.3656 | 247.8333 | 246.8068 | 246.7401 |
| 6 |  | 389.4754 | 358.5351 | 355.5049 | 355.3057 |
| 7 |  | 517.4557 | 471.6325 | 484.1123 | 483.5106 |
| 8 |  |  | 649.0547 | 632.7706 | 631.6546 |
| 9 |  |  | 833.2017 | 801.6952 | 799.4379 |
| 10 |  |  | 1046.157 | ¢91.1950 | 986.9604 |
| 11 |  |  | 1287.783 | 1201.693 | 1.194.222 |
| 12 |  |  | 1552.C53 | 1433.750 | 1421.223 |
| 13 |  |  | 1822.146 | 1688.073 | 1667.963 |
| 14 |  |  | 2066.058 | 1965.534 | 1934.442 |
| 15 |  |  | 2240.283 | 2267.159 | 2220.660 |
| 16 |  |  |  | 2594.105 | 2526.518 |
| 17 |  |  |  | 2947.603 | 2852.315 |
| 18 |  |  |  | 332.8.849 | 31.97.751 |
| 19 |  |  |  | 3738.833 | 3562.927 |
| 20 |  |  |  | 4178.073 | 3947.841 |

obtained for various types of tapered distributed RC lines were less than the exact eigonvalues. There does not appear to be a formal proof that this method always gives eigenvalues less than the exact eigenvalues, although all numerical results obtained are in agreement with this conjecture.

In comparison, the Rayleigh-Ritz method for solution of the secondmorder differential equation for $V(x)$, always gives eigenvalues which are greater than the exact eigenvalues. Thus by using both the Rayleigh-Ritz method and the method described above, to solve the same eigenvalue problem, we would expect to obtain rigorous upper and lower bounds on the exact eigenvalues.

A further examination of the approximate eigenvalues given in Table 4.1 shows that for the smaller values of $H$, the aigenvalues are not arranged in order of increasing magnitude i.e. the eigenvalues near the bottom of the table are less than those immediately above them. The reason for arranging the eigenvalues in this manner is as follows. Upon inspection of eigenfunctions corresponding to some of the smaller eigenvalues, it was found that they had a greater number of nodes (zeromerossings) than the eigenfunctions corresponding to larger eigenvalues. It is known from the theory of Sturmmiouville equations that the eigenvalues increase as the number of nodes in the exact eigenfunctions increases (2), pp 721-723. Therefore, instead of arranging the approximate eigenvalues in order of increasing magnitude, we should arrange them according to the number of nodes in the approximate eigenfunctions. However if this method of ordering the eigenvalues is used, ambiguities may arise because some of the eigenfunctions corresponding to the smaller
eigenvalues have the same number of nodes. An alternative method of ordering the approximate eisenvalues which avoids these ambiguities was used. The Rayleigh Quotient,

$$
\begin{equation*}
R(u)=\frac{\int_{0}^{d} w(x)\left(\frac{d y}{d x}\right)^{2} d x}{\int_{0}^{d} w(x) u^{2} d x} \tag{4.15}
\end{equation*}
$$

where

$$
\begin{aligned}
& r(x)=r(0) / w(x) \\
& c(x)=c(0) \cdot w(x)
\end{aligned}
$$

and

$$
u(x) \text { is an eigenfunotion }
$$

was computed for each approximate eigenfunction. The approximate eigenvalues are then ordered such that the corresponding Rayleigh Quotients are monotonically increasing.

Finally, we note that the approximate eigenvalues in Table 4.1 converge to the exact eigenvalues as the interval length $H$ decreases., In all cases the lowest order eigenvalues are most accurate, and the error increases to about $10 \%$ at the midpoint of each column. (Note that there are actually 31 eizenvalues corresponding to $H=0.03125$, but only the first 20 eigenvalues are given in the table). Below the midepoint of each column in the table, the error between the approximate and exaot eigenvalues increases markedly, and the successive approxiniate eigenvalues begin to decrease at some point, whereas the exact eisenvalues are monotonically increasing.

If the method just described is used to obtain approximations to the poles and zeros of the two-port admittance matrix parameters,
and these are then used to calculate the frequency response of the distributed RC network, it is evident that better accuracy will be obtained if we discard all of the "higher-order" extraneous eigenvalues i.e. if we adopt the procedure of ordering the eigenvalues according to the magnitude of the Rayleigh guotient, then we discard those eigenvalues which are decreasing while the Rayleigh Quotient is increasing. In practice, this means that approximately one third of the total number of eigenvalues calculated would have to be discarded.

We now describe a modification of the preceding method which was found to give more accurate eigenvalues, does not give "extraneous" higher-order eigenvalues, and which is just as easy to program on a computer.

The modified procedure uses piecewise linear approximations to $V(x)$ and $I(x)$, and the approximation to $V(x)$ is identical to that given by (4.12), with triangle functions defined by equations $(4.10)-(4.11)$. For $I(x)$ we use a different set of triangle functions. For convenience we suppose that the triangle function $T_{i}(x)$ used to approximate $V(x)$ are centred on $N$ equally spaced points, $0=x_{1}<x_{2} \leqslant x_{3}<--x_{N-1} \quad x_{N}=d$, and denote the distance between successive points by $h=\frac{d}{(N-1)}$. The piecewise linear approximation to $I(x)$ is

$$
\begin{equation*}
I(x)=\sum_{j=1}^{N+1} d_{j} T_{j}^{*}(x) \tag{4.16}
\end{equation*}
$$

where the modified triangle functions $\mathbb{T}_{j}^{*}(x)$ are as shown in Fig. 4.1. We note that the $\mathbb{T}_{j}^{*}(x)$ are centred on a number of equally spaced points which are midway between the centre points
for the $T_{j}(x)$, and in addition, at $x=0$ and $x=d$, the spacing between triangles is $h / 2$ instead of $h$.


Fig. 4.1 Triangle Functions $T(x)$ and $T_{j}^{*}(x)$

The integrals $I_{i j}^{\not \subset \phi}$ in (4.8a) with $\gamma_{i}(x)=T_{i}^{*}(x)$ and $\phi_{j}(x)=T_{j}(x)$ are readily evaluated; and we obtain
where the number of rews is ( $\mathrm{N}+1$ ) and the number of columns is $N$.

The integrals $m_{i j}^{y t}$ in (4.8b) may be evaluated using a set of equations similar to (4.14), with $c(x)$ roplaced by $r(x)$. As previously mentioned the equations (4.14) are exact only if $c(x)$ or $r(x)$ vary linearly with $x$. In the computer program which was written, equations (4.14) were not used to evaluate $m_{i j}^{\emptyset}$ and $\mathrm{m}_{\mathrm{ij}}^{\nmid}$. These integrals were evaluated using an automatic numerical integration routine which is based on the method described in (15). The advantage of this is that the integrals can be accurately evaluated for arbitrary $r(x)$ and $c(x)$.

Boundary conditions of the type given in (4.2) - (4.4) are satisfied by setting the coefficients $c_{1}$ or $d_{1}$ and $c_{N}$ or $d_{N+1}$ to zero in equations (4.5a) and (4.5b). This is equivalent to deleting the corresponding rows and columns of the matrices $\left[L^{\not D \varnothing}\right],\left[M^{\mid \phi}\right]$, and $\left[M^{\varnothing}\right]$. Then the $A$ and $B$ matrices may be formed and the eigenvalues are computed as previously discussed.

Some numerical results obtained using the method just described are shown in Tables 4.2-4.9. The Tables show the approximate eigenvalues $\lambda_{i}=-s_{i} r_{0} c_{o} d^{2}$ obtained with $h=0.25$, $0.125,0.0625$, and 0.03125 , where $s_{i}$ are the poles or zeros of the admittance matrix parameters for three different distributed RC notworks. Tables 4.2 and 4.3 give the eigenvalues for a uniform RC line; Tables 4.4-4.6 give the eigenvalues for a distributed RC network with a linear taper, and a taper factor of 0.1 , and Tables 4.7 - 4.9 give the eigenvalues for a distributed RC network with an exponential taper, and a taper factor of 0.1 . In the latter case; the exact eigenvalues were obtained using equation (16) of (9) for the poles, while the zeros were obtained
rABLE 4.3. Aperoximate edgenvalues corresponimg to the zeros of the admittance matrix elenents $y_{11}=y_{22}$ for a uniform $K C$ line.
$s_{i}, \lambda_{i}, H_{\text {, }}$ and the aporoximatione to the voltage and current in the resistive lgyer ara as in TABLE 4.2.

|  | $F=0.25$ | 0.125 | C.0625 | C.03125 | EXACT |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.467701 | 2.467418 | 2.457402 | 2.457401 | 2.467401 |
| 2 | 22.42143 | 22.21946 | 22.20738 | 22.20665 | 22.20660 |
| 3 | 65.59141 | 61.95834 | 61.70171 | 61.68605 | 61.68502 |
| 4 | 129.3639 | 122.9081 | 121.028C | 120.7103 | 120.9025 |
| 5 |  | 208.3004 | 200.4238 | 199.8944 | 199.8594 |
| 5 |  | 321.9457 | 3 Cc .4234 | 2.98 .6718 | 298.5555 |
| 7 |  | - 455.5366 | 422.0183 | 427.3073 | 416.9907 |
| 8 |  | 560.0707 | 566.7898 | 559.9111 | 555.1652 |
| 9 |  |  | 736.9CC8 | 714.6565 | 713.0781 |
| 10 |  |  | 934.7022 | 893.7987 | 890.7317 |
| 11 |  |  | 1161.560 | 1093.645 | 1088.123 |
| 12 |  |  | 1415.157 | 1314.828 | 1305.255 |
| 13 |  |  | 1685.077 | 1557.319 | 1542.125 |
| 14 |  |  | 1947.513 | 1823.448 | 1798.735 |
| 1.5 |  |  | 2163.538 | $2112.6 \div 9$ | 2075.084 |
| 16 |  |  | 2287.617 | 2426.507 | 2371.172 |
| 17 |  |  |  | 2766.2.1 | 2686.999 |
| 18 |  |  |  | 3132.983 | 3145.936 |
| 19 |  |  |  | 3527.939 | 3377.972 |
| 20 |  |  |  | 3951.877 | 3752.917 |

TABKE 4.4. Approsimate efgenvalues corresponding to the poles of the admittance matrix for a linearly tapered RC line.
Taper factor, $\tau=0.1=$ (wiath of line at port 1)/(pidth at port 2) $\theta_{i}, \lambda_{i}, H$, and the approximations to the voltage and current in the resistive lager sre as in TABLE 4.2.


watrix element $y_{11}$ fer a linearly tepered ic line.
$\gamma, s_{i}, \lambda_{i}, H$, and the approximations to the voltage andenuryent in the resistive layer are as in TABLD 4.4n

|  | $=0.25$ | 0.125 | C. 0625 | 0.03125 | EXACT |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4.857061 | 4.854901 | 4.854547 | 4.854496 | 4.854487 |
| 2 | 26.72479 | 26.56603 | 26.55611 | 26.55541 | 26.55534 |
| 3 | 70.36937 | 67.25632 | 67.02567 | 67.01148 | 67.01051 |
| 4 | 131.3946 | 128.6333 | 126.8815 | 126.7709 | 126.7636 |
| 5 |  | 214.0067 | 206.5798 | 206.0727 | 2.06 .0392 |
| 6 |  | 327.0071 | 306.7456 | 305.0509 | 304.9379 |
| 7 |  | 458.7866 | 428.4022 | 423.8187 | 423.5090 |
| 8 |  | 557.8932 | 573.1308 | 562.5113 | 561.7785 |
| 9 |  |  | 743.0718 | 721.3155 | 719.7610 |
| 10 |  |  | 940.5427 | $9 C 0.4936$ | 897.4652 |
| 11 |  |  | 1166.841 | 1100.406 | 1094.896 |
| 12 |  |  | 1419.613 | 1321.537 | 1312.058 |
| 13 |  |  | 1688.364 | 1564.505 | 1548.952 |
| 14 |  |  | 1949.113 | 1830.088 | 1805.582 |
| 15 |  |  | 2162.344 | 2119.218 | 2081.947 |
| 16 |  |  | 2280.6C5 | 2432.971 | 2378.048 |
| 17 |  |  |  | 2772.534 | 2693.886 |
| 16 |  |  |  | 3139.117 | 3029.462 |
| 19 |  |  |  | 3533.829 | 3384.776 |
| 20 |  |  |  | 3957.464 | 3759.828 |

TABLE 4.6. Approximate eigenvalues oorresponding to the geros or the adittance matrix element $y_{22}$ for a linearly tepered aC line.
$\tau, s_{1}, \lambda_{i}, B_{\text {, and }}$ and aporoximations to the voltage and ourrert in the resiative layer are as in TABLE 4.4.

|  | 0.25 | 0.125 | 0.0625 | 0.03125 | EXACT |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.036632 | 0.9976405 | 0.9873677 | 0.9852989 | 0.9849070 |
| 2 | 20.81635 | 20.22275 | 20.16437 | 20.09287 | 20.07898 |
| 3 | 64.08126 | 59.92643 | 59.35938 | 59.28407 | 59.27239 |
| 4 | 126.6718 | 121.0933 | 118.6560 | 118.3628 | 118.3335 |
| 5 |  | 206.6705 | 198.0229 | 197.2672 | 197.1949 |
| 5 7 |  | 319.7013 | 298.1233 | 296.0044 | 295.8285 |
| 8 |  | 451.1202 | 419.9833 | 414.6270 | 414.2208 |
| 8 |  | 556.0315 | 564.8556 | 553.2397 | 552. |
| 10 |  |  | 735.1416 532.9785 | 891.2019 | 887.8914 |
| 11 |  |  | 1159.513 | $1 \mathrm{C91.163}$ | 1085.270 |
| 12 |  |  | 1412.186 | 1312.378 | 1302.391 |
| 13 |  |  | 168 C .4 C 4 | 1555.469 | 1539.253 |
| 14 |  |  | 1940.704 | 1821.212 | 1795.856 |
| 15 |  |  | 2155.666 | 2110.539 | 2072.199 |
| +16 |  |  | 2283.CC7 | 2424.525 2764.352 | $\begin{aligned} & 2368.283 \\ & 2684.106 \end{aligned}$ |
| 18 |  |  |  | 3131.223 | 3019.669 |
| 19 |  |  |  | 3526.233 | 3374.972 |
| 20 |  |  |  | 3950.154 | 3750.015 |

TABLU 4.7. Approximate eisenvaiuen corveaponding to the poles of the admitience matrix for en expoinentially tepered PC line.
$\tau, s_{i}, \lambda_{i}, E$ end the approximations to the voltage and current in the resigtive lajer are as in TABLiH 4. 4.

| M1] | $=0.25$ | 0.125 | 0.0625 | 0.03125 | EXAC, T |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 11.31495 | 11.21059 | 11.19705 | 11.19532 | 11.17507 |
| 2 | 41.91339 | 40.91840 | 40.81497 | 40.80506 | 40.80389 |
| 3 | 95.05331. | 90.99382 | 90.21372 | 90.15680 | 90.15181 |
| 4 |  | 163.4532 | 159.5334 | 259.2591 | 159.2391 |
| 5 |  | 262.0231 | 249.1398 | 248.1 .349 | 248.0655 |
| 6 | . | 386.2081 | 359.7777 | 356.8316 | 356.6312 |
| 7 |  | 509.8301 | 492.7255 | 485.4352 | 484.4350 |
| 8 |  |  | 649.8705 | 634.0860 | 632.9801 |
| 9 |  |  | 833.532 .1 | 602.9974 | 800.7634 |
| 10 |  |  | 1045.694 | 992.4762 | 988.2859 |
| 11 |  |  | 1286.113 | 1202.943 | 1195.547 |
| 12 |  |  | 1548.735 | 1434.953 | 1422.548 |
| 13 |  |  | 1816.681 | 1689.211 | 1669.288 |
| 14 |  |  | 2058.415 | 1968.581 | 1935.767 |
| 15 |  |  | 2230.839 | 2268.083 | 2221.986 |
| 16 |  |  |  | 2594.866 | 2527.944 |
| 17 |  |  |  | 2948.149 | 2853.641 |
| 18 |  |  |  | 3329-118 | 3199.077 |
| 19 |  |  |  | 3738.750 | 3564.252 |
| 20 |  |  |  | 4177.549 | 3749,167 |

TABLE 4.8. Approximate etgenvalues corresponding to the zeros of the admiutance matrix element $y_{11}$ for an exponentisilly $t$ \&ored RC line. $\tau,{ }_{i}, \lambda_{i}, H_{y}$ and the approximations to the voltage and current in the resiative layer are as in TABLE 4.4.

| Y 0 | $=0.25$ | 0.125 | 0.0625 | 0.03125 | EXACT |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 5.656680 | 5.641721 | 5.639533 | 5.639235 | 5.639193 |
| 2 | 25.84061 | 25.75834 | 25.74411 | 25.74218 | 25.74191 |
| 3 | 67.13958 | 65.48066 | 65.29310 | 65.27830 | 65.27692 |
| 4 | 126.6009 | 126.0972 | 124.6227 | 124.5194 | 124.5118 |
| 5 |  | 210.4588 | 203.9840 | 203.5090 | 203.4760 |
| 6 |  | 321.9298 | 303.8929 | 302.2858 | 302.1758 |
| 7 | - | 452.4101 | 425.3059 | 420.9152 | 420.6132 |
| 8 |  | 554.9278 | 569.7532 | 559.5061 | 558.7891 |
| 9 |  |  | 739.3320 | 718.2297 | 716.7037 |
| 10 |  |  | 936.3252 | 897.3382 | 894.3572 |
| 11 |  |  | 1162.020 | 1097.185 | 1091.749 |
| 12 |  |  | 1414.117 | 1318.249 | 1308.881 |
| 13 |  |  | 1682.306 | 1561.145 | 1545.752 |
| 14 |  |  | 1943.042 | 1826.646 | 1802.362 |
| 15 |  |  | 2157.738 | 2115.681 | 2078.711 |
| 18 |  |  | 2281.272 | 2429.324 | 2374.799 |
| 17 |  |  |  | 2768.756 | 2690.626 |
| 18 |  |  |  | 3135.189 | 3026.193 |
| 19 |  |  |  | 3529.728 | 3381.499 |
| 20 |  |  |  | 3953.166 | 3756.544 |

TABLE 4.9. Approxinate eigenvalues corresponding to the zeros of the admittance matrix element $y_{22}$ for an exponentially tapered RC line.
$\tau, s_{1}, \lambda_{1}, H$, and the approximations to the voltage and current in the resiative layer are as in TABLE 4.4.

|  | $=0.25$ | 0.125 | 0.0625 | 0.03125 | EXACT |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.8652050 | 0.82586579 | 0.8577600 | 0.8576426 | $0.8576258$ |
| 2 | 21.50543 | 21.24247 | 21.21766 | 21.21517 |  |
| 3 | 64.09272 | 61.00713 | 60.72497 | 60.70456 | $60.70282$ |
| 4 | 122.7866 | 121.9162 | 120.0577 | 119.9320 | 119.9229 |
| 5 |  | 206.9738 | 199.4561 | 198.9178 | 198.8808 297.5773 |
| 6 |  | 319.3461 | 299.4488 | 297.6965 | 297.5773 |
| 7 |  | 449.7270 | 421.0134 | 418.3228 | 416.0129 554.1875 |
| 8 |  | 550.1308 | 565.7033 | 554.9367 | 554.1875 |
| 9 |  |  | 735.6312 | 713.6811 | 712.1013 889.7543 |
| 10 |  |  | 933.0695 | 892.8203 | 889.7543 |
| 11 |  |  | $1 \overline{159.238}$ | 1092.711 | 1087.146 |
| 12 |  |  | 1411.676 | 1313.833 | 1304.277 |
| 13 |  |  | 1679.831 | 1556.806 | $1541.148$ |
| 14 |  |  | 1939.958 | $\underline{1822.405}$ | 1797.758 |
| 15 |  |  | 2153.604 | 2111.562 2425.353 |  |
| 16 |  |  | 2276.139 | 2425.353 2764.961 | 2686.022 |
| 16 18 18 | - |  |  | 3131.594 | 3021.589 |
| 19 |  |  | , | 3526.357 | 3376.894 |
| 20 |  |  |  | 3950.033 | 3751.939 |

## al

by numerically solving equation (15) of (9), which, incidentily, is incorrect, and should read

$$
\begin{equation*}
\tanh \theta=-\frac{\theta}{\eta} \tag{4.18}
\end{equation*}
$$

instead of

$$
\tanh \theta=-\eta \theta
$$

In the tables, only the first 20 eigenvalues are shown for $h=0.03125$, although the number of eigenvalues actually calculated is 31 in the case of the poles, and 32 in the case of the zeros.

On examination of the tables, we see that with the exception of one of the larger eigenvalues in some of the tables, the approximate eigenvalues are greater than the exact eigenvalues. Comparing Tables 4.1 and 4.2 , we see that the approximate eigenvalues in the latter are more accurate. In particular, we note that the higher order approximate eigenvalues in Table 4.2 are generally within $10 \%$ of the exact eigenvalues, whereas the accuracy of the corresponding eigenvalues in Table 4.1 is much worse.

Comparing the results in Tables 3.2-3.6 with those in Tables 4.2-4.6, we see that the smaller eigenvalues are less accurate in the latter, whereas the larger eigenvalues are much more accurate.

The outstanding feature of the method using the modified triangle functions is the greatly improved accuracy of the larger eigenvalues, in comparison with the previous methods discussed.

### 4.4 Bxtrapolation procedures

One advantage of the methods using triangle functions to obtain approximations to the eigenvalues is that extrapolation can be used to obtain more accurate eigenvalues, and to estimate the accuracy of the solutions. In the polynomial approximation method, increasing the highest order of polynomial improves the accuracy of the eigenvalues, but in an irregular and unpredictable manner.

In the approximation methods using triangle functions, we assume that the error in each eigenvalue is an analytic function of the interval $h$ between $N$ equispaced points on the interval. $0 \leq x \leq d$. Suppose that $f_{1}$ is the approximate eigenvalue obtained with $h=h_{1}$, and $f_{0}$ is the exact eigenvalue, and we assume that the error is given by

$$
\begin{equation*}
f_{1}=f_{0}+A_{1} \mathbb{R}_{1} \tag{4.19}
\end{equation*}
$$

Similarly, if $f_{2}$ and $f_{3}$ are the approximate eigenvalues obtained with $h=h_{2}$ and $h=h_{3}$ respectively, we assume

$$
\begin{align*}
& f_{2}=f_{0}+A_{1} h_{2}^{p}  \tag{4.20}\\
& f_{3}=f_{0}+A_{1} h_{3}^{p} \tag{4.21}
\end{align*}
$$

The constants $f_{0}, A_{1}$, and $p$ are readily calculated if $h_{1}: h_{2}: h_{3}=1: c: c^{2}$. It is easily verified that

$$
p=\ln \frac{f_{1}-f_{2}}{f_{3}-f_{2}} / \ln c
$$

and

$$
\begin{equation*}
f_{0}=f_{1}-\frac{f_{1}-f_{2}}{1-c^{p}} \tag{4.23}
\end{equation*}
$$

The procedure just described is known as Aitkin's $\delta^{2}$ extrapolation (16), In general, the value of $f_{0}$ given by (4.28) will not be equal to the exact eigenvalue because we have ignored terms of the form $A_{2} h^{q}, A_{3} h^{r}-\cdots$ in equations (4.19) - (4.21). However, for $h$ sufficiently small, the value $f_{0}$ given by (4.23) is a better approximation to the exact eigenvalue than $f_{1}, f_{2}$ or $f_{3}$, and we are then able to estimate the error in the approximate solutions.

Application of Aitkin's $\delta^{2}$ process to the approximate eigenvalues given in Tables $4.1,4.2$ and 4.3 for the uniform distributed RC line indicate that for $h$ sufficiently small, the value of $p$ given by (4.22) approaches 4 i.e. the asymptotic error in any approximate eigenvalue as $h \rightarrow 0$ is of order $h^{4}$. The results obtained using Tables 4.4-4.6 (linearly tapered distributed RC line with taper factor $=0.1$ ) indicate that the asymptotic value of $p$ for the lowest ei fenvalue is about 3 or slightly less, and that the asymptotic value of $p$ increases with the number of the eigenvalue to a maximum of about 4 .

For other similar methods of solution such as the finite-difference method (25), which gives about the same accuracy as the variational method of solving the second-order differential equation with triangle functions (41), the rate of convergence is somewhat slower. A typical value of $p$ in (4.23) for the two methods just mentioned is 2 or less. However for these two methods the $A$ and $B$ matrices (4.6) are tridiagonal or diagonal, which reduces the computer storage requirements, and in addition, special techniques are available for computing the eigenvalues (72); with the Moment method described in this Chapter the $A$
and $B$ matrioes are full matrices, and these special techniques cannot be used.

### 4.5 Conclusion

The Method of Moments has been used to obtain eigenvalues of the firstworder system (4.1). Some numerical results were obtained by using piecewise linear approximation for the unknown voltage and current functions. When the triangle functions for $V(x)$ and $I(x)$ were chosen to be the same, the approximate eigenvalues were found to be less than the exact solutions i.e. lower bounds. However when the triangle functions for $V(x)$ and $I(x)$ were chosen as shown in Fig. 4.1 the approximate eigenvalues were greater than the exact solutions. In general, the second type of piecewise linear approximation gives more accurate solutions than the first type. In addition, the second method does not appear to give "extraneous" solutions.

An advantage of the Moment method discussed here is that it appears to give smaller errors and more rapid convergence than other methods when the same expansion functions are used. The basic reason for this is that we are approximating the voltage function and its derivative with the same order of accuracy, whereas with iat
other methods the differention of the voltage function increases the errors. This aspect is discussed in more detail in the next Chapter.

Chapter 5<br>CONPARISON OF RAYLEIGH-RITZ AND MOMENT METHOD<br>SOLUTIONS OF RIGMNALUE PROBLHMS

### 5.1 Introduction

In Chapter 3, the Rayleigh-Ritz method for obtaining eigenvalues of the second-order differential equation (2.4) was presented. The eigenvalues are the stationary values of the functional (3.1). In practice the stationary values of the functional (3:1) can only be found approximately, and if the expansion functions satisfy the "prescribed" boundary conditions $\mathrm{v}(\mathrm{x})=0$ at $\mathrm{x}=0$ and/or $\mathrm{x}=\mathrm{d}$, the approximate eigenvalues are greater than the exact eigenvalues.

In Chapter 4, the Moment method for obtaining eigenvalues of the first-order differential equations (4.1) was presented; these firstmorder equations are equivalent to the second-order equation (2.4). It has been suggested that this method provides a lower bound to the eigenvalues (14), p 142. However, from the results presented in Chapter 4, it is clear that this is not necessarily so. It appears that for certain types of expansion functions, the approximate solutions are lower bounds.

We now propose to investigate in more detail the relationship between the two methods mentioned above, in an attempt to determine why the Moment method sometimes gives lower bounds. In addition, it will be shown that the two methods give identical results for some types of expansion functions.

### 5.2 Variational Interpretation of the Moment Method

From (14), Chapter 7, it is obvious that the voltage and current functions $V(x)$ and $I(x)$ obtained from the Moment method satisfy

$$
\begin{align*}
& \int_{0}^{d} V \frac{d I}{d x} d x=-s \int_{0}^{d} c(x) V^{2} d x  \tag{5.1a}\\
& \int_{0}^{d} I \frac{d V}{d x} d x=-\int_{0}^{d} r(x) I^{2} d x \tag{5.1b}
\end{align*}
$$

when $V(x)$ and $I(x)$ satisfy the appropriate homogeneous boundary conditions.

By using integration by parts it is also obvious that

$$
\begin{equation*}
-\int_{0}^{d} V \frac{d I}{d x} d x=\int_{0}^{d} I \frac{d V}{d x} d x \tag{5.2}
\end{equation*}
$$

is satisfied under these boundary conditions, and from (5.1a), (5.2) we see that the eigenvalues and eigenvectors satisfy

$$
-s=\frac{\int_{0}^{d} V \frac{d I}{d x} d x}{\int_{0}^{d} c(x) V^{2} d x}=\frac{-\int_{0}^{d} I \frac{d V}{d x} d x}{\int_{0}^{d} c(x) V^{2} d x}
$$

In order to compare this result with the Rayleigh Quotient used in Chapter 3, we will need to use the inequality (38), p. 16

$$
\begin{equation*}
\left[-\int_{0}^{d} I \frac{d V}{d x} d x\right]^{2} \leq\left[\int_{0}^{d} r(x) I^{2} d x\right]\left[\int_{0}^{d} \frac{1}{r(x)}\left|\frac{d V}{d x}\right|^{2} d x\right] \tag{5.4}
\end{equation*}
$$

From ( 5.1 b ) we see that this is equivalent to

$$
\begin{equation*}
-\int_{0}^{d} I \frac{d V}{d x} d x \leq \int_{0}^{d} \frac{1}{r(x)}\left|\frac{d V}{d x}\right|^{2} d x \tag{5.5}
\end{equation*}
$$

Thus from (5.3) and (5.5) it is seen that the eigenvalues and eigenvectors satisfy

$$
\begin{equation*}
-s \leq \frac{\int_{0}^{d} \frac{1}{r(x)}\left|\frac{d v}{d x}\right|^{2} d x}{\int_{0}^{d} c(x) v^{2} d x} \tag{5.6}
\end{equation*}
$$

The expression on the right side of (5.6) becomes identical to the Rayleigh Quotient (3.1) if we substitute

$$
\begin{align*}
& r(x)=r(0) / w(x)  \tag{5.7a}\\
& c(x)=c(0) \cdot w(x) \tag{5.7b}
\end{align*}
$$

into (5.6), and then multiply by $r(0) . c(0)$.
From (5.3) and (5.6) we can immediately deduce the following. If $V(x)$ is any continuous function satisfying the boundary conditions of the eigenvalue problem, and $I(x)$ is chosen to satisfy (5.1b), then (5.3) may be used to approximate the smallest eigenvalue $\lambda_{1}=-5_{1}$. The approximate solution given by the right hand side of (5.6) will always be greater than or equal to that given by (5.3). Since the Rayleigh Quotient is an upper bound on $\lambda_{1}$, it follows that (5.3) gives either a more accurate upper bound than (5.6), or else it is a lower bound. Clearly
if $I(x)$ is chosen to satisfy

$$
\begin{equation*}
I(x)=-\frac{1}{r(x)} \frac{d V}{d x} \tag{5.8}
\end{equation*}
$$

then (5.5) becomes an equality, and the expressions on the right of (5.3) and (5.6) are identical. Noto that if (5.8) is satisfied then (5.1b) is also true, but the converse does not necessarily apply, i.e. (5.1b) is a necessary condition for (5.8) to be satisfied, but it is not sufficient.

In general, the approximate eigenfunctions and eigenvalues obtained by the methods of Chapters 3 and 4 will be different even though the voltage function $V(x)$ is approximated with the same expansion functions. Therefore, it is not possible to state on the basis of the relations (5.3), (5.5) that the Moment method will always give eigenvalues which are less than those obtained by the Rayleigh-Ritz method. In practice, it usually happens that this is so, provided that (5.8) is not satisfied.

When piocewise linear approximations are used for both $V(x)$ and $I(x)$, it is generally impossible to satisfy (5.8), and the approximate eigenvalues are likely to be lower bounds as found in Chapter 4. However this will depend on the type of approximation used for $I(x)$. When the modified triangle functions in Chapter 4 were used to approximate $I(x)$ the eigenvalues were generally upper bounds. Intuitively the reason for the improved accuracy found with these modified triangle functions is that the errors in (5.8) are reduced, but are not zero. Since the eigenvalues obtained when (5.8) is satisfied are upper bounds, and the method which uses identical triangle functions for both
$V(x)$ and $I(x)$ appears to give lower bounds, we would therefore expect the solutions obtained with the modified triangle functions to lie somewhere between these upper and lower bounds, and would therefore be more accurate. These expectations are supported by the numerical results obtained in Chapter 4.

When polynomials are used to approximate both $V(x)$ and $I(x),(5.8)$ is exactly or almost exactly satisfied, and the Moment method and Rayleigh-Ritz solutions are equal or almost equal. For example, if $r(x)$ and $c(x)$ are independent of $x$, i.e. a uniform RC line, the two methods give identical eigenvalues.

### 5.3 Conclusion

We have considered the relationship between the solutions obtained by the Rayleigh-Ritz method and Moment method. From the inequality (5.5) we generally expect the Moment method to give smaller eigenvalues which are either lower bounds, or are more accurate than those obtained by the Rayleigh-Ritz method.

## Chapter 6

## ALTER NATIVE METHODS FOR diLALYZIING NON UNIFORM RO

 DISTRIBUTED NETNORKS
### 6.1 Introduction

In previous Chapters we have considered in some detail the Moment method and the Rayleigh-Ritz method for obtaining poles and zeros of the admittance parameters for non-uniform RC lines. In this Chapter we will briefly consider some altornative methods.

As discussed previously in Chapter 2, and in (1), Chapter 2, the admittance matrix elements can be expressed as ratios of the basic set solutions, and the zeros of these basic set solutions are either poles or zeros of the admittance matrix elements. The basic set solutions may be expanded as infinite power series in the complex frequency variable $s$, or as infinite product expansions.

Once the coefficients of the power series expansion have been determined, the zoros may be found approximately by truncating the series to a finite number of terms, and then using a polynomial root extraction program on a computer. Some numerical techniques for obtaining the coefficients in the power series expansion are given in (1), Chaptor 2, Section 5, and will not be considered further here.

In the following we will consider only direct methods for estimating the poles and zeros; with these methods it is not nacessary to compute the coefficients in the power series expansions.

Several of the methods to be discussed give both upper and lower bounds on the exact solutions, which is a desirable foature.

### 6.2 Numerical Methods

Dne of the simplest methods which can bo used to obtain approximate solutions of the differential equation (2.4) is the finite-difference method, which is also known as Lagrange's method, (1) pp 52-59, (3) pp 299-319. In this method a number of points are chosen on the line, and the potential at each point is expanded in the form of a truncated Taylor series. The derivatives of the potential function at each mesh point can then be estimated from the values of the potential function at the mesh points. Whon these approximations are substituted into the differential equation a matrix eigenvalue problem is obtained, and this may be solved for the eigenvalues and the unknown potential values at the mesh points. This method is equivalent to dividing the line into a number of incremental lengths which are then modelled in the form of a T-network, (1) p 54. The accuracy of the results is improved by increasing the number of mesh points, and extranolation procedures can also be used to improve the accuracy and to estimate the errors in the solutions.

Another method which was devaloped by Schwarz is based on the Rayleigh Principle (1) p 60, This is an iterative procedure by which more accurate solutions are generated from an initial approximation. fit each step of the . iteration both upper and lower bounds on the desired eigenvalus are obtained, so that the iteration can be stopped when the derired accuracy is achieved.

One possible disadvantage of this method is that it does not appear to be easy to program on a computer for arbitrary taper functions,

Another method for obtaining upper and lower bounds on the eigenvalues is based on the Enclosure theorem which is due to

Gollatz (1), p 64. However, this method also suffers from the problem that it is not easy to program for arbitrary tapers; in general it would be necessary to prepare a separate computer program for each type of taper.

In addition to the above methods, there are a number of numerical techniques which exploit the capability of computers to solve initial value problems. The possibility of using these techniques to solve eigenvalue problems was first presented by Fox (73), and subsequently several variations wore presented (74). The use of these methods avoids some of the difficulties associatod with the methods previously discussed. For example, with the Rayleigh_Ritz and Moment Methods it is necessary to solve a high degree determinantal equation in order to obtain the higher order eigenvalues, and to reduce the error for the low order eigenvalues. The solution of this equation may then entail such an accumulation of roundmoff errors that accurate eigenvalues cennot be obtained.

### 6.3 Conclusion

In addition to the methods discussed in this Chapter there are many others.

In (87) it is shown that both upper and lower bounds on the eigenvalues can be obtained from the Rayleigh-Ritz solution with piecewise linear approximations to the eigenfunctions.

In (88) a method which involves a change of dependent variables is used. This transforms the boundary value problem to an initial value problem, and the eigenvalues are obtained by Neuton's method.

Finally, in ( 89 ), the non-uniform transmission line is replaced by a cascade of uniform lines. This method is claimed
to give much better accuracy at high frequencies.
Clearly there are many methods which may be used to solve non-uniform transmission line problems. Since the various methods all have some associated problems, the method chosen will be determined by personal preference in most cases.

TWO DIMENSIONAL ANALYSIS

## Chapter 7

## BOUNDRY HFWCTS IN DISTZIBUTED RC STRUCTURES

### 7.1 Introduction

Up to this point, we have been concerned with the network properties of distributed RC circuits with one-dimensional variation in per-unit.-length series impedance and shunt conductance. We have placed particular emphasis on the analysis of distributed RC networks since these structures have applications in microelectronics.

In practice it is advantageous to use tapered RC networks instead of uniform RC networks in certain applications. In particular, sharper rates of cut-off are achioved for low pass filters, and better selectivity is obtained with notch networks (5), (17).

So far', we have not considered in detail the physical raalization of tapered distributed RC networks. If we consider the class of tapered distributed RC networks which support only onedimensional current flow, we find that electrical taper and geometrical shape are generally different. Furthermore, one dimensional current flow is only possible if the physical boundaries of the distributed circuit match the co-ordinate lines of one of four orthogonal coordinate systems (1), Chapter 7. These are the cartesian, polar, parabolic, and elliptic co-ordinate systems. The cartesian and pclar comordinate geometries represent the uniform RC line and linearly tapered RC lines respectively. The parabolic and elliptic co-ordinate geometries represent more complicated electrical taper functions which approximate the
square-root and linear electrical tapers respectively for small taper ratios (1), Chapter 7.

Various other procedures can be used to determine the geometric shape of a distributed RC network which approximates a given electrical taper. One such method uses a conformal transformation of the cartesien co-ordinate system, and an alternative graphical construction procedure is based on the use of curvilinear squares ( 1 ), Chapter 7. Both of these methods yield geometric shapes which only approximate one-dimensional current flow, and are most accurate for small taper ratios.

In this Chapter we will briefly consider some methods for two-dimensional analysis of distributed RC networks. Firstly, we will consider the problem of obtaining the zero frequency admittance matrix parameters for a multi-terminal network. Then we will present solutions which may be used to evaluate admittance matrix parameters at any desired frequency. Thase solutions are in the form of a partial fraction expansion which is obtained by expanding the unknown potential functions in terms of solutions of Laplace's equation and a set of eigenvalues and eigenfunctions which satisfy the Helmholtz equation in two dimensions.

In Chapters 8 and 9 we will consider in more detail variational methods for obtaining approximate values of the admittance matrix parameters and the poles and zeros, and in Chapter 10 we consider a method which is based on the solution of an integral equation.

### 7.2 Two-Dimensional Analysis of Distributed RC Lines <br> As discussed anove, there is a very limited range of

 geometrical shapes for distributed RC networks which can be analysed axactly by assuming one-dimensional current flow. In addition, experimental results given in the literature inclicate that the assumption of a onemdimensional model for the distributed RC network may result in considerable errors. F'or example, experimental studies have shown that the frequency of the notch produced by a circuit containing an exponentially tapered RC network may be in error by 10 per cent or more when compared with the theoretical predictions (17), (18). In view of the inadequacies of the one-dimensional model for many types of tapered distributed RC lines and also with the objective of investigating wherher it is possible to obtain better electrical performance from distributed networks which do not support one-dimensional current flow, we now wish to consider methods for two-dimensional analysis of distributed RC networks.The first requirement to be considered when attempting a two-dimensional analysis of a distributed $R C$ network is thet the potential, $\varnothing$ between the resistive layer and the ground plane must satisfiy the Helmholtz equation, (1) Chapter 7

$$
\begin{equation*}
\nabla^{2} \phi=\operatorname{sRC} \phi \tag{7.1}
\end{equation*}
$$

where
$R$ is the resistance per square of the resistive layer
$C$ is the capacitance per unit area coupling the
resistive layer to the ground plane
$s$ is the complex frequency variable
and


In addition, the potential in the resistive layer must satisfy certain boundary conditions. The boundary of the resistive region is made up of metal contacts and insulating segments. On each of the metal contacts, the boundary condition is that the potential be constant. On each of the insulating parts of the boundary, the boundary condition is that no current flows out of the resistive region. This is equivalent to the condition,

$$
\begin{equation*}
\widehat{n} \cdot \nabla \phi=0 \tag{7.2}
\end{equation*}
$$

on insulating parts of the boundary; $\hat{n}$ is the unit- lergth outward-pointing normal to the boundary.

Having found the potential function $\varnothing$ satisfying (7.1), and the boundary conditions of any particular problem, we are then able to compute any desired set of network parameters. A convenient set of network parameters for many applications is the admittance matrix which relates the potential between the metal contacts and ground to the current entering the metal contacts. If there are $N$ metal contacts on the boundary of the resistive layer, the relation between the $\mathbb{N}$ voltages and currents may be written in matrix form as,

$$
\begin{equation*}
I]=[Y] V] \tag{7.3}
\end{equation*}
$$

where
I] and V] are column vectors of length $N$,
$[Y]$ is the $N X N$ admittance matrix
$I_{j}$ is the current entering the $j t h$ metal contact
$V_{j}$ is the potential between the jth metal contact and ground.

If the potential, $\varnothing$, within the resistive layer, or the normal derivative of $\varnothing$ on each metal contact is known when the jth metal contact is at a potential of 1 volt and all other metal contacts are at zero potential, the elements in the jth column of the admittance matrix may be computed using the relation

$$
\begin{equation*}
y_{i j}=\frac{1}{R} \int_{C_{i}} \frac{\partial \emptyset}{\partial n} d l \tag{7.4}
\end{equation*}
$$

where
$C_{i}$ is the boundary segment containing the ith metal contact
dl is the elemental distance along the boundary.
By choosing $j=1,2--N$, and computing the $y_{i j}$ for each $j$, the complete admittance matrix in (7.3) is obtained.

### 7.3 Distributed Resistance Calculations

Before considering in detail methods for solution of (7.1) we wish to discuss the solution of a simpler problem. If the complex frequency variable $s$ in (7.1) is set to zero, the Helmholtz equation reduces to Laplace's equation,

$$
\begin{equation*}
\nabla^{2} \phi=0 \tag{7.5}
\end{equation*}
$$

Analytical solutions for the resistance between two terminals placed arbitrarily on the perimeter of resistive films having a restricted set of geometries have been obtained by various techriques. The usual method for solving such problems involves the determination of some conformal transformation which maps the given geometry into a rectangle such that the conducting terminals
become two opposite edges of the rectangle. The resistance between these two terminals can then be easily determined. An example of this approach is the work of Moulton (19), and Wyndrum (20) which provides the resistance between two terminals placed arbitrarily on the perimeter of a rectangular structure.

The Schwartz-Christoffel transformation was also used by Anderson (21) to calculate the capacitance per unit length between coaxial cylinders of rectangular cross-section. This is analogous to the problem of calculating the resistance between a pair of terminals placed on opposite edges of an "L" shaped resistive film; having solved this problem, one can then easily solve the dual problem of a distributed resistor consisting of a right-angle bend. Numerous other examples of analytical solutions for two terminal distributed resistance networks may be found in the literature. A comprehensive list of these results is given in the work of Hall (22).

Computer implementation of resistance calculations using the known analytical solution techniques is feasible. However, any such computer program of reasonable sophistication can only handle resistors of a restricted set of predetermined geometries, and not resistors of general shape. Furthermore, it cannot handle multi-terminal distributed resistive networks, with the exception of three-terminal resistive networks with a plane of symmetry as considered in (20).

Because of the limitations of analytical solution techniques, greater emphasis has been placed on numerical tochniques for analysing multi-terminal distributed resistance networks in recent years. Although the results obtained by these numerical techniques
are not exact in general, there is much greater flexibility in the types of networks which can be analysed. In addition, some numerical techniques provide two approximate solutions which are upper and lower bounds on the exact solution, and this allows the user to decide whether the approximate solutions are sufficiently accurate.

We now wish to discuss some of the numerical techniques which are applicable to multi-terminal distributed resistance networks of arbitrary geometries.

### 7.3.1 Finite Difference Method

The finite difference technique is perhaps the most popular numerical method for solution of Laplace's equation. In this method the partial differential equation is approximated by a system of linear algebraic equations. This is done by superimposing a regular grid over the region of intercst, and assigning an unknown potential to each intersection of the grid. Approximations to $\partial^{2} \phi / \partial x^{2}$ and $\partial^{2} \phi / / y^{2}$ at each grid point are obtained in terms of difforences between the potentials at adjacent grid points (24). At grid points on or near the boundary, the difference equations must be modified to account for the boundary conditions. Various techniques have been developed for satisfying boundary conditions when the boundaries do not coincide with the grid points. In practice, however, this is one of the major drawbacks of the method, and it is no mean feat to program the logic for boundaries of arbitrary shape (24).

In this method an initial guess at the potential is made with a fairly coarse mesh. An iterative procedure is then used
to reduce the error in each finite difference equation to a sufficiently small value; iterative mothods are generally more practical than direct methods for solving the simultaneous equations since the coefficient matrix is very sparse, with only five nonmero elements per row in most cases. Once the potential values have been computed, the normal derivatives along the terminals of the distributed resistance network can be found using finite difference approximations, and then (7.4) is used to obtain the admittane matrix elements. A further limitation of this methoi is that for a multi--terminal structure one would have to repeat the whole iteration scheme each time a cifferent potential configuration is specified.

In spite of the difficulties associated with this method, it does permit solutions of any desired accuracy (limited only by round-aff errors in the calculations) by using successively smaller mesh intervals. An excellent review of this method is given by Green (23), and various aspects are described in (24) and (25). A comparison of this method with one other method (to be discussed later) is also given in (26).

### 7.3.2 Integral Equation Method

In addition to the finite difference method, another method which reformulates the partial differential equation (7.5) as an integral equation has been used by various authors to obtain numerical solutions of Laplace's equation in two dimensions. The integral equation method is based on the fact that the potential at a point on or inside the boundary of the region depencls on the weighted integrals of the charge density (for ITM field problems),
and the potential on the entire boundary. This relationship is expressed mathematically by

$$
\begin{equation*}
\sigma\left(x, y^{\prime}\right) \cdot \phi\left(x, y^{\prime}\right)=\int_{\Gamma}\left[G_{0}(r) \cdot \psi(x, y)-G_{1}(r) \cdot \phi(x, y)\right] d s \tag{7.6}
\end{equation*}
$$

where

$$
\begin{aligned}
& \sigma\left(x^{\prime}, y^{\prime}\right) \text { is a constant depencing on the position of the } \\
& \text { point }\left(x^{\prime}, y^{\prime}\right) \\
& \psi(x, y) \quad \text { is the normal derivative of the potential function } \\
& \phi(x, y) \text { on the boundary } \\
& x \quad
\end{aligned} \begin{aligned}
& \text { is the distance between the points }\left(x^{\prime}, y^{\prime}\right) \text { and } \\
& (x, y)
\end{aligned}
$$

and the integral on the right is evaluated over $\Gamma$ the boundary of the resistive region.

The weighting function $G_{0}(r)$ is a Green's function for two-dimensional space, and the weighting function $G_{1}(r)$ is the normal derivative of $G_{0}(r)$.

The relation (7.6) is derived from (7.5) by using Green's boundary value formula in (27), (28), (29).

The Grean's function $G_{0}(r)$ satisfies Laplace's equation inside the boundary, except at $x=x^{\prime}, y=y^{\prime}$. At this point $G_{0}(r)$ has a singularity, and behaves as $k \log r$ as $r \rightarrow 0$. The simplest example of a function which satisfies these conditions is the free-space Green's function

$$
\begin{equation*}
G_{0}(r)=-\log T=-\log \sqrt{\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}} \tag{7.7}
\end{equation*}
$$

By choosing a Green's function which satisfies certain boundary conditions it is possible to obtain an explicit solution for the potential in terms of the specified boundary conditions of the problem. This subject is treated in some detail in (4), pp 243-259. However this approach has several disadvantages. If the natural log function is not used for the Green's function, a suitable one must be found for each problem. Often this can be as difficult as the original problem itself. In addition, this Green's function will usually be expressed as an infinite series, and therefore techniques must be found for efficiently computing it and its derivative. Some exarnples using a Green's function which satisfies homogeneous boundary conditions on a rectangular boundary are given in (30).

Approximate solutions satisfying the integral equation (7.6) can be obtained as described in (29) - (31). This problem will also be considered in detail in Chapter 10.
7.3.3 Integral Equation Method Based on Cauchy's Integral Equation We now consider an alternative method of reformulating the partial differential equation (7.5) as an integral equation (32). From the theory of complex variables it is well known that if a function $\psi(z)$ is defined on the boundary $C$ of a region $R$, and is analytic in $R$ and on $C$, then at point $Z^{\prime}$ in the region $R$, the function is given by Cauchy's integral formula,

$$
\begin{equation*}
\psi\left(z^{\prime}\right)=\frac{1}{2 \pi^{i}} \oint_{C} \frac{\psi(z)}{z-z^{\prime}} d z \tag{7.8}
\end{equation*}
$$

Now it is also known that the real and imaginary parts of a complex function (subject to restrictions given above), both satisfy Laplace's equation in the region $R$. We may therefore consider thr real and imaginary parts of the complex function $\psi(z)$ to be the potential function $V(x, y)$ and the stream function $U(x, y)$ (integral of the current density), respectively.

For the type of physical problems under consideration, part of the boundary consists of metallized segments, and the rest of insulated segments. On each metallized segment, the real part $V$ of $\psi$ is constant and given, whereas on each insulated segment the imaginary part $U$ of $\psi$ is constant and unknown. Additional unknowns are the function $U(z)$ on metallized segments, and the function $V(z)$ on insulated segments.

For purposes of numerical computations it is necessary to approximate the integral equation (7.9) by a set of simultaneous equations which may be solved for the unknown potential and stream functions on the boundary. One such method is described in detail in (32).

### 7.3.4 Variationsl Method

In addition to the methods previously discussed for solving Laplace's equation, there is another method commonly known as the Variational Method. This method is based on the following principle:

The functional $F(\phi)$ given by

$$
\begin{equation*}
F(\phi)=\iint_{\mathbb{R}}|\nabla \phi|^{2} d a-2 \int_{C_{1}}(\phi-g) \frac{\partial \phi}{\partial n} d s \tag{7.9}
\end{equation*}
$$

has for its stationary conditions (Buler equation) (7.5) and the natural boundary conditions

$$
\begin{equation*}
\phi=g(s) \text { on } C_{1} \text { and } \frac{\partial \phi}{\partial n}=0 \text { on } C_{2} \tag{7.10}
\end{equation*}
$$

where
$C=C_{1} U C_{2}$ is the boundary of a region $R$.
The set of admissible trial functions for $F(\phi)$ is the class of continuous scalar functions $\varnothing$ with bounded, piecewise continuous, first derivatives such that $\iint_{R}|\nabla \phi|^{2}$ da exists.

The proof of the statement that $F(\phi)$ given by (7.10) is stationary when (7.5) and (7.11) are satisfjed is quite straightforward as shown in (33).

Methods for solving the stationary problem will be discussed in more detail in Chapter 8. In addition, it will be shown that if $g(s)$ is suitably chosen, then $F(\phi)$ given by (7.10) is proportional to the zero frequency value of an admittance matrix element $y_{i j}$. Furthermore, it is shown in Chapter 8, that other functionals can be constructed such that the stationary value is proportional to an off-diagonal element $\mathrm{y}_{\mathrm{jk}}$ •
7.3.5 Reduction to First-Order Partial Differential Equations An interesting variant to the above methods is proposed by Harrington (14), pp 162-166. Equation (7.5) can be reduced to the following system of coupled first-order differential equations:

$$
\begin{align*}
& -\nabla \varnothing=R \tilde{J}  \tag{7.11a}\\
& -\nabla \cdot \tilde{J}=0 \tag{7.11b}
\end{align*}
$$

$\varnothing$ is the potential in the resistive layer
$R$ is the sheet resistance in ohms/square
$\tilde{J}$ is the current density vector in the resistive layer.
(amperes per unit width).
In cartesian co-ordinates, the system of equations (7.11) becomos

$$
\begin{array}{r}
-\frac{\partial \phi}{\partial x}=R J_{x} \\
-\frac{\partial \phi}{\partial y}=R J_{y}  \tag{7.12b}\\
\frac{\partial J_{x}}{\partial x}+\frac{\partial J_{y}}{\partial y}=0
\end{array}
$$

Although the method of solution described in (14) pp 162-166, is concerned with eigenvalue problems, it can be easily adapted to obtain approximate solutions of Laplace's equation. Alternatively, as shown in Chapter 9, approximate solutions of the first-order system (7.12) may be obtained by the variational method. It is shown there that it is possible to construct functionals whose stationary conditions are (7.12), subject to certain boundary conditions, and the stationary value of the functional is proportional to an admittance matrix element $y_{k j}$ 。

### 7.4 Frequency Domain Analysisof Distributed RC Lines

In this section we will consider techniques for frequency domain analysis of distributed RC networks. As in the onedimensional case, we will concentrate primarily on the problem of obtaining poles and zeros of the admittance matrix parameters. The pole-zero approach provides a direct connection between lumped and distributed-parameter systems, and also simplifies the calculation of the various network transfer functions at any desired frequency.

As discussed in Section 7.1, the admittance matrix parameters may be obtained by calculating the current entering each metal contact when the potential $V$ between the jth metal contact and ground is prescribed for $j=1,2-N$. For example, if $V_{j}$ is unity and $V_{k}=0$, for $k \neq j$ then the current entering the ith metal contact is $\mathrm{Y}_{\mathrm{kj}}$ where $[\mathrm{Y}]$ is the NXN admittance matrix.

The potential $\emptyset$ in the resistive layer satisfies the Helmholtz equation (7.1), which we will write in the form

$$
\begin{equation*}
\nabla^{2} \phi+\lambda \phi=0 \tag{7.13}
\end{equation*}
$$

subject to the boundary conditions

$$
\begin{align*}
\hat{\mathrm{n} . \nabla \phi}= & =0 \quad \text { on insulating boundary segments } \\
\varnothing=V_{j} & \text { on } C_{j}, \text { where } V_{j} \text { is the }  \tag{7.14}\\
& \text { potential on the } j \text { th metal contact }
\end{align*}
$$

and

$$
\begin{aligned}
& \phi=0 \quad \text { on all other metal contacts } \\
& \lambda=-\mathrm{sRC}
\end{aligned}
$$

where
$s$ is the complex frequency variable, and $R$ and $C$ are as previously defined.

In the following, the surface of the resistive region will be denoted by $R$, and the boundary of the resistive region by $C$.

The boundary value problem with the homogeneous differontial equation (7.13) and non-homogeneous boundary conditions (7.14) is essentially equivalent to a problem with a nonhomogeneous differential equation with homogeneous boundary conditions as disoussed in (4) Chapter 5.

If there exists a twice differentiable function $F_{j}$ which satisfies the same boundary conditions as $\varnothing$,

$$
\begin{align*}
\hat{n} \cdot \nabla F_{j} & =0 & & \text { on insulating boundaries } \\
F_{j} & =V_{j} & & \text { on the } j \text { th metal contact }  \tag{7.15}\\
\text { and } \quad F_{j} & =0 & & \text { on all other metal contacts }
\end{align*}
$$

Then we let

$$
\begin{equation*}
\psi=\npreceq F_{j} \tag{7.16}
\end{equation*}
$$

We then have

$$
\begin{align*}
n_{0} \nabla \psi & =0 & & \text { on insulating boundaries }  \tag{7.17}\\
\psi & =0 & & \text { on the metal contacts }
\end{align*}
$$

From (7.16) we obtain

$$
\begin{equation*}
\nabla^{2} \psi+\lambda \psi=\nabla^{2} \phi+\lambda \varnothing-\nabla^{2} F_{j}-\lambda F_{j} \tag{7.18}
\end{equation*}
$$

If we define

$$
\begin{equation*}
\nabla^{2} F_{j}+\lambda_{F_{j}}=f_{j} \tag{7.19}
\end{equation*}
$$

then from (7.13), (7.18), (7.19) we obtain

$$
\begin{equation*}
\nabla^{2} \psi+\lambda \psi=-f_{j} \tag{7.20}
\end{equation*}
$$

Thus $\psi$ satisfies a nonhomogeneous differential equation (7.20) and homogeneous boundary conditions (7.17).

The non-homogeneous problem may be solved in terms of the eigenfunction of the homogeneous problem, (4), p 223.

$$
\begin{equation*}
\nabla^{2} \psi_{i}+\lambda_{i} \psi_{i}=0 \tag{7.21}
\end{equation*}
$$

The eigenvalues $\lambda_{i}$ may be shown to be positive and real, and the eigenfunction $\psi_{i}$ are also real.

The coefficients in a "best" approximation to $\psi$ by a linear combination $c_{i} \psi_{i}$ in the least-mean-square sense are,

$$
\begin{equation*}
c_{i}=\iint_{R} \psi \cdot \psi_{i} \mathrm{da} \tag{7.23}
\end{equation*}
$$

The $\psi_{i}$ are orthogonal, and are assumed to be normalized so that

$$
\begin{equation*}
\iint_{R} \psi_{i} \cdot \psi_{j} d a=\delta_{i j} \tag{7.24}
\end{equation*}
$$

The $c_{i}$ are obtained from the coefficients,

$$
\begin{equation*}
\gamma_{i}=\iint_{R} f_{j} \cdot \psi_{i} d a \tag{7.25}
\end{equation*}
$$

As shown in (4), p. 223 we obtain

$$
\begin{equation*}
c_{i}=\gamma_{i} /\left(\lambda_{i}-\lambda\right) \tag{7.26}
\end{equation*}
$$

The approximate solution of our original problem is then given by

$$
\begin{equation*}
\phi(x, y)=F_{j}(x, y)+\sum_{i} \frac{\gamma_{i} \psi_{i}(x, y)}{\left(\lambda_{i}-\lambda\right)} \tag{7.27}
\end{equation*}
$$

By using an argument similar to that in (4) pp 158-161, it may be shown that the eigenfunctions $\psi_{i}$ form a complete set with respect to continuous functions $\psi(x, y)$ which satisfy homogeneous boundary conditions of the form (7.17), and which have piecewise continuous first derivatives. In addition to proving that the eigenfunction expansion converges in the mean, it is also possible to establish uniform convergence at any point in R or on C .

Once the potential function has been found in the form (7.27), the admittance matrix element $\mathrm{y}_{\mathrm{ij}}$ can then be computed by using (7.4).

$$
\begin{equation*}
y_{i j}=\frac{1}{R} \oint_{C_{i}} \frac{\partial F_{i}}{\partial n} d l+\sum_{l} \frac{\gamma_{1}}{\left(\lambda_{1}-\lambda\right)} \oint_{C_{i}} \frac{\partial \psi_{1}}{\partial n} d l \tag{7.28}
\end{equation*}
$$

This equation can be put into an alternative form which shows the symmetry of the admittance matrix. By using the Green's formula

$$
\begin{equation*}
\oint_{C} v \frac{\partial u}{\partial n} d l=\iint_{R} \nabla u \cdot \nabla v d a+\iint_{R} v \nabla^{2} u d a \tag{7.29}
\end{equation*}
$$

and by defining a function $F_{i}$ which satisfies the boundary conditions

$$
\begin{align*}
\hat{11} \cdot \nabla F_{i} & =0 & & \text { on insulating boundaries } \\
F_{i} & =V_{i} & & \text { on the ith metal contact }  \tag{7.30}\\
& =0 & & \text { on all other metal contacts }
\end{align*}
$$

We can put (7.28) into the form

$$
\begin{equation*}
y_{i j}=\frac{1}{R} \iint_{R} \nabla F_{i} \cdot \nabla F_{j} d a+\sum_{1} \frac{-\lambda \cdot \lambda_{1}\left[\iint_{R} F_{i} \psi_{1} d a\right]\left[\iint_{R} F_{j} \psi_{1} d a\right]}{\left(\lambda_{1}-\lambda\right)} \tag{7.31}
\end{equation*}
$$

where

$$
\begin{aligned}
& F_{i} \text { and } F_{j} \text { are assumed to satisfy Laplace's equation. } \\
& \text { Clearly it follows from (7.31) that }
\end{aligned}
$$

$$
y_{i j}=y_{j i}
$$


#### Abstract

as one would expect from consideration of reciprocity. In addition, we note that (7.31) has the form of a partial fraction expansion of the Foster canonical form for an RC driving point admittance. The complex frequency variable $s$ is related to $\lambda$ by (7.14). Since the eigenvalues $\lambda_{i}$ are positive and real, it follows that the poles are all negative and real. In addition, since the residues of the partial fraction expansion (7.31) are all positive for diagonal elements of the admittance matrix, the zeros of these elements must be on the negative real axis, and the poles and zeros alternate on the negative real axis. For an offdiagonal element of the admittance matrix the residues are not necessarily positive, and the zeros may be anywhere in the complex frequency plane.


### 7.5 Conclusion

In the preoeding sections some methods for obtaining approximate values of the admittance parameters for distributed resistance networks were presented. The numerioal results obtained by several of these methods will be presented in the following Chapters.

A method for obtaining the admittance parameters of distributed RC networks was also discussed. The solutions obtained by this method are in the form of a partial fraction expansion which is obtained from the eigenvalues and eigenfunctions corresponding to the poles of the admittance matrix. This method also requires the zero frequency admittance parameters of the network to be computed.

In the following Chapters we will concentrate primarily on direct methods for obtaining the poles and zeros of the admittance parameters, i.e. methods which do not require calculation of the eigenfunctions.

The eigenfunction expansion method has been included here for completeness since it is the classical method given in textbooks for solving boundary value problems of this type.

The author is indebted to one of the Reviewers who suggested that some comment on the work of Weinstein should be included. A good source of information is the book by S.H. Gould, "Variational Methods for Eigenvalue Problems", University of Toronto Press, Second Edition 1966, which is devoted entirely to the Rayleigh-Ritz method for upper bounds, and the Weinstein method for obtaining lower bounds on the eigenvalues.

## Chapter 8

VARIATIONAL NBMHODS FOR OBTAINING ADM.TTTANCE
MATRIX PARAMETERS OF DISTRIBUUED RC NETWORKS

### 8.1 Introduction

In this Chapter we will consider variational methods for obtaining the poles and zeros of the admittance parameters, and/or the value of any desired admittance parameter at a given frequency • The required solutions are proportional to the stationary values of a suitably chosen functional. These stationary values are found (approximately in general), by using the Rayleigh-iitz method.

Silvester, (62), has considered an analogous problem to that of analyzing distributed RC networks. The problem considered by Silvester is analysis of planar microwave networks, but the technique is directly applicable to distributed RC networks, since the transformation from one type of network to the other is equivalent to the lc - rc transformation for lumped networks. The solution for the admittance matrix in (62) is in the form of a partial fraction expansion involving potential functions satisfying Laplace's equation and a set of eigenvalues and eigenfunctions satisfying the Helmholtz equation in the two dimensional region. In practice the infinite partial fraction expansion must be truncated to a finite number of terms, so that each admittance matrix term may be expressed as a rational function in the complex frequency variable. If desired, the zeros may be obtained by computing the roots of the numerator
polynomial; the poles are proportional to the eigenvalues.
A possible disadvantage of the above method is that the time required to compute the eigenvectors of a matrix is much greater than that required to compute the eigenvaluas. In addition, on a finite precision computer, the accuracy of the eigenvalues is generally better than that of the corresponding eigenvectors, which means that the zeros of the rational function may be subject to rounding errors.

In the following sections we will consider direct methods for computing the poles and zeros of the admittance matrix; it is not necassary to compute any eigenvectors with thesc mothods. Although variational methods have been used previously to obtain the poles of the admittance matrix, (62), these methods do not appear to have been used to obtain the zeros.

In addition, the use of variational methods for obtaining numerical values of the admittance parameters at a given frequency does not appear to have been considered previously.

After presenting the theoretical basis of these techniques, methods for obtaining numerical solutions will be discussed, and some numerical results are presented.

### 8.2 Variational Expressions for the Admittance Matrix Elements and the Poles and Zeros

We assert that the functionals

$$
\begin{equation*}
F_{1}(u, v)=\frac{\iint_{R} \nabla u \cdot \nabla v d a}{\iint_{R} u \cdot v d a} \tag{8.1}
\end{equation*}
$$

$$
\begin{equation*}
F_{2}(u, v)=\iint_{R} \nabla u \cdot \nabla v d a-\lambda \iint_{R} u \cdot v \text { da } \tag{8.2}
\end{equation*}
$$

are variational expressions whose stationary values are proportional to the poles or zeros, and the value of an admittance matrix element respectively, provided that the functions $u$ and $v$ are constrained to satisfy certain Dirichlet boundary conditions; the parameter $\lambda_{\text {in }}(8.2)$ is proportional to the complex frequency variable.

In addition, the functionals

$$
\begin{align*}
& \iint_{R} \nabla u \cdot \nabla v d a-\int_{C_{2}+C_{j}+C_{k}}\left[\left(u-g_{u}\right) \frac{\partial v}{\partial n}+\left(v-g_{v}\right) \frac{\partial u}{\partial n}\right] d l  \tag{8.3}\\
& F_{3}(u, v)=\frac{\iint_{R} u \cdot v d a}{F_{4}(u, v)=\iint_{R} \nabla u \cdot \nabla v d a-\oint\left[\left(u-g_{u}\right) \frac{\partial v}{\partial n}+\left(v-g_{v}\right) \frac{\partial u}{\partial n}\right] d l}  \tag{8.4}\\
& \int_{C_{2}+C_{j}+C_{k}} \quad-\lambda \int_{R} u \cdot v d a
\end{align*}
$$

are also variational expressions whose stationary values are proportional to the poles or zeros, and the value of an admittance matfix element, respectively; in this case $u$ and $v$ are not constrained to satisfy any boundary conditions, although appropriate values of $g_{u}$ and $g_{v}$ must be specified on the boundary segments $C_{2}+C_{j}+C_{k}$.

The area integrals in (8.1)-(8.4) are evaluated over the two-dimensional region $R$. The boundary of $R$ is denoted by $C$, which is divided into a number of sectors, $C_{1}, C_{2}, C_{j}$ and $C_{k}$,
such that

$$
\begin{equation*}
C=C_{1}+C_{2}+C_{j}+C_{k} \tag{8.5}
\end{equation*}
$$

The functionals presented above were derived from consideration of the differential equation and the boundary conditions which must be satisfied by the potential function $u(x, y)$ which is appropriate to the problem being considered. The potential function $v(x, y)$ satisfies the adjoint equation, and boundary conditions adjoint to those satisfied by $u(x, y)$, Appendix A, (42) p 148-149. By taking the scalar product of the adjoint field $v(x, y)$ and the differential equation satisfied by $u(x, y)$, and rearranging the resulting equation we obtain a functional which is either proportional to a pole or zero of an admittance matrix element, or is proportional to the value of an admittance matrix element at a given frequency. The functionals (8.3), (8.4) were obtained by using an "extended" differential operator which operates on functions $u(x, y)$ or $v(x, y)$ which need not satisfy any boundary conditions, but which is identical with the original operator when the boundary conditions are satisfied (14) p 161.

In Appendix B it is shown that If $u$ and $v$ are constrained to satisfy the boundary conditions

$$
\begin{align*}
& u=0 \quad \text { on } C_{2}+C_{k}  \tag{8,6}\\
& u=U_{j}=\text { constant on } C_{j}
\end{align*}
$$

$$
\begin{align*}
& v=0 \quad \text { on } C_{2}+C_{j}  \tag{8.7}\\
& v=V_{k}=\text { constant on } C_{k}
\end{align*}
$$

then the necessary conditions for $F_{1}(u, v)$ to be stationary are

$$
\begin{align*}
\nabla^{2} u_{i}+\lambda_{i} u_{i} & =0 \quad \text { in } R  \tag{8.8a}\\
\frac{\partial u_{i}}{\partial n_{n}} & =0 \quad \text { on } C_{1}  \tag{8.8b}\\
\int_{C_{k}} \frac{\partial u_{i}}{\partial n} d l & =0 \quad \text { if } V_{k} \neq 0 \tag{8.8c}
\end{align*}
$$

and

$$
\begin{gather*}
\nabla^{2} v_{i}+\lambda_{i} v_{i}=0 \quad \text { in } R  \tag{8.9a}\\
\frac{\partial v_{i}}{\partial n}=0 \quad \text { on } C_{1}  \tag{8.9b}\\
\int_{C_{j}} \frac{\partial v_{i}}{\partial n} d l=0 \quad \text { if } U_{j} \neq 0 \tag{8.9c}
\end{gather*}
$$

where

$$
\begin{equation*}
\lambda_{i}=F_{1}\left(u_{i}, v_{i}\right) \tag{8.10}
\end{equation*}
$$

Now the boundary of the distributed resistance
capacitance network consists of metal contacts and insulated
segments. On the insulated boundary segments which will be denoted by $C_{1}$, the potential function $u_{i}$ or $v_{i}$ satisfies ( 8.8 b ) or (8.9b) respectively. On each of the metal contacts the potential function is a constant. The boundary segments corresponding to metal contacts will be denoted by $\mathrm{C}_{2}+\mathrm{C}_{\mathrm{j}}+\mathrm{C}_{\mathrm{k}}$, where $C_{j}$ and $C_{k}$ are the $j$ th and $k$ th metal contacts respectively, and $C_{2}$ denotes all of the remaining metal contacts. In the special case where $\mathbf{j}=\mathbf{k}$ the boundary segments corresponding to metal contacts will be denoted by $C_{2}+C_{j}$ and in $(8.6),(8.7) C_{2}+C_{k}$ and $C_{2}+C_{j}$ are replaced by $C_{2}$.

The poles of the admittance matrix of the distributed RC network are the frequencies of the free modes which can exist in the two dimensional region with zero potential on each of the metal contacts, and zero normal derivative on each of the insulating boundary segmentis. Assuming that these modes are of the form

$$
\begin{equation*}
\phi_{i}(x, y) e^{s_{i} t} \tag{8.11}
\end{equation*}
$$

then we recall that the function $\phi_{i}(x, y)$ must satisfy the Helmholtz equation

$$
\begin{equation*}
\nabla^{2} \phi_{i}(x, y)=s_{i} R C \phi_{i}(x, y) \tag{8.12}
\end{equation*}
$$

where
$R$ is the resistance in ohms per square of the resistive layer, and $C$ is the capacitance per unit area between the resistive layer and the ground plane of the distributed RC network.

It therefore follows that the poles of the admittance matrix, $s_{i}$, are related to the eigenvalues, $\lambda_{i}$, of the eigenvalue problem given by (8.6) - (8.10) with $U_{j}=0$ and $V_{k}=0$, by

$$
\begin{equation*}
s_{i}=-\lambda_{i} / R C \tag{8.13}
\end{equation*}
$$

Note that $u_{i}$ and $v_{i}$ are identical for this problem, since they satisfy the same differential equation and boundary conditions i.e. we have a self-adjoint problem, Appendix A.

The zeros of the admittance matrix terra $y_{k j}$ may be obtained by noting that if the potential function $u(x, y)$ satisfies the boundary conditions (8.6) and (8.8b), and also satisfies the Helmholtz equation ( 8.8 a ), then

$$
\begin{equation*}
y_{k j}=\frac{1}{U_{j} R} \oint_{C_{k}} \frac{\partial_{u}}{\partial n} d l \tag{8.14}
\end{equation*}
$$

It therefore follows that the zeros of $\mathrm{y}_{\mathrm{kj}}$, $s_{i}$, are related to the eigenvalues $\lambda_{i}$, of the eigenvalue problem (8.6) - (8.10) by (8.13).

Similarly, it can be shown that since

$$
\begin{equation*}
y_{j k}=\frac{1}{V_{k}^{R}} \int_{c_{j}} \frac{\partial v}{\partial n} d l \tag{8.15}
\end{equation*}
$$

then the zeros of $y_{j k}$ are equal to those of $y_{k j}$. This is what we would expect from consideration of reciprocity.

By similar reasoning to Appendix $B$, we can also show that the necessary conditions for $F_{b}(u, v)$ to be stationary, with $u$ and $v$ constrained to satisfy (8.6), (8.7), are

$$
\begin{gather*}
\nabla^{2} u+\lambda_{u}=0 \quad \text { in } R  \tag{8.16a}\\
\frac{\partial_{u}}{\partial n}=0 \quad \text { on } C_{1} \tag{8.16b}
\end{gather*}
$$

and

$$
\begin{gather*}
\nabla^{2}+\lambda_{v}=0 \quad \text { in } R  \tag{8.17a}\\
\frac{\partial v}{\partial n}=0 \quad \text { on } C_{1} \tag{8.17b}
\end{gather*}
$$

In this case, $U_{j}$ and $V_{k}$ are fixed constants, so that in Appendix $B$ $\mu=0$ on $C_{k}$ and $\eta=0$ on $C_{j}$.

By using the Green's formula

$$
\begin{equation*}
\oint_{C} v \frac{\partial u}{\partial n} d l=\iint_{R} \nabla v \cdot \nabla u d a+\iint_{R} v \cdot \nabla^{2} u d a \tag{8.18}
\end{equation*}
$$

together with the boundary conditions (8.6) (8.7), (8.16b) and ( 8.17 b ), and (8.16a), (8.17a), it follows that

$$
\begin{equation*}
F_{2}^{0}(u, v)=V_{k} \oint_{C_{j}} \frac{\partial u}{\partial n} d l \tag{8.19a}
\end{equation*}
$$

$$
\begin{equation*}
=U_{j} \oint_{C_{k}} \frac{\partial v}{\partial n} d l \tag{8.19b}
\end{equation*}
$$

where $F_{2}^{0}(u, v)$ is the stationary value of $F_{2}(u, v)$ for a given value of $\lambda$.

It then follows from (8.14), (8.15) that

$$
\begin{equation*}
y_{j k}=y_{k j}=\frac{F_{2}^{0}(u, v)}{R V_{k}^{U}{ }_{j}} \tag{8.20}
\end{equation*}
$$

where $\lambda$ and the complex frequency variable $s$ are related by

$$
\begin{equation*}
s=-\lambda / R C \tag{8.21}
\end{equation*}
$$

Note the admittance matrix elements satisfy reciprocity as expected.

Next we consider the functionals $F_{3}(u, v)$ and $F_{4}(u, v)$.
In Appendix $C$ it is shown that if

$$
\begin{align*}
g_{u} & =0 \quad \text { on } C_{2}+C_{k}  \tag{8.22}\\
& =U_{j}=\text { constant on } C_{j} \\
g_{v} & =0 \quad \text { on } C_{2}+C_{j}  \tag{8.23}\\
& =V_{k}=\text { constant on } C_{k}
\end{align*}
$$

Then the necessary conditions for $F_{3}(u, v)$ are (8.6) (8.10). In the special case $j=k$ the boundary segments corresponding to metal contacts will be denoted by $C_{2}+C_{j}$, and in (8.22), $(8.23), C_{2}+C_{k}$ and $C_{2}+C_{j}$ are replaced by $C_{2}$.

We note that if functional $F_{1}(u, v)$ is used, then the functions $u$ and $v$ must be constrained to satisfy the "prescribed" boundary conditions (8.6), (8.7), and the remaining boundary conditions (8.8b), (8.8c), (8.9b), (8.9c) are "natural" conditions for the functional to be stationary i.e. it is not necessary to constrain $u$ and $v$ to satisfy the "natural" boundary conditions since these must be satisfied at a stationary point of the functional. For the functional $F_{3}(u, v)$ the natural boundary conditions are (8.6), (8.7), (8.8b) and (8.9b), and the prescribed boundary conditions are (8.8c), (8.9c).

By similar reasoning to that in Appendix C we can show that the necessary conditions for $F_{4}(u, v)$ to be stationary are (8.6), (8.7) and (8.16), (8.17). In addition, it is easily shown that the stationary value of $F_{L}(u, v)$ for a given $\lambda_{\text {is related to }}$ the admittance matrix terms $\mathrm{y}_{j k}$ and $\mathrm{y}_{\mathrm{kj}}$ by

$$
\begin{equation*}
y_{j k}=y_{k j}=\frac{F^{\circ}(u, v)}{\frac{4}{R V_{k} U_{j}}} \tag{8.24}
\end{equation*}
$$

Thus we have shown that the poles and zeros of an admittance matrix element are proportional to the stationary values of functional $F_{1}(u, v)$ or $F_{3}(u, v)$, where the functions $u$ and $v$ are constrained to satisfy prescribed boundary conditions as discussed above. In addition, it was shown that the value of an admittance matrix element at a given frequency is proportional to $F_{2}(u, v)$ or $F_{4}(u, v)$, provided that $u$ and $v$ satisfy the prescribed boundary conditions.

### 8.3 Solution of the Stationary Problem by the Rayleigh-Ritz Method <br> The Rayleigh-Ritz method for obtaining approximations to the stationary values of the functionals presented previously is based on the assumption that the unknown functions $u$ and $v$ may be approximated by a class of functions containing $n$ linearly independent parameters. For our purposes it is convenient to choose the approximation in the form of a linear combination of n linearly independent functions with undetermined coefficients. In addition to satisfying any prescribed boundary conditions, the only restriction on the approximations is that they must be continuous, with bounded, piecewise-continuous first derivatives in $R$, and on $C$, such that the required integrals in (8.1) - (8.4) exist.

The approximations to the unknown functions $u$ and $v$ may be written in the form

$$
\begin{align*}
& u=\sum_{i=1}^{n} c_{i} f_{i}(x, y)  \tag{8.25}\\
& v=\sum_{i=1}^{n} d_{i} g_{i}(x, y) \tag{8.26}
\end{align*}
$$

Then the conditions for the functional $F(u, v)$ to be stationary are

$$
\begin{array}{ll} 
& \frac{\partial F}{\partial c_{i}}=0 \quad \text { for } i=1,2 \ldots n \\
\text { and } \quad & \frac{\partial F}{\partial \bar{d}_{i}}=0 \quad \text { for } i=1,2 \ldots n \tag{8.28}
\end{array}
$$

After substituting the approximations (8.25), (8.26) for u and $v$ into (8.3) and (8.4) and imposing the stationary conditions (8.27), (8.28), we obtain

$$
\begin{align*}
& \left.\left.\left[A-\lambda_{B}\right] d\right]=-d_{u}\right] V_{k}  \tag{8.29}\\
& \left.\left.\left[A^{t}-\lambda_{B}{ }^{t}\right] c\right]=-d_{v}\right] U_{j} \tag{8.30}
\end{align*}
$$

where

$$
\begin{align*}
& a_{i j}=\iint_{R} \nabla f_{i} \cdot \nabla g_{j} d a-\oint_{C_{2}+C_{j}+C_{k}}\left[f_{i} \frac{\partial g_{j}}{\partial n}+g_{j} \frac{\partial f_{i}}{\partial n}\right] d l \\
& b_{i j}=\iint_{R} f_{i} g_{j} d a \\
& d_{u_{i}}=\oint_{C_{k}} \frac{\partial f_{i}}{\partial n} d l  \tag{8.31}\\
& d_{v_{i}}=\oint_{C_{j}} \frac{\partial g_{i}}{\partial n} d l
\end{align*}
$$

For the functional $F_{3}(u, v)$ to be stationary it was previously shown that it is necessary to constrain the $u$ and $v$ functions to satisfy (8.8c) and (8.9c) respectively. These conditions are equivalent to

$$
\begin{equation*}
[\cdot c]^{t}\left[d_{u}\right]=0 \tag{8.32}
\end{equation*}
$$

and

$$
\begin{equation*}
[d]^{t}\left[d_{v}\right]=0 \tag{8.33}
\end{equation*}
$$

From this it follows that the coefficients $c_{i}$ and $d_{i}$ are not all independent, and one of each set of coefficients, the nth say, may be expressed as a linear combination of the remaining coefficients as follows,

$$
\begin{align*}
& c_{n}=\cdots \frac{1}{d_{u_{n}}} \sum_{i=1}^{n-1} d_{u_{i}} c_{i}  \tag{8.34}\\
& d_{n}=-\frac{1}{d_{v}} \sum_{i=1}^{n-1} d_{v_{i}} d_{i} \tag{8.35}
\end{align*}
$$

If the expressions on the right of (8.34), (8.35) are substituted into (8.25), (8.26) and the stationary conditions (8.27) ( 8.28 ) for $i=1,2--(n-1)$ are applied to (8.3), it can be shown that the conditions for $F_{3}(u, v)$ to be stationary subject to the constraints ( 8.8 c ), ( 8.8 d ), are

$$
\begin{equation*}
\left.[S]^{t}[A-\lambda B][T] d\right]_{n-1}=0 \tag{8.36}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.[T]^{t}\left[A^{t}-\lambda B^{t}\right][S] c\right]_{n-1}=0 \tag{8.37}
\end{equation*}
$$

where $A$ and $B$ are defined by (8.31). and

$$
\begin{align*}
& d]_{n-1}=\left[\begin{array}{l}
d_{1} \\
d_{2} \\
0 \\
0 \\
d_{n-1}
\end{array}\right]  \tag{8.38}\\
& c]_{n-1}=\left[\begin{array}{l}
c_{1} \\
c_{2} \\
0 \\
0 \\
c_{n-1}
\end{array}\right]  \tag{8.39}\\
& {[s]=\left[\begin{array}{cccc}
1 & & \\
& & & \\
& & & \\
& & & \\
-\frac{d_{u_{1}}}{d_{u_{n}}} & -\frac{d_{u_{2}}}{d_{u_{n}}} & \cdots & \\
& & & -\frac{d_{u_{n-1}}}{d_{u_{n}}}
\end{array}\right]}  \tag{8.40}\\
& \left.[T]=\left[\begin{array}{ccc}
1 & & 0 \\
& 0 & \\
& & \\
-\frac{d_{v_{1}}}{d_{v_{n}}} & -\frac{d_{v_{2}}}{d_{v_{n}}} & \cdots
\end{array}\right] . \frac{d_{v_{n-1}}}{d_{v_{n}}}\right] \tag{8.41}
\end{align*}
$$

Clearly (8.36) may be converted to the usual matrix eigenvalue problem of the form

$$
\begin{equation*}
\left.\left[A^{\prime}-\lambda I\right] x\right]=0 \tag{8.42}
\end{equation*}
$$

by premultiplying (8.36) by $[S]^{t}[B][T]^{-1}$ In the special case where $[A]$ and $[B]$ are symmetric and $[S]=[T]$, other methods for obtaining an equation of the form (8.42) with $A^{\prime}$ symmetric are available (53), (55).

Now considering the functional $F_{4}(u, v)$, we note its stationary value obtained from (8.29), (8.30) is

$$
\begin{align*}
F_{4}^{0}(u, v) & =v_{k} \oint_{C_{k}} \frac{\partial u}{\partial n} d l  \tag{8.43}\\
& =U_{j} \oint_{C_{j}} \frac{\partial v}{\partial n} d l
\end{align*}
$$

where
$u$ and $v$ approximately satisfy (8.6), (8.7) and (8.16), (8.17).

This follows since (8.29) is equivalent to

$$
\begin{aligned}
\iint_{R}(\nabla u \cdot \nabla v-\lambda u \cdot v) d a & -\oint_{C_{2}+C_{j}+C_{k}}\left(u \frac{\partial v}{\partial n}+v \frac{\partial u}{\partial n}\right) d l \\
& +v_{k} \oint_{C_{k}} \frac{\partial u}{\partial n} d l=0
\end{aligned}
$$

and (8.30) is equivalent to

$$
\begin{aligned}
\iint_{R}\left(\nabla u_{0} \nabla v-\lambda u_{v} v\right) & -\int_{C_{2}+c_{j}+c_{k}}\left(u_{\frac{\partial v}{}}^{\partial n}+v \frac{\partial u}{\partial n}\right) d l \\
& +U_{j} \oint_{C_{j}} \frac{\partial v}{\partial n} d l=0
\end{aligned}
$$

and when these expressions are substituted into (8.4) we obtain (8.43). Thus we choose as our approximate solution,

$$
\begin{equation*}
y_{k j}-y_{j k}=\frac{1}{R U}[c]_{j}^{t}\left[d_{u}\right]=\frac{1}{R V_{k}}[d]^{t}\left[d_{v}\right] \tag{8.44}
\end{equation*}
$$

where $[c]$ and $[d]$ satisfy (8.29), (8.30).
We now consider the functions $F_{1}(u, v)$ and $F_{2}(u, v)$. Since the functions $u$ and $v$ are required to satisfy the boundary conditions $(8.6),(8.7)$ it is convenient to choose the expansion functions $f_{i}(x, y)$ and $g_{j}(x, y)$ in (8.25), (8.26) as follows

$$
\begin{array}{rlr}
f_{i}(x, y)=g_{i}(x, y)=0 & \text { on } C_{2}+C_{j}+C_{k} \\
& & \text { for } i=1,2-C_{n}(x, y)=0
\end{array} r \begin{array}{ll}
\text { on } C_{2}+C_{k} \\
f_{n}(x, y)=1 & \\
g_{n}(x, y)=0 & \text { on } C_{j} \\
g_{n}(x, y)=1 & \text { on } C_{2}+C_{j} \\
g_{n}=1 & \text { on } C_{k} \tag{8.47}
\end{array}
$$

For the functional $F_{1}(u, v)$, application of the stationary
conditions (8.27), (8.28) gives

$$
\begin{align*}
& [A-\lambda B] d]=0  \tag{8.48}\\
& \left.\left[A^{t}-\lambda B^{t}\right] c\right]=0 \tag{8.49}
\end{align*}
$$

where

$$
\begin{align*}
& a_{i j}=\iint_{R} \nabla f_{i} \cdot \nabla g_{j} d a  \tag{8.50}\\
& b_{i j}=\iint_{R} f_{i} \cdot g_{j} d a
\end{align*}
$$

The matrix equation (8.48) may be transformed to the form (8.42) by premultiplying the left side by $[B]^{-1}$, or when $[A]$ and [B] are symmetrical the methods described in (53), (55) may be used.

For the functional $F_{2}(u, v), u(x, y)$ is fixed on $C_{j}$ and $v(x, y)$ is fixed on $C_{k}$. Let $u(x, y)=U_{j}$ on $C_{j}$ and $v(x, y)=V_{k}$ on $C_{k}$. These constraints are then satisfied by choosing

$$
\begin{align*}
& c_{n}=U_{j}  \tag{8.51}\\
& d_{n}=V_{k}
\end{align*}
$$

Then by applying the stationary conditions (8.27), (8.28) for $i=1,2--(n-1)$ and substituting $U_{j}$ and $V_{k}$ for $c_{n}$ and $d_{n}$ respectively, we obtain two systems of linear equations which may be solved for the unknown coefficients $d_{1}--d_{n-1}$ and $c_{1}-{ }^{-c_{n-1}}{ }^{\circ}$ The equations are

$$
\begin{equation*}
\left.\left.\bar{n}[A-\lambda B]_{\bar{n}} d\right]_{(n-1)}=-d_{u}\right]_{(n-1)} v_{k} \tag{8.52}
\end{equation*}
$$

$$
\begin{equation*}
\left.\left.\bar{n}\left[A^{t}-\lambda_{B}^{t}\right]_{\bar{n}} e\right]_{(n-1)}=-d_{v}\right]_{(n-1)} U_{j} \tag{8.53}
\end{equation*}
$$

where $[A]$ denotes the matrix obtained by deleting the nth row and column of $[A], d]_{(n-1)}$ and $\left.c\right]_{(n-1)}$ are given by (8.38), (8.39), and $\left.d_{u}\right]_{(n-1)}$ and $\left.d_{v}\right]_{(n-1)}$ are obtained by deleting the $n$th element from the $n t h$ column of $\left[A-\lambda_{B}\right]$ and $\left[A^{t}-\lambda_{B}{ }^{t}\right]$ respectively.

Cone (8.52) and (8.53) have been solved for the unknown coefficients the admittance matrix element $y_{j k}=y_{k j}$ may be computed as follows.

Since our approximation to the stationary value of $F_{2}(u, v)$
is

$$
\begin{equation*}
\left.\left.F_{2}^{o}(u, v)=\left[c^{t}\right][A-\lambda B] d\right]=\left[d^{t}\right]\left[A^{t}-\lambda B^{t}\right] c\right] \tag{8.54}
\end{equation*}
$$

where
c] and d] satisfy $(8.52),(8.53), y_{j k}=y_{k j}$ may then be obtained from $\mathrm{F}_{2}(\mathrm{u}, \mathrm{v})$ as in (8.20). In addition, because of (8.52), (8.53) it is easily shown that (8.54) is equivalent to

$$
\begin{equation*}
\left.\left.F_{2}(u, v)=c_{n} \cdot n[A-\lambda B] d\right]=d_{n} n_{n}\left[A^{t}-\lambda B^{t}\right] c\right] \tag{8.55}
\end{equation*}
$$

where

$$
n[A-\lambda B] \text { denotes the nth row of }\left[A-\lambda_{B}\right] \text {. }
$$

8.4 Functional Approximations for Variational Solutions

In the preceding sections we have considered the
theoretical basis of variational methods for obtaining approximate solutions for the admittance matrix elements and the poles and zeros. We now wish to consider in more detail the problem of choosing suitable expansion functions for use in the approximations to the potential functions $u(x, y)$ and $v(x, y),(8.25),(8.26)$. In addition, we will also consider the problem of evaluating the area integrals over a two-cimensional region $R$, and the contour integrals over the boundary $C$ as required for the Rayleigh-Ritz solutions.

When the functionals $F_{1}(u, v)$ and $F_{2}(u, v)$ are used, the expansion functions $f_{i}(x, y)$ and $g_{i}(x, y)$ are required to satisfy the boundary conditions (8.45) - (8.47). When the functionals $F_{3}(u, v)$ and $F_{4}(u, v)$ are used, the expansion functions are not required to satisfy any boundary conditions. However the exact solutions of the boundary value problem are required to satisfy boundary conditions of the form given in $(8.6),(8.7)$ and $(8.8),(8.9)$ or $(8.16),(8.17)$ as well as the Helmholtz equation, and we should therefore attempt to choose a set of expansion functions which will satisfy these requirements as closely as possible.

As previously mentioned, the functions $u(x, y)$ and $v(x, y)$ must be continuous with piecewise continuous derivatives in $R$, in order to ensure the existence of the integrals occurring in the functionals (8.1) - (8.4). In addition, we note that when the approximations to $u(x, y)$ and $v(x, y)$ are constrained to satisfy the Dirichlet boundary conditions (8.6), (8.7), it is not necessary to evaluate any contour integrals. However, it is often extremely
difficult to obtain exparsion functions satisfying these conditions, and it is then more practical to use the functionals (8.3), (8.4). One of the simplest types of approximation which is commonly used is a polynomial in the two ocordinates $x$ and $y$, (10), (53), i.e.

$$
\begin{equation*}
u(x, y)=\sum_{i=1}^{n} c_{i} x^{p} y^{q} \tag{8.56}
\end{equation*}
$$

which is defined over the entire region $R$.
If the order of the polynomial is $N$, then it contains all $p, q$ combinations such that $0 \leq p+q \leq N$, and the total number of terms, $n$, is

$$
\begin{equation*}
n=\frac{1}{2}(N+1)(N+2) \tag{8.57}
\end{equation*}
$$

A simple linear ordering scheme is obtained by taking

$$
\begin{equation*}
\mathbf{i}=(p+1)(p+q+1)+p+1 \tag{8.58}
\end{equation*}
$$

thus giving an expanded version of (8.56) that is

$$
\begin{equation*}
u(x, y)=c_{1}+c_{2} y+c_{3} x+c_{4} y^{2}+c_{5} x y+c_{6} x^{2}-- \tag{8.59}
\end{equation*}
$$

Comparing (8.25) and (8.59) we make the identification

$$
\begin{equation*}
f_{i}(x, y)=x^{p} y^{q} \tag{8.60}
\end{equation*}
$$

where i, $p$ and $q$ are related by (8.58).
Similarly, if $v(x, y)$ is approximated by a polynomial, i.e.

$$
\begin{equation*}
v(x, y)=\sum_{i=1}^{n} d_{i} x^{p} y^{q} \tag{8.61}
\end{equation*}
$$

we make the identification,

$$
\begin{equation*}
g_{i}(x, y)=x^{p} y^{q} \tag{8.62}
\end{equation*}
$$

The problem of evaluating the surface integrals over $R$ and the contour integrals on $C$ in (8.31) when $f_{i}(x, y)$ and $g_{i}(x, y)$ are of the form (8.60), (8.62) has been considered in (10), (53), and (56). All of the surface integrals involve terms of the form

$$
\begin{equation*}
\iint_{R} x^{m} y^{n} d y d x \tag{8.63}
\end{equation*}
$$

If the boundary is represented by piecewise polynomials, the resulting integrals can be easily evaluated on a computer. For simplicity, it is common to approximate a curved boundary in a piecewise-linear (polygonal) fashion. In this case both the contour integrals and surface integrals are linear combinations of terms of the form

$$
\begin{equation*}
\int_{x_{a}}^{x_{b}} x^{m}(\alpha+\beta x)^{n} d x \tag{8.64}
\end{equation*}
$$

Since the integrand is a polynomial in x only, these integrals are easily evaluated by using integration by parts (56), or by Gaussian quadrature (3), (10), (53).

For reasons of convenience it is often preferable to choose $f_{i}(x, y)$ and $g_{i}(x, y)$ such that the coefficients $c_{i}$ and $d_{i}$ are the values of the potential functions $u\left(x_{j}, y_{j}\right)$ and $v\left(x_{j}, y_{j}\right)$ at $n$ particular node points specified by the coordinates $\left(x_{j}, y_{j}\right)$. In this case, instead of $(8.60),(8.62)$ we choose $f_{i}(x, y)$ and
$g_{i}(x, y)$ to be complete polynomials of order $N$ such that

$$
\begin{align*}
f_{j}\left(x_{j}, y_{j}\right)=g_{j}\left(x_{j}, y_{j}\right)= & 1  \tag{8.65}\\
f_{k}\left(x_{j}, y_{j}\right)=g_{k}\left(x_{j}, y_{j}\right)= & 0 \\
& \text { for } k \neq j
\end{align*}
$$

In the finitemelement method described by Silvester (54), (55), the region $R$ is subdivided into a number of triangular subregions. The node points $\left(x_{j}, y_{j}\right)$ are chosen so that there are $(N+1)$ equally spaced points on each triangle side, and the remaining points are regularly spaced in the triangle interior. Silvester, (54), has computed a set of universal element matrices which simplify the numerical evaluation of the surface integrals in (8.31) for triangles of any shape and size for polynomials of order 1 to 4. The contour integrals in (8.31) may be evaluated by the method described in (56).

Since the potential function is required to be continuous in $R$ it is necessary to place constraints on the potential function in each triangle. These constraints are satisfied by ensuring that all points which have the same coordinates (i.e. points on an edge common to two triangles), are assigned the same potential value $\left(c_{j}\right.$ or $\left.d_{j}\right)$.

One advantage of the finite-element type of approximation over the polynomial approximation given previously is that it is sometimes easier to obtain a potential function which satisfies Dirichlet boundary conditions of the form (8.6), (8.7).

In addition, better accuracy is sometimes obtained by using a piecewise polynomial approximation to the potential instead
of a single polynomial over the entire region $R$. The finiteelement method is one example of a piecewise polynomial approximation. An example using a piecewise polynomial approximation with polygonal subregions is given in (10), and in (56) the possibility of using "triangular" elements with one curved side is discussed.

In addition to the polynomial approximations discussed above, it is sometimes more convenient to use other types of expansion functions for example, Thomas (57) has used expansions involving the polar coordinates $(r, \theta)$ of the form

$$
\begin{equation*}
u(r, \theta) \text { or } v(r, \theta)=b_{0}+\sum_{m=1}^{N} \sum_{m=1}^{N} b_{m, n} r^{m} \cos n \theta \tag{8.66}
\end{equation*}
$$

In this case the integrals (8.31) can be transformed into integrals involving the variable $\theta$ only, if the boundary is expressed as a radial function of angle $R(Q)$. The integrals may be evaluated exactly if $R(\Theta)$ is expressed in the form of a Fourier series, but in general it is necessary to use aporoximate numerical integration techniques.

The potential functions could also be expanded as products of trigonometric functions in the coordinates ( $x, y$ ) (55). However, these functions are most suitable for rectangular regions, and will not be considered here.

We now wish to consider the problem of obtaining polynomial or piecewise-polynomial approximation to $u(x, y)$ and $v(x, y)$ which satisfy the Dirichlet boundary conditions (8.6), (8.7). We note that it is not necessary to constrain the approxinate solutions to satisfy the Neumann boundary conditions (8.8b), (8.9b), since these
are natural conditions for the functions (8.1) - (8.4) to be stationary. An important advantage of using functions which satisfy the Dirichlet boundary conditions is that for self adjoint problems, i.e. $u(x, y)=v(x, y)$, the approximate eigenvalues are always greater than the exact eigenvalues i.e. they are upper bounds. In addition, the approximate values of the diagonal elements of the admittance matrix for $s=0$ are upper bounds on the true values, and lower bounds can be obtained by solving the dual problem as discussed in (35).

A polynomial approximation which satisfies homogeneous Dirichlet boundary conditions of the form (8.45) can be obtained by choosing(53)

$$
\begin{align*}
& f_{i}(x, y)=g_{i}(x, y)=x^{p} y^{q} g(x, y)  \tag{8.67}\\
& \quad \text { for } i=1,2--(n-1)
\end{align*}
$$

where

$$
g(x, y) \text { is a polynomial such that }
$$

$$
\begin{equation*}
g(x, y)=0 \quad \text { on } C_{2}+C_{j}+C_{k} \tag{8.68}
\end{equation*}
$$

and
$g(x, y)$ does not vanish inside $R$.
For ome problems a suitable $g(x, y)$ can be found by inspection (53). For example, if the boundary condition is $g(x, y)=0$ for $x=0$ and $x=1$, we choose $g(x, y)=x(x-1)$. 粦 For more complicated boundary shapes it is necessary to use other methods. Bulley (53) used a numerical technique to find a $g(x, y)$ polynomial whose integrated squared amplitude along the boundary is a minimum. This led to an algebraic eigenvalue problem whose solution yielded a set of functions having nodal lines corresponding closely with the boundary segments $C_{2}+C_{j}+C_{k}$. The eigenfunction having no nodal

* The following description of Bulley's method (53) in this paragraph is extracted from (33).
lines well within the boundary was selected for $g(x, y)$. The method worked well, but suffers from the disadvantage that more work must probably be done in discovering the $g(x, y)$ polynomial than in the remaining computation. Also, humen intervention is required to inspect the eigenfunctions and reject those having internal nodal contours.

Next we consider methods for obtaining functions $f_{n}(x, y)$ and $g_{n}(x, y)$ which satisfy the Dirichlet boundary conditions (8.46), (8.47). Suppose that each of the boundary segments corresponding to metal contacts is defined by

$$
\begin{align*}
& y=w_{i}(x)  \tag{8.69}\\
& \quad \text { for } i=1,2-N_{p}
\end{align*}
$$

where
$N_{p}$ is the number of metal contacts.
Then, provided that $w_{j}(x)-w_{i}(x)$ is non-zero inside $R$ for $i \neq j$, then a suitable $f_{n}(x, y)$ is

$$
\begin{equation*}
f_{n}(x, y)=\prod_{\substack{i=1 \\ i \neq j}}^{N_{p}} \frac{y-w_{i}(x)}{w_{j}(x)-w_{i}(x)} \tag{8.70}
\end{equation*}
$$

$$
\begin{equation*}
g_{n}(x, y)=\prod_{\substack{i=1 \\ i \neq k}}^{N_{p}} \frac{y-w_{i}(x)}{w_{k}(x)-w_{i}(x)} \tag{8.71}
\end{equation*}
$$

Note that $f_{n}(x, y)$ and $g_{n}(x, y)$ defined by (8.70) and (8.71) are not polynomials in general, even when the $w_{i}(x)$ are polynomials, so that the previous methods for integrating polynomials over
two-dimensional regions are no longer directly applicable. If the above method does not provide a suitable $f_{n}(x, y)$, the coefficients of a;least-squares polynomial approximation may be found by minimizing

$$
\begin{equation*}
\int_{c_{2}+c_{j}+c_{k}}\left(f_{n}(x, y)-g_{u}\right)^{2} d I \tag{8.72}
\end{equation*}
$$

where
$g_{u}$ satisfies the boundary conditions (8.46). This leads to a system of equations of the form

$$
\begin{equation*}
[G] \mathrm{cg}]=\mathrm{b}] \tag{8.73}
\end{equation*}
$$

where

$$
\begin{aligned}
& G_{i j}=\oint_{c_{2}+c_{j}+c_{k}} x^{p+r} y^{q+s} d l \\
& b_{i}=\oint_{c_{2}+c_{j}+c_{k}} g_{u} x^{p} y^{q} d l
\end{aligned}
$$

and the $\mathrm{cg}_{j}$ are the coefficients of the polynomial $f_{n}(x, y)$. A similar method may be used to find a $g_{n}(x, y)$ which gives a least-squares approximation to $g_{v}$ which satisfies (8.47). Finally, we consider the constraints which must be imposed on finite-element solutions in order to satisfy homogeneous and inhomogeneous boundary conditions of the form (8.45)-(8.47). Because of (8.65), the coefficients in the expansions (8.25), (8.26) are equal to the value of the potential function $u(x, y)$ or $v(x, y)$ at a number of node points. If triangular elements are used, there are generally ( $\mathbb{N}+1$ ) node points on each triangle side, and the
potential along each side is a polynomial function of the distance along that side. Therefore, if the boundary segments $C_{2}+C_{j}+C_{k}$ can be accurately represented by triangle sides, then polynomials $u(x, y)$ and $v(x, y)$ satisfying the required boundary conditions (8.45) (8.47) are obtained by constraining the node potentials $c_{i}$ and $d_{i}$ to be equal to the specified valiaes on these boundery segments.

### 8.5 Numerical Results

8.5.1 Solution of Laplace's Equation

We now present the results of calculations to determine the zero frequency admittance parameters of a number of two port distributed resistance networks.

The type of network considered is shown in Fig. 8.1


Figure 8.1. Two port tapered resistance network.

The input and output ports are the conducting strips at $x=0$ and $x=1$ respectively and the width of the resistarice layer is specified by a taper function $w(x)$ for $0 \leq x \leq 1$. The taper ratio is defined as the ratio $w(0) / w(1)$. Since the structure is assumed to be symmetrical about the $x$ axis it is only necessary to consider the portion in the first quadrant, which is bounded by the ourve

$$
\begin{equation*}
y=\frac{y_{0}}{2} \frac{w(x)}{w(0)} \quad \text { for } \quad 0 \leq x \leq 1 \tag{8.74}
\end{equation*}
$$

and the input/output ports at $x=0$ and $x=1$. The first step in obtaining a solution is the choice of suitable expansion functions $f_{i}(x, y)$ and $g_{i}(x, y)$ to be used in the approximations (8.25), (8.26). For the problem of Fige. 8.1, polynomial functions satisfying the required Dirichlet boundary conditions are

$$
\begin{align*}
& f_{n}(x, y)=1-\frac{x}{1} \\
& g_{n}(x, y)=\frac{x}{1}  \tag{8.75}\\
& f_{i}(x, y)=g_{i}(x, y)=g(x, y) x^{p} y^{q} \\
& \quad \text { for } i=1,2 \cdots(n-1)
\end{align*}
$$

where

$$
g(x, y)=\frac{x}{1}\left(1-\frac{x}{1}\right)
$$

The next step in the solution is the evaluation of the integrals $a_{i j},(8.50)$ which are linoar combinations of terms of the form

$$
\begin{equation*}
\int_{x=0}^{x=1} \int_{y=0}^{y=\frac{y_{0}}{2} \frac{w(x)}{w(0)}} \nabla x^{p} y^{q} \cdot \nabla x^{x} y^{s} d y d x \tag{8.76}
\end{equation*}
$$

The final steps are the solution of equations (8.52), (8.53) for the coefficients $d$ ] or $c$, and the zero frequency admittance parameters are then obtained by using (8.55).

Numerical solutions were obtained for two different taper functionso:

These were the linear taper defined by

$$
\begin{equation*}
w(x)=(1+\infty x) \tag{8.77}
\end{equation*}
$$

and the exponential taper defined by

$$
\begin{equation*}
w(x)=e^{-\alpha x} \tag{8.78}
\end{equation*}
$$

where
$\propto$ is determined from the taper ratio $\tau$, and the length 1 . When these expressions are substituted into (8.76) the integral becomes a function of the single variable $x$. The required integrals may then be generated recursively using integration by parts to express the integrals involving higher powers of $x$ and $w(x)$ in terms of the integrals involving lower powers of $x$ and $w(x)$. Alternatively, when $w(x)$ is a polynomial, as in (8.77), Gaussian quadrature may be used to evaluate the integrals. In connection with the recursive method for generating the integrals it should be realized that the integrals for the higher powers of $x$ and $y$ can sometimes suffer from loss of accuracy due to an accumulation of rounding errors.

Since the expansion functions (8.75) satisfy the
Dirichlet boundary conditions, the values obtained for $\mathrm{y}_{11}$ and $\mathrm{Y}_{22}$ are upper bounds on the exact values. In addition, it is only necessary to compute one of the admittance parameters, since for a two port resistance network of the form of Fig. 8.1

$$
\begin{equation*}
y_{11}=y_{22}=-y_{12}=-y_{21} \tag{8.79}
\end{equation*}
$$

Lower bounds on the exact solutions can also be obtained by solving the dual problem to that in Fig. 8.1. The dual problem is obtained by interchanging the conducting and insulating boundaries. Because of symmetry about the $x$ axis, we need only consider the portion of the network in the upper half plane, so that the input and output ports are on the curve defined by (8.74), and the vertical boundaries of $x=0$ and $x=1$ become insulating boundaries. A lower bound on $y_{11}$ or $y_{22}$ for the original problem is the reciprocal of $\mathrm{y}_{11}$ or $\mathrm{y}_{22}$ obtained for the dual problem if the resistance of the resistive sheet is one ohm/square in both cases (35). The method of solution proceeds as before, except that $f_{n}(x, y)$ and $g_{n}(x, y)$ in (8.75) are replaced by

$$
\left.\begin{array}{l}
f_{n}(x, y)=1-\frac{y}{\frac{y_{0}}{2} \frac{W(x)}{w(0)}} \\
g_{n}(x, y)=\frac{y}{\frac{y_{0}}{2} \frac{W(x)}{W(0)}}  \tag{8.80}\\
g^{W}(x, y)=y\left[1-\frac{y}{y_{0}} \frac{W(x)}{W(0)}\right.
\end{array}\right]
$$

Numerical results were obtained for linearly and exponentially tapered resistance network having various widths $y_{0}$ and taper ratios $T$. Upper and lower bounds on $y_{i j} i, j=1,2$ were obtained by using $u(x, y)$ and $v(x, y)$ functions of the form given previously, where terms containing $x^{p} y^{q}$ were chosen to have $0 \leq p+q \leq 7$.

Tables 8.1 and 8.2 show the average of the computed upper and lower bounds, together with the maximum percentage errors which were obtained by taking the ratio of the difference between the upper and lower bounds to the mean value. The numerical results are normalized to a sheet resistance of one ohm/square, and the length 1 is assumed to be unity. We note that the accuracy of the numerical values in the tables decreases as $y_{0}$ increased with $T$ constant. Also for $y_{0} / 1$ constant, the error increases as $\mathcal{T}$ deviates further from the value unity.

These results may be compared with the admittance parameters obtained by assuming a one-dimensional model of the tapered network. The one-dimensional results are obtained by integrating the resistance per unit length $r(x)$ from $x=0$ to $x=1$, where $r(x)$ is inversely proportional to the width $w(x)$, (5)

$$
\begin{equation*}
r(x)=R / w(x) \tag{8.81}
\end{equation*}
$$

where
R is the sheet resistance in ohms/square.
After performing the integration

$$
\begin{equation*}
y_{11}=\frac{1}{\int_{0}^{1} r(x) d x} \tag{8.82}
\end{equation*}
$$

we obtain for the linear taper

$$
\begin{align*}
y_{11} & =\frac{y_{0}}{R} \frac{\alpha}{\log _{e}(1+\alpha I)}  \tag{8.83}\\
& =\frac{y_{0}}{R I} \frac{T-1}{\tau^{l} \log _{e} \tau}
\end{align*}
$$

and for the exponential taper

$$
y_{11}=\frac{y_{0}}{R} \frac{\alpha}{e^{\alpha \cdot 1}-1}
$$

$\frac{y_{0}}{R 1} \frac{\log _{e} \gamma}{\gamma-1}$
Values of $y_{11} /\left(y_{0} / R I\right)$ for these two tapers are given in Tables 8.3 and 8.4 for the same values of $\gamma$ as in Tables 8.1 and 8.2 . Comparison of the numerical results obtained from the one and two dimensional analyses shows that they are in close agreement for networks with taper ratios near unity, and for networks whose maximum width is less than or equal to the length. For other shapes there are considerable differences between the two sets of results.

| $\tau^{y_{0} / I}$ | 0.1 | 0.4 | 1.0 | 2.5 | 10.0 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | .37028 $\pm .47 \%$ | 1.06625 $\pm 5.3 \%$ | 1.89397 $\pm 17 \%$ |  |  |
| 0.4 | .163412 $\pm .004 \%$ | .639016 $\pm .05 \%$ | 1.47945 $\pm .44 \%$ | 3.21489 $\pm 2.9 \%$ |  |
| 1.0 | 0.1 | 0.4 | 1.0 | 2.5 | 10.0 |
| . 2.5 |  | $\begin{aligned} & .260765 \\ & \pm .0095 \% \end{aligned}$ | $\begin{aligned} & .639016 \\ & \pm .05 \% \end{aligned}$ | $\begin{aligned} & 1.47945 \\ & \pm .44 \% \end{aligned}$ | $\begin{aligned} & 4.80967 \\ & \pm 5.4 \% \end{aligned}$ |
| 10.0 |  |  | .37028 $\pm .47 \%$ | .17978 $\pm 2.5 \%$ | 1.8397 $\pm 17 \%$ |
| $y_{11}$ |  |  |  |  |  |

Table 8.1 Zero Frequency Admittance Paraneters for
Linearly Tapered Resistance Networks
(Two Dimensional Analysis)


Table 8.2 Zero Frequency Admittance Parameters for Rxponentially Tapered Resistance Networks (Two Dimensional Analysis)

| $T$ | 0.1 | 0.4 | 180 | 2.5 | 10.0 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $y_{11} /\left(y_{0} / R_{1}\right)$ | 3.90865 | 1.63703 | 1.0 | 0.65481 | 0.39086 |

## Table 8.3 Zero Frequency Admittance Parameters for Linearly Tapered Resistance Networks <br> (One Dimensional Analysis)



Table 8.4 Zero Frequency Admittance Parameter for Exponentially Tapered Resistance Networks (One Dimensional Analysis)

It can be shown that the results obtained from a onedimensional analysis (8.83), $(8.84)$ are always greater than those which would be obtained from an exact two-dimensional analysis with $T \neq 1$. This follows since (8.83), (8.84) can be obtained by assuming that the potential function in the two-dimensional region has the form given in (5), and then calculating $\frac{1}{\mathrm{R}} \iint_{\mathrm{R}}(\nabla \phi)^{2}$ da. Since this surface integral is a minimum for the potential function $\phi$ which satisfies Laplace's equation and the boundary conditions of the two-dimensional problem, it follows that the one-dimensional admittance parameters must be greater than or equal to the exact values.

In addition to the numerical results given above, the zero frequency admittance parameters of the linearly tapered resistance network shown in Fig. 8.2 were obtained by using the finite element method.


Figure 8.2. Linearly tapered distributed resistance network solved by the finite-element method.

The resistive sheet was divided into seven triangular elements as shown, and the admittance matrix element $\mathrm{y}_{11}$ was computed with polynomials of order 2, 3, and 4 in each element. The computer program used was a modified version of the one described in (55) and (61). The main modifications required were
(1) the substitution of a subroutine for solving simultaneous equations in place of the package of subroutines for computing eigenvalues and eigenvectors,
and
(2) the incorporation of constraints to ensure that the potential is constant on the triangle sides which coincide with input and output ports.

The original program allows the user to constrain the potential function to be zero on specified triangle sides. This facility, together with the second modification described above allows the user to compute diagonal or off-diagonal admittance elements of a multiport network by specifying the triangle vertices which lie on the input port or output port, as well as those vertices on the ports at zero potential.

In addition to the problem in Fig. 8.2 the dual problem, which is obtained by interchanging the insulating and conducting boundaries of the original problem, was also solved. The triangular elements and polynomial orders were identical with those used to solve the original problem.

If it is assumed that the resistance of the sheet is one ohm/square for both problems, the reciprocal of the value of $y_{11}$ or $\mathrm{y}_{22}$ obtained for the dual problem is a lower bound on $\mathrm{y}_{11}$ or $\mathrm{y}_{22}$ for the original problem. Since the approximate solution for $\mathrm{y}_{11}$ of
the original problem is an upper bound on the exact value, we can take the mean of the upper and lower bounds as our solution, and the maximum possible error is one half of the difference between the upper and lower bounds. The values obtained for $\mathrm{y}_{11}$ or $\mathrm{y}_{22}$ with polynomials of order 2, 3 and 4 in each element are shown in Table 8.5

| Polynomial <br> Order | Lower <br> Bound | Upper <br> Bound | Mean <br> Value | Error |
| :---: | :---: | :---: | :---: | :---: |
| 2 | .322846 | .335921 | .329383 | $2 \%$ |
| 3 | .326585 | .331095 | .328840 | $1.4 \%$ |
| 4 | .327518 | .329755 | .328636 | $.34 \%$ |

Table 8.5 Numerical Values of the Zero Frequency
Admittance Matrix Elements $\mathrm{y}_{11}$ or $\mathrm{y}_{22}$
For the Resistance Network of Figs 8.?

### 8.5.2 Bigenvalue problems

We now present the results of some calculations to determine the poles and zeros of the admittance matrix parameters of some two port distributed resistance - capacitance networks. The first problem considered is shown in Fig. 8.2. Two different forms of polynomial approximations were used for the potential functions $u(x, y)$ and $v(x, y)$. One form of approximation used was an nth order polynomial defined over the entire region R : the approximation for $u(x, y)$ is given by (8.25), (8.75) and the approximation for $\mathrm{v}(\mathrm{x}, \mathrm{y})$ is given by (8.26), (8.75). The second method of solution used was the finite element method, i.e. the region R was divided into a number of triangular subregions, and the potentials in each sulbregion were approximated by nth order polynomials defined by the values of potential functions $u(x, y)$ or $v(x, y)$ at a number of regularly spaced node points.

With both types of approximations, the polynomial coefficients or node potential values were constrained to satisfy the appropriate Dirichlet boundary conditions on the metal contacts.

The computer procram in which the potential functions is approximated by an nth order polynomial defined over the entire region $R$ is a modified version of the program RHFOL (53). This program can be used in its original form to compute the poles of the admittance matrix since $u(x, y)=v(x, y)$ satisfies homogeneous Dirichlet boundary conditions on $C_{2}+C_{j}+C_{k}$, and only the first ( $n-1$ ) expansion functions in (8.75) are used in (8.25), (8.26). When the zeros of an admittance matrix element are computed it is necessary to include the terms $f_{n}(x, y)$ and $g_{n}(x, y)$, (8.75) in (8.25), (8.26), and additional programming is required to evaluate
the integrals in (8.50) which contain these terms. Since the $f_{n}(x, y)$ and $g_{n}(x, y)$ are polynomials, all of the required integrals are obtained as a linear combination of integrals of the form $\iint_{R} x^{p} y^{q}$ da so that very little extra computation is involved. Finally the eigenvalues of (8.48) or (8.49) are computed. When the zeros of a diagonal element, ${ }_{j k}$ with $j=k$ are to be found, $[A]$ and $[B]$ are both symmetric matrices and the eigenvalue-eigenvector subroutines in EHPOL are used. For the zeros of off-diagonal elements of the admittance natrix, $[A]$ and $[B]$ are asymmetrical, and the $Q R$ method (11) for general real matrices is then used to find the eigenvalues of $\left(B^{-1}\right)(A)$. The second computer program, in which the region $R$ is divided into triangular sub-regions, with an nth order polynomial approximation to the potential in each triangle, is a modified version of the finite element program described in (55), (61). This program can be used in its original form to compute the poles of the admittance matrix, since $u(x, y)=v(x, y)$ satisfies homogeneous Dirichlet boundary conditions on $\mathrm{C}_{2}+\mathrm{C}_{\mathrm{j}}+\mathrm{C}_{\mathrm{k}}$. Since the expansion functions $f_{i}(x, y), g_{i}(x, y)$ are piecewise polynomials satisfying (8.65), these constraints are satisfied simply by setting the coefficients $c_{i}, d_{i}$ corresponding to node points on $C_{2}+C_{j}+C_{k}$ to zero. When the zeros of an admittance matrix term $y_{j k}=y_{k j}$ are to be computed, the coefficients $c_{i}$ corresponding to node points on $G_{j}$ are constrained to be equal, and those corresponding to node points on $C_{k}$ are zero; the coefficients $d_{i}$ corresponding to node points on $\mathrm{C}_{\mathrm{k}}$ are constrained to be equal, and those corresponding to node points on $C_{j}$ are set to zero. Since the existing program contains all of the programming necessary to
compute the integrals (8.50), the modifications required to compute the zeros of $y_{j k}$ are fairly trivial. When the zeros of a diagonal element $y_{j j}$ are required, the matrices $[A]$ and $[B]$ in (8.48), (8.49) are symmetrical, and the eigenvalues are computed by using the package of subroutines in (61). When the zeros of an offdiagonal element are required, $[A]$ and $[B]$ are asymmetrical in general, and the $Q R$ method, (11), for general real matrices is then used to find the eigenvalues of $[B]^{-1}[A]$.

We now present the results obtained for the poles and zeros of the admittance matrix elements for the network of Fig. 8.2.

The results in Tables 8.6-8.9 show the eigenvalues obtained by using the modified version of the program MPOL, with the potential functions over the entire region $R$ approximated by polynomials of order 5 to 8. The poles and $\operatorname{zeros}\left(s_{i}\right)$ are obtained from the eigenvalues $\lambda_{i}$ by using the relation $\lambda_{i}=-s_{i} R C$, where $R$ and $C$ are the resistance in ohms/square of the resistive layer, and the capacitance per unit area between the resistive layer and the ground plane respectively.

The corresponding eigenvalues obtained by using the modified finite-element program (61) are shown in Tables $8.10=$ 8.13. The resistive sheet was divided into seven triangular subregions $2 s$ shown in Fig. 8.2, and polynomials of order 2 to 4 were used in each triangle.

The results obtained for the poles and zeros of the diagonal
elements $\mathrm{y}_{11}$ and $\mathrm{X}_{22}$ will be considered first.
Since the potential functions were constrained to satisfy the appropriate Dirichlet boundary conditions, the eigenvalues obtained are greater than or equal to the exact values. It is seen

IABLE 8.6 APPROXIMATE EIGENVALUES CORRESPONDING 10 THE POLES CF THE ACMITT ANCE MATRIX FOR A LINEAKLY TAPERED RC LINE - FROM PROGRAM ETPOL.
THE DINENSICNS OF THE LIME ARE GIVEN IN FIG. 8.2. DEG = $\subset E G R E E$ OF POLYNOMIAL USED TO APPROXIMATE THE FCTENTIAL IN TFE RESISTIVE LAYER
THE POLES, $S_{i}$, ARE RELATED TD THE EIGENVALUES, $\lambda_{i}$, BY EQUAT ICN (8.13)

| N | DEG | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| , |  | 8.12861 | 8.04002 | 7.98374 | 7.54715 |
| 2 |  | 31.4263 | 21.1101 | 30.8885 | 30.7894 |
| 3 |  | 46.1805 | 45.1892 | 44.9E50 | 44.8767 |
| 4 |  | 83.5809 | 68.7177 | 68.1tC6 | 67.3885 |
| 5 |  | 114.731 | 96.6163 | 92.4565 | 91.4197 |
| 6 |  | 160.021 | 124.022 | 113.275 | 112.514 |
| 7 |  | 189.460 | 159.179 | 127.685 | 125.264 |
| 8 |  | 220.178 | 208.315 | 169.744 | 158.573 |
| 9 |  | 331.031 | 271.937 | 203.484 | 176.381 |
| 10 |  | 476.592 | 322.413 | 248.338 | 208.310 |
| 11 |  |  | 366.301 | 267.784 | 234.281 |
| 12 |  |  | 377.591 | 340.250 | 267.325 |
| 13 |  |  | 523.459 | 430.573 | 3 C 8.286 |
| 14 |  |  | 728.930 | 505.262 | 372.228 |
| 15 |  |  | 984.932 | 562.072 | 412.668 |
| 16 |  |  |  | 583.205 | 426.445 |
| 17 |  |  |  | 732.357 | 521.277 |
| 18 |  |  |  | 783.727 | 652.373 |
| 19 |  |  |  | 1072.50 | 752.750 |
| 20 |  |  |  | 1407.61 | E02.156 |
| 21 |  |  |  | 1823.4 C | 886.472 |
| 22 |  |  |  |  | 1003.25 |

TAELE 8.7 APPRDXIMATE EIGENVALUES CORRESPONDING TO THE ZERCS DF THE ADMITTANCE MATRIX ELEMENT YII FOR A LINEARLY TAPEREE RC LINE - FROM PROGRAM EHPOL. THE DIMENSICNS OF THE LINE ARE GIVEN IN FIG. 8.2. DEG $=$ LEGREE OF POLYNOMIAL USED TO APPROXIMATE THE fGTENTIAL IN THE RES ISTIVE LAYER
the zercs, $S_{i}$, are related to the eigenvalues, $\lambda_{i}$, by EQUATICN (8.13)

| $N$ | DEG | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 4.233907 | 4.232570 | 4.232248 | 4.232135 |
| 2 | 22.4235 | 22.2594 | $22.24 C 3$ | 22.2351 |
| 3 | 41.4555 | 41.1460 | 40.8533 | 40.8485 |
| 4 | 62.7522 | 59.0088 | 58.3502 | 58.2480 |
| 5 | 111.548 | 81.2114 | 80.4062 | 78.6539 |
| 6 | 154.649 | 121.859 | 112.684 | 110.8974 |
| 7 | 170.481 | 124.849 | 118.442 | 115.981 |
| 8 | 210.193 | 202.058 | 141.267 | 139.649 |
| 9 | 330.773 | 268.649 | 201.640 | 176.630 |
| 10 | 403.213 | 302.354 | 206.562 | 195.633 |
| 11 | 475.680 | 342.775 | 248.644 | 22.4 .856 |
| 12 |  | 377.354 | 325.647 | 234.473 |
| 13 |  | 523.400 | 429.446 | 307.254 |
| 14 |  |  | 723.937 | $490.15 C$ |
| 15 |  | 736.260 | 534.369 | 372.578 |
| 16 |  |  | 984.951 | 562.925 |
| 17 |  |  | 732.144 | 424.6594 |
| 18 |  |  | 783.641 | 483.563 |
| 19 |  |  |  | 1072.30 |
| 20 |  |  |  | 1240.77 |
| 21 |  |  |  | 1407.74 |
| 22 |  |  |  | 1823.40 |

TABLE 8.8 APPROXIMATE EIGENVALUES CORRESPONDING TO THE LEROS OF THE ADMITTANCE MATRIX ELEMENT YZ2 FOR A LINEARLY TAPEREO RC LINE－FROM PROGRAM EHPOL． THE OIMENSIONS OF THE LINE ARE GIVEN IN FIG．B．2． DEG＝DEGREE OF POL YINOMIAL USED TO APPROXIMATE THE POTEINTIAL IN THE RESISTIVE LAYEK THE ZEROS．S ${ }_{i}$ ，ARE RELATED TO THE EIUEVVALUES，$\lambda_{i}$ ，BY EQUATION（8．13）

| N | DEG | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  | $0.873 ッ 07$ | 0.85682 | 0.845716 | 0.838447 |
| 2 |  | 17.0822 | 16.8661 | 16.75508 | 16.6814 |
| 3 |  | 43.4344 | 42.4803 | 42.7 ¢535 | 42.7892 |
| 4 |  | 53.7772 | 49.7216 | 49.22308 | 48.9116 |
| 5 |  | 113.212 | 87.6061 | 86.11484 | 84.9741 |
| 6 |  | 115.654 | 113.018 | 97.27345 | 96.4706 |
| 7 |  | 164.703 | 124.244 | 119.3857 | 117.253 |
| ¢ |  | 210.803 | 137.058 | 151.8447 | 148.037 |
| 9 |  | 331.031 | 213.598 | 199.7081 | 159.997 |
| 10 |  | 476.572 | 261.303 | 206.1948 | 193.334 |
| 11 |  | 640.639 | 340.898 | 248.4939 | 232.744 |
| 12 |  |  | 377.236 | 309.2218 | 239.178 |
| 1.3 |  |  | b23．＋14 | 357．9057 | 307.186 |
| 14 |  |  | 763.849 | $442.3 c^{\prime}+2$ | 330.375 |
| 15 |  |  | $984 . y 31$ | دく2．6くう7 | 372.425 |
| 16 |  |  | 1162.44 | 562.5322 | 424.481 |
| 17 |  |  |  | 732.1293 | 453.972 |
| 18 |  |  |  | 783.0812 | 500.569 |
| 1ヶ1 |  |  |  | 1072.887 | 603.807 |
| 201 |  |  |  | 1407．61．8 | 771.009 |
| 21 |  |  |  | 1823.399 | 802．523 |
| 22 |  |  |  | 1947.645 | 1312.35 |

TABLE ס.9 APPROXIMATE EIGENVALUES CORRESPONUINO TO THE ZEROS OF THE ADMITTANCE MATRIX ELEMENT YIZ FOR A LINEARLY TAPERED RS LINE - FROM HROGRAY EHROL. THE DIMENSIONS UF T te LINE ARE GIVEN IN FIG. B. 2. DEG = DEGREE OF PULYNOMIAL USEO TO APFROXIMATE THE POTFNTIAL I I TIUE RESISTIVE LAYER
THE CEROS, $S_{i}$, ARE RELAIEO TO THE EIGENVALUES, $\lambda_{j}$; BY
EQUATION (8.13)

| N | 066 | 4 |  |
| :---: | :---: | :---: | :---: |
|  |  | REAL | INAGINARY |
| 1 |  | -25.015 | 21.6342 |
| 2 |  | - 25.0155 | - 61.6342 |
| 3 |  | 12.0620 | 51.1533 |
| 4 |  | 12.0020 | -51.1533 |
| 5 |  | 53.0249 |  |
| 6 |  | 115.919 |  |
| 7 |  | $194.8 \%$ |  |


| N1 | $j$ |  | 6 |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 2F.AL | [GAG1.VARY | KEAL | IHAGGIVARY |
| 1 | 43.3456 |  | +3.1〕7U |  |
| 2 | -45.0630 |  | -36.7424 | C7.8279 |
| 3 | -21.6834 | 30.4164 | -56.7424 | -27.8279 |
| 4 | -? 1.6034 | -30.4104 | 87.9467 |  |
| 5 | 27.3290 | 73.5411 | -9.6275 | 70.3006 |
| 6 | 27.3290 | -73.5417 | -9.6275 | - 40.3006 |
| 7 | 114.281 |  | 44.9131 | 92.3616 |
| 8 | 153.074 |  | 44.9131 | -92.3616 |
| 9 | 208.169 |  | 123.930 |  |
| 10 | $331.0<9$ |  | 204.861 |  |
| 11 | 476.563 |  | 275.549 |  |
| 12 |  |  | 336.742 |  |
| 13 |  |  | 377.265 |  |
| 14 |  |  | 523.524 |  |
| 15 |  |  | 728.837 |  |
| 16 |  |  | 984.929 |  |

TAPGE \&.JO APPROXIMATE EIGENVALULS CORRESPONDING TO THE POLES UF THE ADNITTANCF MATHIX FUR A LINEARLY TAPERED RC LINE - FQOA FINYTE ELEMENT PROGRAM.
NFIT = DEGREE OF POLYNUMIAL USEU IO APPROXIMATE THE POTENTIAL IN EACH TRIANGULAR KEOIDN (FIG. 8.2) THE POLES, $S_{i}$, ARE XELATED TO THE EIGEVVALUES, $\lambda_{i}$, BY

EQUATION (8.13)

| N | NFIT? | 3 | 4 |
| :---: | :---: | :---: | :---: |
| 1 | 7.94570 | 7.89238 | 7.87061 |
| 2 | 32.1244 | 30.724 ? | 30.6013 |
| 3 | 50.7615 | 45.3918 | 44.1769 |
| 4 | 76.2957 | 68.7300 | 67.2224 |
| 5 | 114.049 | 42.9073 | 90.3687 |
| 6 | 152.571 | 122.088 | 112.370 |
| 7 | 196.023 | 139.587 | 126.487 |
| 8 | 256.461 | 173.862 | 156.672 |
| 9 | 285.549 | 188.586 | 175.649 |
| 10 | 353.138 | 230.401 | 202.707 |
| 11 | 466.977 | 278.357 | 235.534 |
| 12 | 599.135 | 294.211 | 255.065 |
| 13 | 631.302 | 343.705 | 278.714 |
| 14 | 905.759 | 428.061 | 324.203 |
| 15 | 1216.30 | 439.912 | 342.299 |
| 10 | 3174.21 | 306.293 | 379.507 |
| 17. |  | 572.559 | 391.289 |
| 18 |  | 630.481 | $432 \cdot 147$ |
| 19 |  | 710.552 | 453.167 |
| 20) |  | 772.523 | 542.255 |

TAHLE B.1I APPRUXIMATE EIGENVALUES CORZESPONDING TO THE ZEROS OF THE ADMITTANCE MATRIX ELEMENT YII FOR A LINEARLY TAPEREO RC LINE - FROM FINITE ELEMENT PROGRAM. NFIT = DEGREE OF FOLYINMIAL USED TO AHPROATMATE THE

POTENTIAL II FACH TRIANGULAK REGION (FIG. B. 2) THE LEROS, $S_{1}$, AKE RELATEO TO THE EIGENVALUES, $\lambda_{i}$, BY

EQUATION (8.13)

| N | ivf IT 2 | 3 | 4 |
| :---: | :---: | :---: | :---: |
| 1 | 4.24071 | 4.23213 | 4.23205 |
| 2 | 22.7458 | 22.2558 | 22.2313 |
| 3 | 45.5731 | 41.2930 | 40.8599 |
| 4 | 94.7819 | 59.0019 | 58.2653 |
| 5 | 94.3366 | 31.0506 | 78.3017 |
| 6 | 146.912 | 115.415 | 111.115 |
| 7 | 165.548 | 127.047 | 116.956 |
| 8 | 223.577 | 1b7.513 | $137.9+1$ |
| 9 | 265.978 | 183.482 | 173.917 |
| 10 | 341.503 | 210.189 | 189.521 |
| 11 | 378.273 | 258.941 | 220.054 |
| 12 | 494.307 | ç0.1c1 | 241.186 |
| 13 | 501.234 | 343.250 | 277.150 |
| 14 | 780.539 | 371.884 | 298.294 |
| 15 | 1040.26 | 432.940 | 331.300 |
| 16 | 1270.97 | 492.014 | 365.459 |
| 17 | 3207.31 | 508.944 | 382.665 |
| 10 |  | 605.144 | 425.557 |
| 19 |  | ロサ5.194 | 434.389 |
| 20 |  | 765.190 | 495.969 | ZEROS OF THE ADMITTANCE MATRIX ELEMENT YZZ FOR A LINEARLY TAPEREU RC LINE - FROM FINITE ELEYENT PROGRAM. NFIT = DEGREE OF POL_YNOMIAL USEU TO APPROXIMATE THE POTENTIAL IN EACH TRIANGULAR REGION (FIG. 8.2) THE ZEROS: $S_{i}$, ARE RELATED TO THE EIGEVVALUES, $\lambda_{i}$ : BY EQUATIUN (3.13)


| $N$ | NFII | $?$ | 3 |
| :---: | :---: | :---: | :---: |
| 1 | 0.843311 | 0.027508 | 4 |
| 2 | 16.8757 | 16.5913 | 16.533089 |
| 3 | 49.9712 | 43.2464 | 42.8317 |
| 4 | 51.6778 | 49.1388 | 48.5220 |
| 5 | 113.259 | 86.7539 | 85.4801 |
| 6 | 121.315 | 98.7780 | 95.0693 |
| 7 | 183.157 | 131.012 | 119.869 |
| 8 | 228.133 | 102.707 | 147.133 |
| 9 | 271.634 | 176.934 | 157.513 |
| 10 | 287.534 | 216.767 | 187.777 |
| 11 | 360.389 | $255.83 y$ | 225.008 |
| 12 | 467.314 | 294.164 | 239.020 |
| 13 | 607.647 | 342.605 | 261.887 |
| 14 | 631.374 | 407.579 | 302.833 |
| 15 | 905.769 | 430.093 | 324.215 |
| 16 | 1217.10 | 471.691 | 356.137 |
| 17 | 3174.29 | 550.678 | 391.287 |
| 18 |  | 613.398 | 417.315 |
| 19 |  | $638.24 y$ | 450.129 |
| 20 |  | 720.559 | 504.536 |
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TABLE 8.13 APPROXIMATE EIGENVALUES COKRESPONDING TO THE ZEROS OF THE ADMITTANCE MATRIX ELEMENT YIZ FOH A
LINEARLY TAPEREO RC LINE - FROM FINITE ELEMENT PROGRAM. NFIT = DEGKEE OF POLYNOMIAL USEO TO APPROXIMATE THE POTENTIAL IN EACH TRIANGULAR REGION (FIG. B. Z) THE ZEROS, $S_{i}$, ARE RELATED TO THE EIGENVALUES, $\lambda_{i}$, by EQUATION (8.13)

| $1 \downarrow$ | 2 |  | 3 |  |
| :---: | :---: | :---: | :---: | :---: |
|  | RFAL | Imat Intary | REAL | IMAGINARY |
| 1 | 50.1701 |  | $+3.5 \cup 20$ |  |
| 2 | -51.1525 | 65.4668 | 85.8418 |  |
| 3 | -51.1525 | -65.4568 | 127.450 | , |
| 4 | 118.047 |  | -146.835 |  |
| 5 | 171.079 |  | -26.1047 | 156.536 |
| 6 | $-2.4 .6380$ | 195.080 | $-26.1047$ | $-156.536$ |
| 7 | -24.5380 | $-195.080$ | 137.809 | 7.25718 |
| 8 | -131.644 | 161.026 | 187.809 | -7.25718 |
| 9 | -131.644 | -101.026 | 290.542 |  |
| 10 | 272.202 |  | -314.306 | 39.4208 |
| 11 | 319.339 |  | -314.305 | -39.4208 |
| 12 | 441.554 |  | 337.621 |  |
| 13 | 649.071 |  | 385.982 |  |
| 14 | 765.132 | 345.998 | -39.6328 | 400.937 |
| 15 | 765.182 | -345.996 | -39.6323 | -400.987 |
| 16 | 853.152 |  | 263.203 | 313.590 |
| 17 | 2872.45 |  | 263.203 | $-313.590$ |
| 18 |  |  | 476.105 | 12.7057 |
| 19 |  |  | 476.106 | -12.7057 |
| 20 |  |  | 703.50 c | 44.3550 |
| 21 |  |  | 703.502 | -44.3550 |

from the tables that the eigenvalues decrease as the polynomial order increases. The smaller eigenvalues are generally more accurate than the larger ones, since the eigenfunctions corresponding to the larger eigenvalues are required to be orthogonal to each of the eigenfunctions corresponding to the smaller eigenvalues, and the smallest eigenvalue is the minimum value of the functional $F_{q}(u, v)$. A comparison between the results obtained with the two different types of polynomial approximations may be made with the same order of matrix eigenvalue problem in both cases. For example, the number of eigenvalues obtained by using program EHPOL with a polynomial of degree 6 is one less than the number of eigenvalues obtained by using the finite element method with polynomials of degree 2 in aach of the seven triangular regions. A direct comparison of these two sets of results shows that most of the eigenvalues obtained by the former method are less than those obtained by the latter method. Since the approximate eigenvalues are greater than or equal to the exact eigenvalues, this observation tends to support the view that better accuracy is usually obtained if the potential is approximated by a high order polynomial over the entire region instead of lower ordor polynomials in several subregions. However, a disadvantage of the former method is that for polynomials of high order it is more difficult to obtain accurate numerical solutions of the eigenvalue problem $[A-\lambda B] c]=0$ because of the accumulation of rounding errors during the computation. The results in Tables 8.6 8.9 were obtained by using single precision arithmetic on a GDC 6400 computer, which gives an accuracy of about 14 significant
figures for each arithmetic operation. An attempt was then made to solve the same eigenvalue problems with polynomials of order seven or greater, on an IBM 7090 computer, which performs single precision arithmetic operations with an accuracy of about 8 significant figures. This attempt failed because it was found that a negative diagonal element occurred during the Choleski decomposition (10), (53), of the [B] matrix into upper and lower triangular factors. Since the $[B]$ matrix is known to be positive definite for this class of problems, a negative diagonal element can only occur as a result of rounding errors during the computation. A similar problem was encountered previously when using polynomial approximations to solve one-dimensional eigenvalue problems. Thus the finite element methodis generally preferable to the polynomial approximation method since it is less susceptible to loss of numerical accuracy due to rounding errors.

We now consider the eigenvalues obtained for the zeros of the admittance matrix element $\mathrm{y}_{12}$ (Tables 8.9 and 8.13). In contrast with the previous results where the eigenvalues are all positive and real, we, find that negative and complex eigenvalues are al obtained. However, as the polynomial order increases it is seen that the positive real eigenvalues tend to decrease in magnitude, and each one appears to be approaching a different limiting value. The negative and complex eigenvalues appear to be increasing in modulus as the polynomial order increases, and they do not appear to be approaching any limiting value. This type of behaviour has been observed in connection with the solution of a somewhat simpler eigenvalue problem (14), p148-150, i.e. when the potential functions are not constrained to satisfy
all of the boundary conditions it is possible to obtain extraneous eigenvalues whose eigenfunctions do not approximately satisfy the boundary conditions of the problem. A comparison of the results obtained by using the two different types of polynomial approximations shows that the smaller positive real eigenvalues are in close agreement, whereas the negative and complex eigenvalues are quite different. It is therefore concluded that only the small positive real eigenvalues obtained for $y_{12}$ are accurate, while the negative and complex eigenvalues are extraneous and should be ignored. It should also be realized thet if it is desired to compute the admittance parameters at low frequencies, then it is only necessary to consider the smaller eigenvalues, (poles and zeros), in the product form expansion. In any case it is seen that the larger poles and zeros are approximately equal and their effects would tend to cancel one another at low frequencies. The poles and zeros obtained by a one-dimensional analysis of the linearly tapered network Fig. 8.2 differ considerably from those obtained from the two-dimensional analysis. The onedimensional results are given in Chapter 3, Tables 3.4-3.6. The smallest poles and zeros differ by about 10 percent, while there are larger differences between the larger polos and zeros. The eigenvalues obtained from the one-dimensional analysis are all greater than those corresponding eigenvalues obtained by the twodimensional analysis. : In addition, the zeros of the off-diagonal elements $y_{12}$ obtained by the one-dimensional analysis are all at infinity, while the two-dimensional analysis yields some zeros on the negative real axis of the complex frequency plane. However, these finite zeros have only a small effect on the input/
output characteristics of the network at low frequencies since they are very nearly coincident with poles of the admittance matrix. There will still be considerable differences between the admittance parameters obtained by one and two dimensional analyses, because of the differences between the zero frequency parameters and the smaller poles and zeros.

We now wish to calculate the poles and zeros of the admittance matrix of a rectangular structure "a" units long and "b" units wide, with the input/output ports occupying the two ends of width "b". The admittance matrix of this structure is easily shown to be (1), pp 243-245 and.pp.7-9.

$$
[Y]=\frac{b \gamma}{r}\left[\begin{array}{r:c}
\operatorname{coth} \gamma a & -\operatorname{csch} \gamma_{a}  \tag{8.85}\\
-\operatorname{csch} \gamma_{a} & \operatorname{coth} \gamma_{a}
\end{array}\right]
$$

where

$$
\gamma=\sqrt{\operatorname{src},} \text { and } r \text { and } c \text { are the resistance and cap- }
$$ acitance per unit area respectively. It is assumed, as is usual in transmission line theory that no lateral variations in voltage can occur. It is easily verified that the poles of $[Y]$ are given by

$$
\begin{equation*}
s=p_{n}=-\frac{n^{2} \pi^{2}}{a^{2} r c} \tag{8.86}
\end{equation*}
$$

and the zeros of $y_{11}=y_{22}$ are

$$
\begin{equation*}
s=z_{n}=-\frac{(2 n-1)^{2} \pi^{2}}{a^{2} r c} \tag{8.87}
\end{equation*}
$$

while $\mathrm{y}_{12}=\mathrm{y}_{21}$ has no finite zeros.
However, if one obtains the poles and zeros by solving the appropriate boundary value problems, the eigenvalues and eigenfunctions corresponding to the poles are found to be

$$
\lambda_{n, m}=\frac{1}{r c}\left(\frac{n^{2} \pi^{2}}{a^{2}}+\frac{m^{2} \pi^{2}}{b^{2}}\right)
$$

and
for

$$
\begin{aligned}
& \mathrm{n}=1,2 \ldots \\
& \mathrm{~m}=0,1 \ldots
\end{aligned}
$$

Clearly the poles (8.86) correspond to the eigenvalues and eigenfunctions of (8.88) with $m=0$, i.e. the poles given by (8.86) coirespond only to the eigenfunctions with no lateral (y) variation.

The eigenvalues and eigenfunctions corresponding to the zeros of $y_{11}=y_{22}$ are

$$
\lambda_{n, 0}=\frac{1}{r c} \frac{(2 n-1)^{2} \pi^{2}}{4 a^{2}}
$$

and

$$
\psi_{n, 0}(x, y)=\cos \frac{(2 n-1) \pi}{2 a} \cdot x
$$

for

$$
n=1,2 \ldots
$$

$$
\begin{equation*}
\lambda_{n, m}=\frac{1}{r c}\left[\frac{n^{2} \pi^{2}}{a^{2}}+\frac{m^{2} \pi^{2}}{b^{2}}\right] \tag{8.90}
\end{equation*}
$$

and

$$
\psi_{n, m}(x, y)=\sin \frac{n \pi}{a} \cdot x \cos \frac{m \pi}{b} y
$$

for $\quad n=1,2,3-\cdots$
and $\quad m=1,2,3-\cdots$

The eigenvalues and eigenfunctions corresponding to the zeros of $y_{12}=y_{21}$ are also given by ( 8.90 ). Clearly the zeros (8.87) correspond to the eigenvalues and eigenfunctions of (8.89) i.e. the eigenvalues and eigenfunctions given by (8.87) correspond only to the eigenfunctions with no lateral ( $y$ ) variation.

We note that the zeros of $y_{i j}$ given by $(8,90)$ exactly cancel the poles corresponding to $m>0$ in ( 8.88 ), so that the remaining poles and zeros of the admittance parameters are given by (8.86), (8.87).

The eigenvalues corresponding to the poles and zeros of a rectangular $R C$ structure with length $a=1$ and width $b=1 / 9$ are given in Tables $(8.14)-(8.16)$. These values were obtained from ( 8.88 ) - $(8.90)$ where the rc product is assumed to be unity. Approximate solutions were also obtained by using polynomials of order 4 to 6 to approximate the potential functions $u(x, y)$ and $\mathrm{v}(\mathrm{x}, \mathrm{y})$ over the entire rectangle $i .0$. the modified version of the program EHPOL was used. The numerical results are shown in Tables 8.17-8.19. In addition, solutions were also obtained by using the finite element program with the rectangle divided into 6 identical right angled triangles. The numerical results obtained with polynomials of order 2 to 4 are shown in Tables 8.20-8.22.

TABLE B. 14 EXACT EIGENVALUES CORRESPONDING TO THE POLES OF THE ADAITTAVCE MATRIX FUR A UVIFORM RC LINE. LENGTH OF LINE $=1$, WIUTH $=1 / 4$. M AND N ARE MODE NUMロERS.
THE POLES, $S_{i}$, ARE PELATED TO THE EIGENVALUES, $\lambda_{i}$, BY
EQUATIUN (8.13).

| $N_{i}$ | $N$ | 0 | 1 |
| :---: | :---: | :---: | :---: |
| 1 | 9.85400 | 309.307 | 3207.62 |
| 2 | 39.4784 | 838.910 | 3237.23 |
| 3 | 82.8264 | 808.204 | 3286.57 |
| 4 | 157.913 | 857.351 | 3335.60 |
| 5 | 246.740 | 1046.17 | 3444.49 |
| 6 | 355.305 | 1154.14 |  |
| 7 | 433.610 |  |  |
| 8 | 631.654 |  |  |
| 9 | 799.437 |  |  |
| 10 | 986.900 |  |  |

TABLE 8.15 EXACT EISENVALUES CORRESPONDING TO THE ZEROS OF THE ADMITTANCE MATRIX ELEMENT Yll FOK A UNIFORM RC LINE.
LENGTH OF LINE $=1$, WIDTH $=1 / 9$. M AND N ARE MODE NUMOERS. THE ZEROS, $S_{i}$, AKE RELATED TO THE EIGENVALUES, $\lambda_{i}$, By

EQUATION (2.13).

| $M$ | $N$ | 0 | 1 |
| :---: | :---: | :---: | :---: |
| 1 | 2.46740 | 804.307 | 3207.62 |
| 2 | 22.2060 | 834.910 | 3637.23 |
| 3 | 61.5850 | 835.264 | 3686.57 |
| 4 | 120.902 | 957.351 | 3355.60 |
| 5 | 199.859 | 1046.17 | 3444.47 |
| 6 | 298.555 | 1154.74 |  |
| 7 | 416.990 |  |  |
| 8 | 555.165 |  |  |
| 9 | 713.078 |  |  |

TABLE K. 16 EXACT EIGENVALUES CORRESPONDING TO THE ZEROS OF THE AUMITTANCE MATRIX ELEMENT YIZ FUR A UNIFORM RC LINE.
LENGTH OF LINE $=1$, WIDTH $=1 / 9$.
$M$ ANO $N$ ARE MODE NUWGERS.
THE ZEROS, $S_{i}$ " ARE DELATEO TO THE EIGENVALUES, $\lambda_{i}$. BY
EQUATION (8.13).

| $M_{M}$ | $N$ | 1 |
| :---: | :---: | :---: |
| 1 | 809.307 | 2201.62 |
| 2 | 838.916 | 3237.23 |
| 3 | 838.264 | 3206.57 |
| 4 | 927.351 | 3353.66 |
| 5 | 1046.17 | 3444.49 |
| 6 | 1154.74 |  |
| 7 |  |  |
| 8 |  |  |

TABEE B． 17 APPROALMATE EIGENVALUES COKRESPONDING TO THE POLES OF THE ADMITTANCE MATRIX FOR A UVIFORIA KC LINE－ FROM FROGRAM EHPUL．
LENGTH OF LINE $=1$ ，WIDYH $=1 / 9$ ．
DEG＝DEGREE OF OULYUMLHL USED TO APPROXIMATE THE POTENTIAL IN THE RESISTIVE LAYER．
THE POLES，$S_{i}$ ．ARE PELATED TO THE EIGR VVALUES，$\lambda_{i}$ ．BY
EQUATION（8．13）．

| M | 1）6 ， 4 | 5 | 6 |
| :---: | :---: | :---: | :---: |
| 1 | $9.8097+$ | 9． 56914 | 9.50960 |
| 2 | 42.0002 | 34.5024 | 39.5024 |
| 3 | 102.141 | 102.141 | 37.4277 |
| 4 | 952．000 | 201.121 | cul．04y |
| 5 | 1014.00 | 009.835 | 3サ4．9゙5 |
| 6 | 4070.00 | 1013.97 | 809.835 |
| 7 |  | 1．074．04 | $34+0.532$ |
| 8 |  | 4870.00 | 1074.61 |
| 9 |  | 4400.74 | 1153.96 |
| 10 |  | 13187.3 | 32.51 .30 |
| 11 |  |  | 4887.13 |
| $1 c^{2}$ |  |  | 4908.5 |
| 13 |  |  | 13772.6 |
| $1 \cdot 4$ |  |  | 13805.3 |
| 15 |  |  | 30776.1 |
| 16 |  |  |  |
| 17 |  |  |  |

TABLE 8.18 ADPROXIMATE EIGENVALUES CORRESPONDING TO THE ZEROS OF THE ADMDTTANCE MATRIX ELEMENT，YII，FOR A UNIFORM RC LINE－FQUM FROGKAMEMBOL E LENGTH OF LIIE $=1$ ，WIOTM $=1 / 9$ ．
DEG＝DEGREE OF POLYNUHIAL USEO TO APPROXIVATE THE
POTENTIAL IN THE RESISTIVE LAYER．
THE ZEROS．$S_{i}$ ，ARE RELATED TO THE EIGENVALUES？$\lambda_{i}$ ，BY
EQUATION（ध．13）．

| N | OEC ${ }^{\text {a }}$ | 5 | 6 |
| :---: | :---: | :---: | :---: |
| 1 | 2.40740 | $2.467+0$ | 2.40740 |
| 2 | 22.3217 | 22．2134 | C2．2050 |
| 3 | 69.4050 | 53.0370 | 51.8027 |
| 4 | 265.875 | 140.308 | 128.863 |
| 5 | 982.000 | 240.590 | C以0．414 |
| 6 | 1014.00 | ロレツ．335 | 507．834 |
| 7 | 4870.00 | 1614.00 | 840.457 |
| 8 |  | $107+0.5$ | 1673.95 |
| 9 |  | 4070.00 | 1139.60 |
| 10 |  | 4900.69 | 1．2U5．4？ |
| 11 |  | 13787.2 | $3<31.30$ |
| 12 |  |  | 4 がア．45 |
| 13 |  |  | 4908.74 |
| 14 |  |  | 13770.4 |
| 15 |  |  | 13804.0 |
| 10 |  |  | 30740.5 |

TABLE \& . 19 APPROXJMATE EIGETVALUES CURRESPONDING TO THE ZEROS OF THE ADIITTANCE MATKIX ELEMENT, YIZ, FOR A UNIFORM RC LINE - FRUM PROGRAM EHPOL. LENGTH OF LINE $=1$, WIOTH $=1 / 9$.
DEG = DEGGREE OF PULYNOMIAL USEO TO APPROXIMATE THE POTENTIAL LiN IHE KESISTIVE LAYEK. THE LEROS, $S_{i}$, ARE RELATED TO THE EIGEVVALUES, $\lambda_{i}$, BY EQUATION (9.13).

| N | 4 |  | 5 |  |
| :---: | :---: | :---: | :---: | :---: |
|  | RFAL | TMAGINARY | R'GAL | IMAGINARY |
| 1 | $-35.3709$ | 23.015 | -59.7c7' |  |
| 2 | $-35.3704$ | -23.0155 | -37.2101 | b2.3331 |
| 3 | 11.3753 | 52.1782 | -37.2101 | -5c.3331 |
| 4 | 11.3553 | -52.1782 | $32.1 \pm 76$ | 75.6736 |
| 5 | 932.000 |  | 32.1976 | $-35.0736$ |
| 6 | 1014.00 |  | 809.835 |  |
| 7 | 4870.00 |  | 1014.00 |  |
| 8 |  |  | 1074.04 |  |
| 9 |  |  | 4070.00 |  |
| 10 |  |  | 4500.75. |  |
| 11 |  |  | 13787.3 |  |


| N1 | 6 |  |
| :---: | :---: | :---: |
|  | RFAL | IMAGLNAKY |
| 1 | -73.35! | 31.3763 |
| 2 | -73.3509 | -31.5763 |
| 3 | -29.5407 | 84. $2>63$ |
| 4 | -29.6907 | -84.2903 |
| 5 | 60.1119 | 56.0467 |
| 6 | 60.1119 | -y8.0467 |
| 7 | 809.334 |  |
| 8 | 840.488 |  |
| 9 | 1074.00 |  |
| 10 | 1154.34 |  |
| 11 | 3231.22 |  |
| 12 | $4 \times 94.98$ |  |
| 13 | 4907.80 |  |
| 14 | 13765.3 |  |
| 115 | 13801.9 |  |
| 116 | 30705.17 |  |

TABLE A． 20 APPROXIMAIE EIGEMVALUES CORRESPONDING TO THE POLES OF THE AOMITTAMCE MARIX FOR A UNIFORM KC LINE－ FROM FIINITE ELEVENT HROGRAM．
LENGTH OF LIAE $=1$ ，WIDTH $=1 / 9$ ．
NFIT＝DEGREE OF FOLYNOMIAL JSED TO APQROXIMATE THE POTENTIAL LN EACH TRIAIVGULAR REGION．
The poles．$S_{i}$ ，4RE qELateo To The EIGE wVALuEs，$\lambda_{i}$ ，by
EQUATION（B．13）．

| N | NFTT 己 | 3 | 4 |
| :---: | :---: | :---: | :---: |
| 1 | 19.83454 | प्र．36y17 | $9.809+6$ |
| $c^{2}$ | 40.3143 | 34.5045 | 39.4881 |
| 3 | 90.0000 | 39．8ソリ | ¢8． 6 c77 |
| 4 | 204.577 | 102.343 | 15d． 236 |
| 5 | 388.234 | cos．4024 | c49．034 |
| 6 | 956.007 | 378.000 | 375.173 |
| 7 | 1006.13 | 736.634 | 321.451 |
| 8 | 1333.58 | 614.099 | 7 7ヨ．653 |
| 9 | 1501.09 | ¢57．723 | 809.830 |
| 10 | 1646.01 | y10．200 | 840．493 |
| 11 | 4929.80 | 1059．944 | $8 \pm 7.617$ |
| 12 | 5201.45 | 1151．14 | 919.172 |
| 13 | 5341.48 | 1647．73 | － 138.30 |
| 14 | 5727.03 | 1732.03 | 1085.95 |
| 15 | 5748.62 | 1482.23 | 1604.62 |

TABLÉ． 8.21 APPROXIMATE EIGENVALUES CORRESPONDING TO THE ZEROS OF THE ADNITTANCE MATRIX ELEMENT，YII，FOR A UNJFURM KC LINE－FRUM FINITE ELEVENT PROGRAM． LENGTH OF LJNE $=1$ ．WIOTH $=1 / 9$.
NFIT＝DEGREE OF POLYNOMIAL USEO TO APPROXIMATE THE POTENTIAI IN EACH TKIANGULAK REGION．
THE LEROS，S $\mathbf{i}^{\prime}$ ，ARE PELATEO TO THE EIGEVVALJES，$\lambda_{i}$ ，BY EQUATION（B．13）．

| N | NFIT？ | 3 | 4 |
| :---: | :---: | :---: | :---: |
| 1 | 2.40753 | c．40729 | 2.40714 |
| 2 | 22．366c | 22．20\％ | 22.2055 |
| 3 | 64.5146 | 61.0255 | 61.6890 |
| 4 | 144.294 | 122.612 | 120.997 |
| 5 | 285.345 | 209.752 | 200.781 |
| 6 | 490.637 | 331.864 | 303.507 |
| 7 | 457.549 | 589.312 | 438.643 |
| 8 | 1006.27 | 814.070 | 617.994 |
| 9 | 1341.53 | Sb7．635 | 809.835 |
| 10 | 1525.02 | 918.257 | 040.403 |
| 11 | 1725.66 | $929.0<6$ | 844.162 |
| 12 | 4446.82 | 1000.24 | 897.677 |
| 13 | 5215.51 | 1235.04 | 473.822 |
| 14 | 5357.15 | 1.403 .67 | 1053.95 |
| 15 | 5729.64 | 1754.57 | 1¢U4．bc |
| 16 | 5735.03 | 1．500．00 | 1＋17．3 |

TABLE 8.2Z APPRUAIMATE EIGENVALUES CORRESPONOING TO THE ZEROS OF THE ADMITTAVCE MATKIX ELEMENT, YIZ, FOR A UNIFURM RĆ LINE - FRUM FINITE ELEヒMENT DROGRAM. LENGTH OF LINE $=1$, WIUTH $=1 / 9$.
NFIT = DEGREE OF HOLYNOMIAL USEU TO APPROXIMATE THE fotential in fach triangular region. THE ZEROS, $S_{i}$, ARE RELATEO TO THE EIGEVVALUES, $\lambda_{i}$, BY EQUATIUN (B.13).

| iv | C |  | 3 |  |
| :---: | :---: | :---: | :---: | :---: |
|  | REAI | 1.aAgINAKY | रहAL | IMAG NARY |
| 1 | 5.56091 | - | 5.35203 |  |
| 2 | 51.7845 |  | 50.1350 |  |
| 3 | $-50.114 y$ | 108.356 | 142.745 |  |
| 4 | $-56.1149$ | $-108.350$ | -178.203 |  |
| 5 | 170.049 |  | 25.7y 7 | 247.953 |
| 6 | 428.557 |  | 25.7 ¢フ9 | $-247.953$ |
| 7 | 878.829 |  | 300.754 |  |
| $\underline{1}$ | 495.043 |  | 045.953 |  |
| 9 | 1236.13 | 45.3304 | $\bigcirc 10.723$ |  |
| 10 | 1280.13 | -95.3304 | 8 ¢6.899 |  |
| 11 | 1619.43 |  | 918.278 |  |
| 12 | 4188.93 |  | 1080.46 |  |
| 13 | 5071.64 |  | 1208.87 | 33.9042 |
| 14 | 3300.69 |  | 1208.87 | $-33.9042$ |
| 15 | 5564.35 |  | 1776.24 | 94.3069 |
| 16 | 5753.62 |  | 1776.24 | -94.3069 |


| N | 4 |  |
| :---: | :---: | :---: |
|  | PᄃAL | 1'MAGLMAPY |
| 1 | 5.5 ¢10 |  |
| c | 49.9504 |  |
| 3 | 139.070 |  |
| 4 | 276.818 |  |
| 5 | -211.706 | 101.978 |
| 6 | -211.706 | -101.478 |
| 7 | 195.705 | 411.225 |
| 8 | 1.95 .705 | $-411.225$ |
| $y$ | 483.799 |  |
| 10 | 791.705 |  |
| 11 | 810.308 |  |
| 12 | 841.564 |  |
| 13 | 897.703 |  |
| 14 | 973.187 |  |
| 15 | 1084.36 |  |
| 16 | 1204.63 |  |

Considering the results obtained from program EHPOL first, we see that the eigenvalues obtained for the zerus of $\mathrm{y}_{12}$ are all positive and real, except for some extraneous complex and negative real eigenvalues. The positive real eigenvalues are seen to be exactly (except for rounding errors) equal to a subset of the eigenvalues obtained for the poles of $Y$ and the zeros of $y_{11}$. The complex and negative eigenvalues are extraneous because they do not converge to a definite limit, as the polynomial degree increases, and they do not approximately satisfy the boundary conditions. It is interesting to note that the number of extraneous eigenvalues is exactly equal to the order of polynomial used. This was also found to be true for the linearly tapered RC network (Fig. 8.2) considered previously. In addition, the poles and zeros which do not cancel one another, approximate the solutions (8.86), (8.87). The remaining poles and zeros which are common to each $y_{i j}$ approximate the solutions given by (8.90).

Now considering the results obtained from the finite element program, we note that we do not get exact cancellation of the eigenvalues corresponding to laterally varying eigenfunctions. This is particularly noticeable for low order polynomial approximations; when higher order polynomials are used the poles and zeros corresponding to laterally varying eigenfunctions are almost exactly equal. This effect is believed to be due to the choice of triangular elements which are not positioned symmetrically with respect to the mid-point of the rectangle; all of the eigen functions have either even or odd symmetry about this point. In addition, we find that the eigenvalues obtained for the zeros of $\mathrm{y}_{12}$ include some extraneous eigenvalues which are positive and
real, and which appear to converge to some limiting value; as with previous solutions wə also obtain some extraneous complex eigenvalues. The extraneous positive real eigenvalues can only be positively isolated by examination of their eigenfunctions. Apart from the extraneous eigenvalues obtained with the two types of polynomial approximations, the remaining eigenvalues approximate the smaller eigenvalues (8.88) - (8.90) quite accurately. Thus we expect that the accuracy of the admittance parameters obtained from the product form expansion wodld be adequate at low frequencies.

Finally, we note that Silvester (62) has used the finite element method to analyse a rectangular structure having the same dimensions as that just considered. The network considered by Silvester was a lossless TEM mode transmission line, whereas we have considered a distributed RC line. The results obtained for one problem are directly applicable to the other problem, since the methods for transforming r-c admittance functions into l-c admittance functions can be used. For exampe, if an admittance function of a lossless l-c network is in the form of a partial fraction expansion

$$
\begin{equation*}
y_{i j}=\frac{1}{\mathrm{~L}_{0}}+\sum_{k=1}^{\infty} \frac{p}{p^{2}+\omega_{k}^{2}} \frac{1}{L_{k}} \tag{8.91}
\end{equation*}
$$

then if each inductance $L$ is replaced by a resistance $R$, the partial fraction expansion becomes

$$
\begin{equation*}
y_{i j}=\frac{1}{R_{0}}+\sum_{k=1}^{\infty} \frac{p}{p+\omega_{k}^{2}} \frac{1}{R_{k}} \tag{8.92}
\end{equation*}
$$

Thus the lo network has a pole of $y_{i j}$ at $p=0$ whereas the rc network as a transfer admittance $\frac{1}{R_{0}}$ between ports $i$ and $j$ at $p=0$. The lc network has imaginary finite poles at $p= \pm j \omega k$ whereas the ro network has real poles at $p={ }_{k}^{2}$. The numerical values of $L_{0}, L_{1}, L_{2}-\ldots, \omega_{1}{ }^{2}, \omega_{2}^{2} \ldots$ for the distributed lo network will coincide with $R_{0}, R_{1}, R_{2}--\omega_{1}^{2}, \omega_{2}{ }^{2} \ldots$ for the distributed rc network respectively if the inductance and capacitance of the former per unit area is equal to the resistance and capacitance of the latter.

The partial fraction expansions for the admittance matrix of a lossless planar-TEM mode network given by Silvester (62) are essentially equivalent to that given in Chapter 7 for distributed RC structures. Both expansions involve the eigenfunctions corresponding to poles of the network, and zero frequency potential functions satisfying Laplace's equation and boundary conditions of the form $\phi=1$ on one port and $\phi=0$ on the remaining ports.

For the rectangular structure just considered, Silvester calculated the admittance matrix elements $y_{11}$ and $y_{12}$ at frequencies up to the third pole. The finite element method was used to compute the poles and the residues of the partial fraction expansions, with the rectangle subdivided as previously discussed into 6 triangles, and with second order polynomials in each triangle. For frequencies up to the third pole it was claimed, (62), that $y_{11}$ and $y_{12}$ were accurate to four significant figures when compared with the exact solution obtained from a one-dimensional analysis. It was further claimed that for
frequencies beyond the third pole, inclusion of laterally varying eigenfunctions in the partial fraction expansion precludes detailed agreement with the one dimensional solution.

This latter statement is considered to be incorrect. From the analysis and results given here it is evident that the laterally varying eigenfunctions have no effect at all on the admittance matrix, since they correspond to poles and zeros which exactly cancel one another. This is equivalent to having residues which are exactly zero in the partial fraction expansions. The difference between the theoretical and numerical results observed by Silvester (62) is believed to be due to errors in the eigenvalues and eigenfunctions corresponding to poles greater than the third pole. These errors are primarily due to the approximation of the potential functions by polynomials, and in principle the errors can be made arbitrarily small by using higher order polynomials.

### 8.6 Conclusion

In this Chapter we have presented the theoretical basis of variational methods for obtaining the poles and zeros: and numerical values of the admittance matrix elements for a multiport distributed RC network.

Some numerical results were presented, with the potential functions approximated by polynomials or piecewise polynomials defined either by coefficients or the potential values at a set of node points. The examples chosen were such that polynomial approximations could be found to satisfy the appropriate Dirichlet boundary conditions on the imput/output ports. However, there are
no particular difficulties in solving problems where polynomials cannot be found to satisfy these boundary conditions. The main problem encountered with the methods used here is the isolation of extraneous eigenvalues when the zeros of off-diagonal elements of $[Y]$ are computed. The only satisfactory method of detecting these extraneous solutions seems to involve inspection of the corresponding eigenfunctions. Alternatively, it may be convenient with some problems to restrict the approximating functions to satisfy all of the boundary conditions which the exact solution must satisfy.

One aspect which has not been considered in detail is the relationship between the zeros of the admittance parameters which are obtained from partial fraction expansion as in Chapter 7, and those which are obtained by the direct methods presented in this Chapter. It is this author's conjecture that at least in the case Where the approximate potential functions satisfy the appropriate Dirichlet boundary conditions, and where these approximations are linear combinations of the same set of basis functions, then both methods should give identical results. A theoretical justification of this conjecture is not known. Some numerical computations which were performed suggest that this conjecture is correct, but it is difficult to obtain accurate solutions for the zeros from the partial fraction expansions. The main difficulties with the partial fraction expansion are in obtaining accurate eigen functions, and in the numerical solution of the polynomial whose roots are the zeros of the admittance matrix element. The direct methods for obtaining the poles and zeros by solving a matrix eigenvalue problem appear to be less subject to problems of numerical accuracy.

## Chapter 9

VARIATIONAL SOLUTIONS OF FIRST-ORDER DIHFERENTIAL EQUATIONS USING TRIANGLE FUNCTIONS

### 9.1 Introduction

The admittance parameters of a multiport distributed resistance capacitance network are obtained by solving the second order partial differential equation

$$
\begin{equation*}
\nabla^{2} \phi=\operatorname{sRC} \phi \tag{9.1}
\end{equation*}
$$

where
$R$ is the resistance per square of the resistance layer
$C$ is the capacitance per unit area between the resistive layer and the ground plane
$s$ is the complex frequency variable
and
$\nabla^{2}$ is the two-dimensional Laplacian operator.
In addition to satisfying (9.1) the potential in the resistive layer, $\varnothing(x, y)$, is also required to satisfy certain boundary conditions as previously discussed.

The second-order difforential equation (9.1) is equivalent to the set of coupled firstmorder differential equations (14) p. 162, (1) p. 242,

$$
\begin{align*}
-\nabla \phi & =R . \tilde{J} \\
\nabla . \tilde{J} & =-\operatorname{se\phi } \tag{9.2}
\end{align*}
$$

where
$\tilde{J}$ is the current density vector in the resistive layer ( amperes per unit width).

In cartesian coordinates, the system of equations (9.2) is

$$
\begin{gather*}
-\frac{\partial \phi}{\partial x}=R J_{x}  \tag{9.3}\\
-\frac{\partial \phi}{\partial y}=R J_{y}  \tag{9.4}\\
\frac{\partial J_{x}}{\partial x}+\frac{\partial J_{y}}{\partial y}=-\operatorname{sC\phi } \tag{9.5}
\end{gather*}
$$

Thus instead of attempting to solve the second-order differential equation (9.1) we may attempt to solve the firstorder system of differential equations (9.3) to (9.5).

One method of obtaining approximate solutions of the first-order system (9.3)-(9.5) is the method of Moments, (14), pp 126-128, and pp 162-166. In this reference, application of the method of Moments to obtain approximate solutions for the eigenvalues and eigenfunctions corresponding to TM or TM modes in waveguides of arbitrary cross-section is discussed, and some numerical results are given. With appropriate modifications this method could also be used to obtain approximate solutions for the poles and zeros of the admittance matrix elements for a distributed RC network.

In the following, we will consider variational methods for obtaining approximate solutions of the first-order equations (9.3)(9.5). In particular, it will be shown that the poles or zeros of an admittance matrix element are proportional to the stationary values of a suitably chosen functional. Alternatively, one may
obtain the value of an admittance matrix element at a given frequency as the stationary value of a suitable functional. The differential equations (9.3)-(9.5) together with certain boundary conditions, are shown to be necessary conditions for these functionals to be stationary.

Although variational methods have been used previously for solving partial differential equations, application of these methods to the first-order equations (9.3) - (9.5) does not appear to have been considered previously. In addition the functionals presented here do not appear to have been presented elsewhere. In the following we will show how the Rayleigh-Ritz method may be used to obtain approximate solutions of the stationary prowlems, and in addition, it will be shown that the variational method is equivalent to the Moment method. Finally, some numerical results are given.

One undoubted advantage of the present method is that the derivatives $\left(J_{x}\right.$ and $\left.J_{y}\right)$ of the potential $\notin(x, y)$ are approximated with the same accuracy as the potential; with the variation methods discussed in Chapter 8, the derivatives $J_{x}$ and $J_{y}$ are generally less accurate than the potential $\phi(x, y)$.

### 9.2 Variational Solution of First-Order Differential Fquations

In the following, it is more convenient to use the equations (9.3)-(9.5) in either of the following forms

$$
\begin{align*}
& -\frac{\partial \phi}{\partial x}=k u  \tag{9.6a}\\
& -\frac{\partial \phi}{\partial y}=k v \tag{9.6b}
\end{align*}
$$

$$
\begin{equation*}
\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}=k \phi \tag{9.6c}
\end{equation*}
$$

where

$$
\begin{aligned}
k^{2} & =-\mathrm{sCR} \\
\mathrm{u} & =\frac{R J_{x}}{k} \\
\mathrm{v} & =\frac{R J_{y}}{k}
\end{aligned}
$$

or

$$
\begin{align*}
& -\frac{\partial \phi}{\partial x}=u  \tag{9.7a}\\
& -\frac{\partial \phi}{\partial y}=v \tag{9.7b}
\end{align*}
$$

$$
\begin{equation*}
\frac{\partial u}{\partial x}+\frac{\partial y}{\partial y}=k^{2} \phi \tag{9.7c}
\end{equation*}
$$

where

$$
\begin{aligned}
k^{2} & =-s C R \\
u & =R J_{x} \\
v & =R J_{y}
\end{aligned}
$$

The first form, ( 9.6 ), is used for solving eigenvalue problemsi.e. poles and zeros of the admittance parameters, and the second (9.7), is used to obtain a variational expression for the admittance matrix term $\mathrm{y}_{\mathrm{kj}}$ at a given frequency.

Now let

$$
L=\left[\begin{array}{ccc}
0 & \frac{\partial}{\partial x} & \frac{\partial}{\partial y}  \tag{9.8a}\\
-\frac{\partial}{\partial x} & 0 & 0 \\
-\frac{\partial}{\partial y} & 0 & 0
\end{array}\right]
$$

$$
M=\left[\begin{array}{lll}
k^{2} & 0 & 0  \tag{9.8b}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

and

$$
\boldsymbol{r}=\left[\begin{array}{l}
\varnothing  \tag{9.8c}\\
\mathrm{u} \\
\mathrm{v}
\end{array}\right]
$$

Then (9.6) and (9.7) may be written in the standard operator forms

$$
\begin{equation*}
\mathrm{Lf}=\mathbf{k f} \tag{9.9}
\end{equation*}
$$

and

$$
\begin{equation*}
L f=M f \tag{9.10}
\end{equation*}
$$

respectively.
We will now indicate briefly the procedure for obtaining the functionals whose stationary values are proportional to the value of an admittance matrix element, or whose stationary values are proportional to the poles or zeros.

First, we will need an inner product for the function space $f$, which is chosen as (14), p. 163

$$
\begin{align*}
\left\langle f_{1}, f_{2}\right\rangle & =\iint_{R} f_{1} \cdot f_{2} d a \\
& =\iint_{R}\left(\phi_{1} \phi_{2}+u_{1} u_{2}+v_{1} v_{2}\right) d a \tag{9.11}
\end{align*}
$$

Next, we will need the adjoint operator $L^{2}$, and the function space $f^{a}$ on which it operates. These are found as described in Appendix A, and in (42), pp. 148-149. As shown in (14), p. 163 we obtain

$$
\begin{equation*}
\left\langle f^{a}, L f\right\rangle=\left\langle L^{a} f^{a}, f\right\rangle+\oint_{C}\left[n_{x}\left(\phi^{a} u-u^{\theta} \phi\right)+n_{y}\left(\phi^{a} v-v^{a} \phi\right)\right] d l \tag{9.12}
\end{equation*}
$$

where

$$
L^{a}=\left[\begin{array}{ccc}
0 & \frac{\partial}{\partial x} & \frac{\partial}{\partial y}  \tag{9.13}\\
-\frac{\partial}{\partial x} & 0 & 0 \\
-\frac{\partial}{\partial y} & 0 & 0
\end{array}\right] ; f^{a}=\left[\begin{array}{c}
\phi^{a} \\
u^{a} \\
v^{a}
\end{array}\right]
$$

and $n_{x}$ and $n_{y}$ are the $x$ and $y$ components of the unit outwardpointing normal on the boundary $C$.

The function space $f^{a}$ is determined by the requirement that the boundary integral in (9.12) must vanish for all functions $f$ and $f^{a}$ within the domain of the operators $L$ and $L^{a}$ respectively.

If we wish to compute the admittance matrix element $y_{k j}$ of a distributed RC network, then we require a potential function $f$ which satisfies the differential equation (9.6) or (9.7), and the boundary conditions
where

$$
\begin{align*}
n_{x} u+n_{y} v & =0 \text { on } C_{1}  \tag{9.14a}\\
\varnothing & =G_{u} \text { on } C_{2}+C_{j}+C_{k}  \tag{9.14b}\\
G_{u} & =0 \text { on } C_{2}  \tag{9.14c}\\
& =U_{j}=\text { constant on } C_{j}  \tag{9.14d}\\
& =0 \text { on } C_{k} \tag{9.14e}
\end{align*}
$$

where

$$
C=C_{1}+C_{2}+C_{j}+C_{k} \text { is the boundary of the resistive }
$$ layer, $C_{1}$ corresponds to the insulating boundary segments, $C_{j}$ and $C_{k}$ are the $j$ th and $k$ th metal contacts respectively, and $C_{2}$ denotes

all of the remaining metal contacts.
Once a solution satisiying (9.6) or (9.7) and the boundary conditions (9.14) has been found, the admittance matrix eloment may be computed by using

$$
\begin{equation*}
y_{k j}=-\frac{k}{R U U_{j}} \int_{C_{k}}\left(n_{x} u+n_{y} v\right) d l \tag{9.15a}
\end{equation*}
$$

or

$$
\begin{equation*}
y_{k j}=\frac{1}{R U} \oint_{j}\left(n_{C_{k}} u+n_{y} v\right) d l \tag{9.15b}
\end{equation*}
$$

(9.15a) is used if $u$ and $v$ satisfy (9.6), and (9.15b) is used if $u$ and $v$ satisfy (9.7).

If we wish to compute the poles of the admittance matrix, then we require the eigenvalues of the system of equations (9.6) where $\phi, u$ and $v$ satisfies the boundary conditions (9.14) with $\mathrm{U}_{j}=0$. The poles $s_{i}$ are then found from the eigenvalues $k_{i}$ by using

$$
\begin{equation*}
s_{i}=-k_{i}^{2} / C R \tag{9.16}
\end{equation*}
$$

If we wish to compute the zeros of $y_{k j}$, then, in addition to boundary conditions (9.14), it follows from (9.15) that $u$ and $v$ must also satisfy

$$
\begin{equation*}
\int_{C_{k}}\left(n_{x} u+n_{y} v\right) d I=0 \tag{9.17}
\end{equation*}
$$

From the requirement that the boundary integral in (9.12) must vanish, we obtain the boundary conditions on the adjoint field $f^{a}$ as

$$
\begin{align*}
n_{x} u^{a}+n_{y} v^{a} & =0 & \text { on } C_{1}  \tag{9.18a}\\
\phi^{a} & =G_{v} & \text { on } C_{2}+C_{j}+C_{k} \tag{9.18b}
\end{align*}
$$

where

$$
\begin{align*}
\mathrm{G}_{\mathrm{v}} & =0 \quad \text { on } \mathrm{C}_{2}  \tag{9.18c}\\
& =\mathrm{V}_{\mathrm{k}}=\text { constant on } \mathrm{C}_{\mathrm{k}}  \tag{9.18d}\\
& =0 \quad \text { on } \mathrm{C}_{\mathrm{j}} \tag{9.18e}
\end{align*}
$$

$=0$ on $C_{k}$
from which it follows that

$$
\begin{equation*}
v_{k} \int_{C_{k}}\left(n_{x} u+n_{y} v\right) d l=u_{j} \oint_{C_{j}}\left(n_{x} u^{a}+n_{y} v^{a}\right) d l \tag{9.19a}
\end{equation*}
$$

or

$$
\begin{equation*}
u_{j} \oint_{C_{j}}\left(n_{x} u+n_{y} v\right) d l=u_{j} \int_{C_{j}}\left(n_{x} u^{a}+n_{y} v^{a}\right) d l \tag{9.19b}
\end{equation*}
$$

where (9.19a) applies when the boundary conditions are (9.18d) (9.18e), and (9.19b) applies when the boundary conditions are ( 9.18 f$),(9.18 \mathrm{~g})$.

When we wish to compute the poles or zeros of $y_{k j}$, beth sides of (9.19) are zero since $U_{j}=0$, or (9.17) must be satisfied.

When we wish to consider an off-diagonal admittance matrix element (i.e. $j \neq \mathbf{k}$ ), the boundary conditions (9.18d), (9.18e), (9.19a) apply, and for a diagonal element $y_{j j}$ the boundary conditions ( 9.18 f$),(9.18 \mathrm{~g}),(9.19 \mathrm{~b})$ apply. In addition, when we
consider a diagonal element $y_{j j}$ in the following, i.e. $j=k, V_{k}$ is replaced by $U_{j}$, and $\oint_{C_{k}}$ is replaced by $\oint_{C}$. If $f^{a}$ satisfies the
boundary conditions (9.18a)-(9.18f) and the adjoint equation

$$
\begin{equation*}
L^{a} f^{a}=k f^{a} \tag{9.20}
\end{equation*}
$$

or

$$
\begin{equation*}
L^{a} f^{a}=M f^{a} \tag{9.21}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
y_{j k}=-\frac{k}{R V_{k}} \int_{C_{j}}\left(n_{x} u^{a}+n_{y} v^{a}\right) d l \tag{9.22a}
\end{equation*}
$$

or

$$
\begin{equation*}
y_{j k}=-\frac{1}{R V_{k}} \int_{C_{j}}\left(n_{x} u^{a}+n_{y} v^{a}\right) d l \tag{9.22b}
\end{equation*}
$$

where

$$
\text { (9.22a) is used if } u^{a} \text { and } v^{a} \text { satisfy (9.20), }
$$

and

$$
\text { (9.22b) is used if } u^{a} \text { and } v^{a} \text { satisfy (9.21). }
$$

$$
\text { In addition, if } f \text { satisfies (9.9) or (9.10) and } f^{\text {a }} \text { satisfies }
$$

(9.20) or (9.21), it follows that

$$
\begin{equation*}
\left\langle f^{a}, L f\right\rangle=\left\langle L^{a} f^{a}, f\right\rangle \tag{9.23}
\end{equation*}
$$

which is equivalent to the condition previously stated, that the boundary integral in (9.12) is required to be zero. In addition, from (9.15), (9.19) and (9.22) it follows that

$$
\begin{equation*}
y_{k, j}=y_{j k} \tag{9.24}
\end{equation*}
$$

which is the reciprocity relation, i.e. the reciprocity relation follows naturally as a result of the requirement that $f$ satisfies ( 9.9 ) or ( 9.10 ) and the boundary conditions ( 9.14 ), while the adjoint field $f^{\text {a }}$ satisfies the adjoint equations (9.20) or (9.21), and the adjoint boundary conditions (9.18).

The basio technique for obtaining a functional whose stationary values are equal to the eigenvalues is the following. We take the scalar product of the adjoint field $f^{\text {a }}$ with both sides of the differential equation (9.9), and then after dividing both sides of the resulting equation by $\left\langle f^{a}, f\right\rangle$, we take the expression on the left side of the equation as the desired functional. We can now show that the functional

$$
\begin{equation*}
J_{1}\left(f, f^{a}\right)=\frac{\left\langle f^{a}, L f\right\rangle}{\left\langle f^{a}, f\right\rangle}=\frac{\left\langle L^{a} f^{a}, f\right\rangle}{\left\langle f^{a}, f\right\rangle} \tag{9.25}
\end{equation*}
$$

is a variational expression which has for its stationary conditions the differential equations (9.9) and (9.20), if the functions $f$ and $f^{a}$ are constrained to satisfy the boundary conditions (9.14), (9.18), and both sides of $(9.19)$ are constrained to be zero. The stationary values of the functional $J_{1}$ are equal to the eigenvalues $k_{i}$, and these are related to the poles and zeros by (9.16). The proof of the preceding statements is quite direct. Let $\eta$ be an arbitrary function, and $\alpha$ an arbitrary parameter, and substitute

$$
f=f_{1}+\alpha \eta
$$

and

$$
f^{a}=f_{1}^{a}
$$

into (9.25), where $f_{1}$ and $f_{1}^{a}$ are such that $J_{1}$ is stationary,
and $f_{1}+\alpha \eta$ satisfius tho boundary conditions of our problom. Next, differentiate (9.25) with respect to $\alpha$. Then by hypothesis the derivative vanishos when $\alpha=0$, and we therefore gat (9.20) as a stationary condition. Similarly by repeating this procedure with

$$
\begin{gather*}
f=f_{1} \\
\text { and } \quad f^{a}=f_{1}^{a}+\alpha \eta \tag{9.27}
\end{gather*}
$$

we obtain (9.9) as a stationary condition. Similarly, if we wish to obtain a functional whose stationary value is proportional to an admittance matrix element $y_{k j}$, wo proceed as follows. Wo take the scalar product of the adjoint field $f^{a}$, with both sides of the differential equation (9.10), and then transfer the term on the right side to tha left side. The resulting expression on the loft side can be shown to have a stationary value which is zero. To obtain the required functional, we add a boundary integral which is proportional to $y_{k j}$ to the expression obtained in the previous stop. The boundary integral is obtainod by rearranging (9.12) such that the integral proportional to $\mathrm{y}_{\mathrm{kj}}$ is on the same side of the equation as the inner product $\left\langle\mathrm{e}^{a}, \mathrm{Lf}\right\rangle$.

Thus we obtain the functional

$$
\begin{align*}
J_{2}\left(f, f^{a}\right) & =\left\langle f^{a}, L f\right\rangle-\left\langle f^{a}, M f\right\rangle-\int_{C_{k}} \phi^{a}\left(n_{x} u+n_{y} v\right) d l  \tag{9.28}\\
& =\left\langle L^{a} f^{a}, f\right\rangle-\left\langle f^{a}, M f\right\rangle-\int_{C_{j}} \phi\left(n_{x} u^{a}+n_{y} v^{a}\right) d l
\end{align*}
$$

which has for its stationary conditions the difforontial equations (9.10), (9.21), providad that $f$ and $f^{a}$ are constrainod to satisfy the boundary conditions (9.14), (9.18). In addition, it thon follows that the stationary valuo of $\mathrm{J}_{2}$ is relatod to the admittance matrix elements by

$$
\begin{equation*}
y_{j k}=y_{k j}=\frac{1}{R U_{j} V_{k}} J_{2}^{\circ}\left(f, f^{a}\right) \tag{9.29a}
\end{equation*}
$$

or

$$
\begin{equation*}
y_{j j}=\frac{1}{R U_{j}^{2}} J_{2}^{0}\left(f, f^{a}\right) \tag{9.29b}
\end{equation*}
$$

where
$J_{2}^{0}\left(f, f^{a}\right)$ is the stationary value of $J_{2}\left(f, f^{a}\right)$ for a given value of $k$, and (9.29a) is used for $j \neq k$.

The stationary conditions for the functional $J_{2}$ are derived in the same manner as those for $J_{1}$.

Next we wish to derive functionals such that the trial functions $f$ and $f^{\text {a }}$ noed not satisfy all of the boundary conditions of our problem, and yet we are assured that the stationary value of the functional is furnished only by the solutions which satisfy the required differential equations and boundary conditions. This simplifies the problem of obtaining approximate numorical solutions, since it is often as difficult to find trial functions that satisfy the boundary conditions as it is to find the solution itself.

These functionals are formed by defining an extended operator $L^{\ominus}$, and an extended adjoint operator $L^{\text {aө }}$, such that

$$
\begin{equation*}
\left\langle f^{a}, L^{e} f\right\rangle=\left\langle L^{a \theta} f^{a}, f\right\rangle \tag{9.30}
\end{equation*}
$$

or an equivalent condition is satisfied for functions which need not satisfy the boundary conditions of our problem, and the operators $L^{e}$ and $L^{\text {ae }}$ are idertical to the original operators $L$ and $L^{a}$ when the boundary conditions of our problem are satisfied; we have previously shown that the solutions of the boundary value problem must satisfy (9.23) which is identical to (9.30) when the boundary conditions are satisfied.

When the functions $\phi$ and $\phi^{a}$ satisfy the Dirichlet boundary conditions of our problem (9.14b) - (9.14e), and (9.18b) - (9.18g), we define the extended functionals as follows for eigenvalue problems:-

$$
\begin{align*}
& \left\langle f^{a}, L^{e} f\right\rangle=\left\langle f^{a}, L f\right\rangle-\oint_{C} \phi^{a}\left(n_{x} u+n_{y} v\right) d l  \tag{9.31}\\
& \left\langle L^{a e_{f}}{ }_{f}^{a}, f\right\rangle=\left\langle L^{a} f^{a}, f\right\rangle-\oint_{C} \phi\left(n_{x} u^{a}+n_{y} v^{a}\right) d l \tag{9.32}
\end{align*}
$$

(9.31) was obtained by rearranging (9.12) so that the inner product containing Lf was on the same side of the equation as the boundary integrals conteining $n_{x} u+n_{y} v$, and the resulting expression was identified with $\left\langle\mathrm{f}^{\mathrm{a}}, \mathrm{L}^{\mathrm{e}}, \mathrm{f}\right\rangle$ - Similarly, (9.32) was identified with the expression on the other side of the rearranged equation. We note that the boundary integrals in (9.31): contain: only those components of $f$ which have not been constrained to satisfy the appropriate boundary conditions, and similarly in (9.32) the boundary integral contains only those components of $f^{\text {a }}$ which do not satisfy the required boundary conditions. When ( $\left.n_{x} u+n_{y} v\right)$ and $\left(n_{x} u^{a}+n_{y} v^{a}\right)$ satisfy the required boundary conditions $L^{e}=L$, and
$L^{a e}=L^{a}$ as required.
When we wish to compute the value of the admittance matrix element instead of the poles or zeros, we use the following definitions of $L^{e}$ and $L^{\text {ae }}$ in place of (9.31), (9.32),

$$
\begin{equation*}
\left\langle f^{a}, L^{e_{f}}\right\rangle=\left\langle f^{a}, L f\right\rangle-\oint_{C_{1}} \phi^{a}\left(n_{x} u+n_{y} v\right) d I \tag{9.33}
\end{equation*}
$$

$$
\begin{equation*}
\left\langle L^{a e_{f}}, f\right\rangle=\left\langle L^{a} f^{a}, \dot{f}\right\rangle-\oint_{C_{1}} \phi\left(n_{x} u^{a}+n_{y} v^{a}\right) d l \tag{9.34}
\end{equation*}
$$

Then, instead of (9.30), it follows from (9.12) that the solutions satisfy the equivalent condition

$$
\begin{align*}
\left\langle f^{a}, L^{e} f\right\rangle & -\oint_{C_{k}} \phi^{a}\left(n_{x} u+n_{y} v\right) d l  \tag{9.35}\\
& =\left\langle L^{a e_{f^{a}}}, f\right\rangle-\oint_{C_{j}} \phi\left(n_{x} u^{a}+n_{y} v^{a}\right) d l
\end{align*}
$$

We note that (9.35) is actually equivalent to (9.30), since it follows from (9.19) that the two boundary integrals in (9.35) are equal for the exact solution of the boundary value problem.

Finally, if none of the functions $\phi, u, v$ or $\not \phi^{a}, u^{a}, v^{a}$ are constrained to satisfy the boundary conditions of our problem, for eigenvalue problems, we define

$$
\begin{align*}
\left\langle f^{a}, L^{e} f\right\rangle & =\left\langle f^{a}, L f\right\rangle-\oint_{C_{1}} \phi^{a}\left(n_{x} u+n_{y} v\right) d l  \tag{9.36}\\
& +\oint_{C_{2}}\left[\left(\phi-c_{j}+c_{k}\right)\left(n_{x} u^{a}+n_{y} v^{a}\right)-G_{v}\left(n_{x} u+n_{y} v\right)\right]
\end{align*}
$$

and

$$
\begin{align*}
\left\langle L^{a e^{f}}{ }^{a}, f\right\rangle & =\left\langle L^{a} f^{a}, f\right\rangle-\oint_{C} \phi\left(n_{x} u^{a}+n_{y} v^{a}\right) d l  \tag{9.37}\\
& -\int_{C_{2}}\left[\left(\phi_{j}^{a}-G_{v}\right)\left(c_{k} u+n_{y} v\right)-G_{u}\left(n_{x} u^{a}+n_{y} v^{a}\right)\right]
\end{align*}
$$

dl
where

$$
G_{u} \text { and } G_{v} \text { are defined in (9.14) and (9.18). (9.36) and }
$$

(9.37) were obtained by rearranging (9.12) and subtracting

$$
\oint_{C_{2}+C_{j}+C_{k}}\left[G_{u}\left(n_{x} u^{a}+n_{y} v^{a}\right)+G_{v}\left(n_{x} u+n_{y} v\right)\right] d l
$$

from both sides of the resulting equation. It should be noted that if $\phi$ and $\phi^{a}$ satisfy the Dirichlet boundary conditions of our problem, then (9.36) and (9.37) are identical to (9.31) and (9.32)
respectively.
Similarly, if we wish to compute the value of an admittance matrix element with no constraints of the potential functions, we define

$$
\begin{align*}
\left\langle f^{a}{ }_{2} L^{e} f\right\rangle & =\left\langle f^{a}, L f\right\rangle-\int_{C_{1}} \not \phi^{a}\left(n_{x} u+n_{y} v\right) d l  \tag{9.38}\\
& +\oint_{C_{2}+C_{j}+C_{k}}\left(\phi-a_{u}\right)\left(n_{x} u^{a}+n_{y} v^{a}\right) d I
\end{align*}
$$

and

$$
\begin{aligned}
\left\langle L^{a e_{f}}{ }^{a}, f\right\rangle= & \left\langle L^{a} f^{a}, f\right\rangle-\oint_{C_{1}} \phi\left(n_{x} u+n_{y} v\right) d l \\
& +\oint_{C_{2}}\left(\phi^{a}-c_{v}\right)\left(n_{x} u+n_{k} v\right) d l
\end{aligned}
$$

We note that (9.38) and (9.39) are identical to (9.33) and (9.34) respectively if $\phi$ and $\not \phi^{a}$ satisfy the required Dirichlet boundary conditions.

In addition, from (9.12) it follows that (9.36), (9.37)
satisfy (9.30), while (9.38) and (9.39) satisfy

$$
\begin{align*}
& \left\langle f^{a}, L^{e} f\right\rangle-\oint_{C_{2}+C_{j}+C_{k}}\left(n_{x} u+n_{y} v\right) d l  \tag{9.40}\\
& \quad=\left\langle L^{a e_{f}}, f\right\rangle-\oint_{C_{2}+C_{j}+C_{k}}\left(n_{x} u^{a}+n_{y} v^{a}\right) d l
\end{align*}
$$

We now consider the functional

$$
\begin{equation*}
J_{3}\left(f, f^{a}\right)=\frac{\left\langle f^{a}, L^{e} f\right\rangle}{\left\langle f^{a}, f\right\rangle}=\frac{\left\langle L^{a e} f^{a}, f\right\rangle}{\left\langle f^{a}, f\right\rangle} \tag{9.41}
\end{equation*}
$$

where

$$
L^{e} \text { and } L^{\text {ae }} \text { are defined by }(9.31),(9.32)
$$

and
$f$ and $f^{a}$ are constrained to satisfy the Dirichlet boundary conditions $(9.14 b)-(9.14 e)$ and $(9.18 \mathrm{~b})-(9.18 \mathrm{~g})$ respectively.

It may be shown that the conditions for $J_{3}$ to be stationary are $(9.9),(9.20)$, and the boundary conditions (9.14a), (9.18a). In addition, the stationary values of $J_{3}$ are equal to the eigenvalues $k_{i}$, and the eigenfunctions are such that both sides of (9.19) are zero.

Similarly for the functional

$$
\begin{align*}
J_{4}\left(f, f^{a}\right) & =\left\langle f^{a}, L_{f}^{e}\right\rangle-\left\langle f^{a}, M f\right\rangle-\left\langle\oint_{k} \phi^{a}\left(n_{x} u+n_{y} v\right) d l\right.  \tag{9.42}\\
& =\left\langle L^{a e_{f}}, f\right\rangle-\left\langle f^{a}, M f\right\rangle-\int_{C} \phi\left(n_{x} u^{a}+n_{y} v^{a}\right) d l
\end{align*}
$$

where

$$
L^{e} \text { and } L^{\text {ae }} \text { are defined by }(9.33),(9.34),
$$

and
$f$ and $f^{a}$ are constrained to satisfy the same boundary conditions as for $J_{3}$, it can be shown that the stationary conditions are (9.10), (9.21) and the boundary conditions (9.14a), (9.18a). In addition, the stationary value of $J_{4}$ is related to the admittance matrix elements $y_{j k}=y_{k j}$ by $(9.29)$, where $J_{2}$ is replaced by $\mathrm{J}_{4}$

Finally we consider the functionals

$$
\begin{equation*}
J_{5}\left(f, f^{a}\right)=\frac{\left\langle f^{a}, L^{e} f\right\rangle}{\left\langle f^{a}, f\right\rangle}=\frac{\left\langle L^{a e_{f}} f^{a}, f\right.}{\left\langle f^{a}, f\right\rangle} \tag{9.43}
\end{equation*}
$$

where

$$
\begin{gather*}
L^{e} \text { and } L^{a e} \text { are defined by }(9.36),(9.37) \text { and } \\
J_{6}\left(f_{1} f^{a}\right)=\left\langle f^{a}, L^{e} f^{\prime}\right\rangle-\left\langle f^{a}, M f\right\rangle-\int_{C_{2}}+C_{j}+C_{k}\left(n_{x} u+n_{y} v\right) d l  \tag{9.44}\\
 \tag{dl}\\
=\left\langle L^{a e_{f}} f^{a}, f\right\rangle-\left\langle f^{a}, M f\right\rangle-\int_{C_{2}} G_{u}\left(n_{x} u^{a}+C_{k}+n_{y} v^{a}\right)
\end{gather*}
$$

where
$L^{e}$ and $L^{\text {ae }}$ are defined by (9.38), (9.39). No boundary constraints are imposed on $f$ or $f^{a}$ in (9.43), (9.44).

In Appendix D it is shown that the stationary conditions for $J_{5}$ are (9.9), (9.20) and the boundary conditions (9.14a)(9.14e), and (9.18a)-(9.18g). Similarly, the stationary conditions for $J_{6}$ are (9.10), (9.21) and the boundary conditions $(9.14 a)-(9.14 e)$ and $(9.18 a)-(9.18 g)$. The stationary values of $\mathrm{J}_{5}$ are also equal to the eigenvalues $\mathrm{k}_{\mathrm{i}}$, provided that the solutions are constrained to satisfy

$$
\begin{equation*}
\int_{C_{2}+C_{j}+c_{k}} G_{x}\left(n_{y} v\right) d l \Rightarrow 0 \tag{9.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\oint_{C_{2}+c_{j}+C_{k}} G_{u}\left(n_{x} u^{a}+n_{y} v^{a}\right) d l=0 \tag{9.46}
\end{equation*}
$$

Similarly, it can be shown that the stationary value of $J_{6}$ is related to the admittance matrix elements $y_{j k}=y_{k j}$ by (9.29), where $J_{2}$ is replaced by $J_{6}$.

We now consider application of the Rayleigh-Ritz method to the problem of obtaining the stationary values of the functionals presented previously. Approximate solutions are obtained by assuming that $f$ and $f^{2}$ may be expanded as

$$
\begin{align*}
& f(x, y)=\left[\begin{array}{l}
\sum a_{i} \phi_{i}(x, y) \\
\sum b_{i} u_{i}(x, y) \\
\sum c_{i} v_{i}(x, y)
\end{array}\right]=\left[\begin{array}{l}
\phi(x, y) \\
u(x, y) \\
v(x, y)
\end{array}\right]  \tag{9.47}\\
& f^{a}(x, y)=\left[\begin{array}{l}
\sum \alpha_{i} \phi_{i}^{a}(x, y) \\
\sum \beta_{i} u_{i}^{a}(x, y) \\
\sum \gamma_{i} v_{i}^{a}(x, y)
\end{array}\right]=\left[\begin{array}{l}
\phi^{a}(x, y) \\
u^{a}(x, y) \\
v^{a}(x, y)
\end{array}\right] \tag{9.48}
\end{align*}
$$

where $\phi_{i}(x, y), u_{i}(x, y), v_{i}(x, y), \phi_{i}^{a}(x, y), u_{i}^{a}(x, y)$ and $v_{i}^{a}(x, y)$ are arbitrary functions of $x$ and $y$ which may or may not be constrained to satisfy boundary conditions. The unknown coefficients are determined by applying the Rayleigh-Ritz stationary conditions

$$
\begin{equation*}
\frac{\partial_{J}}{\partial a_{i}}=\frac{\partial J}{\partial b_{i}}=\frac{\partial_{J}}{\partial o_{i}}=0 \tag{9.49}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial J}{\partial \alpha_{i}}=\frac{\partial J}{\partial \beta_{i}}=\frac{\partial J}{\partial \gamma_{i}}=0 \tag{9.50}
\end{equation*}
$$

First we consider the functional $J_{5}\left(f, f^{2}\right)(9.43)$ where $f$ and $f^{a}$ are not required to satisfy any boundary conditions. From the stationary conditions (9.49) we obtain

$$
\begin{align*}
& =\left[\begin{array}{c}
0 \\
\hdashline g g^{v u} \\
\hdashline g^{v v}
\end{array}\right] \tag{9.51}
\end{align*}
$$

where $k$ is identified with $J_{5}\left(f, f^{a}\right)$,
and

$$
\begin{align*}
& I_{i j}^{\phi u^{a}}=\iint_{R} \phi_{i} \frac{\partial u_{j}^{a}}{\partial x} d a-\oint_{C_{1}} \phi_{i} n_{x}^{u_{j}^{a}} d l  \tag{9.52a}\\
& I_{i j}^{\phi v^{a}}=\iint_{R} \phi_{i} \frac{\partial v_{j}}{\partial y} d a-\oint_{C_{i}} \phi_{i} n_{y} v_{j}^{a} d l  \tag{9.52b}\\
& I_{i j}^{u \not \phi^{a}}=-\iint_{R} u_{i} \frac{\partial \phi_{j}^{a}}{\partial x} d a+\oint_{C_{2}+c_{j}+c_{k}} \phi_{j}^{a} x_{i} u_{i} d l \tag{9.52c}
\end{align*}
$$

$$
\begin{gather*}
I_{i j}^{v \phi^{a}=}=-\iint_{R} \frac{\partial \phi_{j}^{a}}{v_{i}} \frac{\partial a}{\partial y}+\oint_{C_{2}+C_{j}+C_{k}} \phi_{j}^{a} n_{y} v_{i} d l  \tag{9.52d}\\
m_{i j}^{g g^{a}}=\iint_{R} g_{i} s_{j}^{a} d a
\end{gather*}
$$

where

$$
g_{i}=\phi_{i}, u_{i} \text { or } v_{i}
$$

and

$$
g_{j}^{a}=\phi_{j}^{a} u_{j}^{a} \text { or } v_{j}^{a}
$$

if $G_{V}$ satisfies the boundary conditions (9.18d), (9.18e) then

$$
\begin{align*}
& g_{i}^{v u}=v_{k} \int_{C_{k}} n_{x} u_{i} d l  \tag{9.52f}\\
& g_{i}^{u v}=v_{k} \oint_{C_{k}} n_{y} v_{i} d l \tag{9.52g}
\end{align*}
$$

and if $G_{v}$ satisfies the boundary conditions ( $9.18 f$ ), ( 9.18 g ) then

$$
\begin{align*}
& g_{i}^{v u}=u_{j} \oint_{C_{j}} n_{x} u_{i} d l  \tag{9.52h}\\
& g_{i}^{u v}=u_{j} \oint_{C_{j}} n_{y} v_{i} d l \tag{9.52i}
\end{align*}
$$

From the last row of (9.51) we obtain

$$
\begin{equation*}
[\gamma]=\frac{1}{k}\left[m^{v v^{a}}\right]^{-1}\left\{\left[1^{v \phi^{a}}\right][\alpha]-\left[g^{v v^{a}}\right][\delta]\right\} \tag{9.53}
\end{equation*}
$$

where

$$
\delta=V_{k} \text { or } U_{j}
$$

Similarly from the second last row of (9.51) we obtain

$$
\begin{equation*}
[\beta]=\frac{1}{k}\left[m^{u u^{a}}\right]^{-1}\left\{\left[1^{u \phi^{a}}\right][\alpha]-\left[g^{v u^{a}}\right][\delta]\right\} \tag{9.54}
\end{equation*}
$$

After substituting these two results into the first row of (9.51) we obtain

$$
\begin{array}{r}
\left\{\left[1^{\phi u^{a}}\right]\left[m^{u u^{a}}\right]^{-1}\left[I^{u \phi b^{a}}\right]+\left[I^{\phi v^{a}}\right]\left[m^{v v^{a}}\right]^{-1}\left[1^{\left.\left.v \phi \phi^{a}\right]-k^{2}\left[m^{2} \phi \phi^{a}\right]\right\}[\alpha]}\right.\right. \\
-\left\{\left[I^{\phi u^{a}}\right]\left[m^{u u^{a}}\right]^{-1}\left[g^{v u}\right]+\left[I^{\phi v^{a}}\right]\left[m^{v v^{a}}\right]^{-1}\left[g^{v v}\right]\right\}[\delta]=0 \tag{9.55}
\end{array}
$$

which may te rearranged to give

$$
\begin{equation*}
\left.\left.\left.k^{2}[M] \propto\right]=[A] \propto\right]+[B] \delta\right] \tag{9.56}
\end{equation*}
$$

where

$$
\begin{aligned}
& M=\left[\phi \phi^{a}\right] \\
& A=\left[\not \phi u^{a}\right]\left[m^{u u^{a}}\right]^{-1}\left[I^{u \phi^{2}}\right]+\left[I^{\phi} v^{a}\right]\left[m^{v v^{a}}\right]^{-1}\left[I^{\phi \phi^{a}}\right]
\end{aligned}
$$

$$
B=\left[I^{\phi u^{a}}\right]\left[m^{u u^{a}}\right]^{-1}\left[g^{v u}\right]+\left[I^{\phi v^{a}}\right]\left[m^{v v^{2}}\right]^{-1}\left[g^{v v}\right]
$$

and
$\delta=V_{k}$ or $U_{j}$.
Since $f$ and $f^{\text {at }}(9.45),(9.46)$ are not constrained to satisfy any boundary conditions, the expansion functions $\phi_{i}$, $u_{i}, \nabla_{i}, \phi_{i}^{a}, u_{i}^{a} v_{i}^{a}$ belong to the same function space and hence:

$$
\phi_{i}=\phi_{i}^{a}, u_{i}=u_{i}^{a} \text { and } v_{i}=v_{i}^{a}
$$

Thus from equations (9.53)-(9.56) it is seen that $M$ and $A$ are symmetrical matrices。

To obtain the poles of the admittance matrix, we impose the constraint $\delta=0$ in (9.56) which becomes

$$
\begin{equation*}
\left.\left\{[A]-k^{2}[M]\right\} \propto\right]=0 \tag{9.57}
\end{equation*}
$$

The approximate poles are then obtained from the eigenvalues $k_{i}^{2}$ by using (9.16) 。

To obtain the zeros of the admittance matrix term $\mathrm{y}_{\mathrm{kj}}$ or $\mathrm{y}_{j k}$ we have to impose the constraint (9.45) or (9.46) on the solutions of (9.56).

If we define

$$
\begin{align*}
& g_{i}^{u u^{a}}=\int_{C_{j}} n_{x} u_{i}^{a} d l  \tag{9.58a}\\
& g^{u v^{a}}=\int_{C_{j}} n_{x} v_{i}^{a} d l \tag{9.58b}
\end{align*}
$$

then (9.46) may be written in the form

$$
\begin{equation*}
\left[g^{u u^{a}}\right]^{t}[\beta]+\left[g^{u v^{a}}\right]^{t}[\gamma]=0 \tag{9.59}
\end{equation*}
$$

By using (9.53) and (9.54) this may be transformed to the form

$$
\begin{equation*}
[c]^{t}[\alpha]=0 \tag{9.60}
\end{equation*}
$$

Methods for obtaining the eigenvalues of a system of the form ( 9.56 ) subject to the constraint (9.60) are presented in (52) and (63), and will not be considered further here.

We now consider the functional $J_{6},(9.44)$. From the stationary conditions (9.49) we obtain a system of equations which are identical to (9.51), except that the second matrix in this equation becomes

$$
\left[\begin{array}{c:c:c}
\mathrm{k}_{\mathrm{m}}^{\phi \phi} & 0 & 0  \tag{9.61}\\
\hdashline 0 & \mathrm{~m}^{u u} & 0 \\
\hdashline 0 & 0 & \mathrm{~m}^{v v}
\end{array}\right]
$$

By using the procedure outlined previously, the equation may be transformed to the form (9.56), which may be solved for the unknown coefficients $\alpha$ ] for any given $k^{2}$. The approximate value of $J_{6}$ may then be obtained by solving (9.53) and (9.54) for $\left.\gamma\right]$ and $\beta$ ], and then using

$$
\begin{equation*}
J_{6}=U_{j}\left\{\left[g^{u u u^{a}}\right]^{t}[\beta]+\left[g^{u v^{a}}\right]^{t}[\gamma]\right\} \tag{9.62}
\end{equation*}
$$

where $g^{u u^{a}}$ and $g^{u v^{a}}$ are defined by (9.58).
We now consider the functional $J_{3},(9.41)$, where $f$ and $f^{a}$
are constrained to satisfy only the Dirichlet boundary conditions in (9.14), (9.18). From the stationary conditions (9.49) we obtain
where
$k$ is identified with the stationary values of $J_{3},{ }_{m} \not \phi^{a}$, $m^{u u^{a}}$ and $m^{v v^{a}}$ are given by (9.52), and

$$
\begin{aligned}
& I_{i j}^{\phi u^{a}}=\iint_{R} \phi_{i} \frac{\partial u_{j}^{a}}{\partial x} d a-\oint_{C} \phi_{i} n_{x} u_{j}^{a} d i \\
& I_{i j}^{\phi v^{a}}=\iint_{R} \phi_{i} \frac{\partial v_{j}^{a}}{\partial y} d a-\oint_{C} \phi_{i} n_{y} v_{j}^{a} d I \\
& I_{i j}^{u \not \phi^{a}}=-\iint_{R} u_{i} \frac{\partial \phi_{j}^{a}}{\partial x} d a \\
& I_{i j}^{v \phi^{a}}=-\iint_{R} v_{i} \frac{\partial \phi_{j}^{a}}{\partial y} d a
\end{aligned}
$$

From the last two rows of (9.63) we can obtain $\beta$ ]and $\gamma$ ] in terms of $\alpha]$, and then after substituting these expressions into
the first row of (9.63) we obtain an equation of the form

$$
\begin{equation*}
\left.\left\{[A]-k^{2}[M]\right\} \alpha\right]=0 \tag{9.65}
\end{equation*}
$$

which may be solved for the eigenvalues $k_{i}$ which approximate the poles or zeros of the admittance matrix elements.

Similarly, when we apply the stationary conditions (9.49) to the functional $J_{4}$, we obtain a matrix equation which is identical to (9.63), except that the matrix on the right side is replaced by the matrix in (9.61). However, the potential functions $\phi(x, y)$ and $\phi^{\mathrm{a}}(\mathrm{x}, \mathrm{y})$ are required to be fixed constants on the boundary segments $c_{j}$ and $c_{k}$ respectively. Thus if the $\phi_{i}(x, y)$ and $\phi_{i}^{a}(x, y)$ in (9.47), (9.48) are such that

$$
\begin{align*}
\phi_{i}(x, y)= & \not \phi_{i}^{a}(x, y)=0 \text { on } C_{2}+C_{j}+C_{k}  \tag{9.66a}\\
\phi_{n}(x, y) & =1 \quad \text { for } i=1,2 \ldots(n-1) \\
& =0 \quad \text { on } C_{j}  \tag{9.66b}\\
& \text { on } C_{2}+c_{k}
\end{align*}
$$

and

$$
\begin{align*}
\phi_{n}^{a}(x, y) & =1 \quad \text { on } C_{k}  \tag{9.66c}\\
& =0 \quad \text { on } C_{2}+C_{j}
\end{align*}
$$

Then the boundary conditions imply that $a_{n}$ and $\alpha_{n}$ are fixed constants equal to $U_{j}$ and $V_{k}$ respectively, and the stationary conditions $\frac{\partial J}{\partial a_{n}}=\frac{\partial J}{\partial o_{n}}=0$ cannot be applied. This is equivalent to deleting the nth row of (9.65). If the nth column of the matrix on the left side of (9.65) is multiplied by $-V_{k}$ and moved to the right side of the equation we can solve for the coefficients $\alpha_{1}$,
$\alpha_{2}--\alpha_{n-1}$ for any given $k^{2}$. Finally, our approximation to the stationary value of $J_{4}$ is obtained by taking the scalar product of the nth row of the matrix on the left side of (9.65) with the vector of coefficients $\propto$ ], and then multiplying the result by $a_{n}=U_{j}$ e The approximate value of the admittance matrix element $y_{k j}=y_{j k}$ is then obtained by substituting this value of $\mathrm{J}_{4}$ into (9.29).

### 9.3 Comparison of Variational Solutions of First-Order and SecondOrder Differential fquations

We now wish to consider the relationship between the Sunctionals derived in Section 9.2, and those which were used in Chapter 8. In particular we will consider self adjoint problems for which $\phi=\phi^{a}, u=u^{a}$, and $v=v^{a}$, and $\phi$ is assumed to satisfy the Dirichlet boundary conditions in (9.14), (9.18).

By using Gauss' Theorem and the rule for dieferentiating a product we can then put $(9.41)$ into the form

$$
\begin{equation*}
J_{3}\left(f, f^{a}\right)=\frac{-2 \iint_{R}\left(u \frac{\partial \phi}{\partial x}+v \frac{\partial \phi}{\partial y}\right) d a}{\iint_{R}\left(\phi^{2}+u^{2}+v^{2}\right) d a} \tag{9.67}
\end{equation*}
$$

Where the stationary values of $J_{3}$ are identified with the eigen values $k=k_{1}, k_{2}, k_{3},--$ in (9.9), (9.20).

In Chapter 8, we used the functional

$$
\begin{equation*}
F_{1}\left(\phi, \phi^{a}\right)=\frac{\iint_{R}|\nabla \phi|^{2} d a}{\iint_{R} \phi^{2} d a} \tag{9.68}
\end{equation*}
$$

where the stationary values of $\mathrm{F}_{1}$ are identified with the square of the eigenvalues, i.e. $k^{2}=k_{1}{ }^{2}, k_{2}{ }^{2}, k_{3}{ }^{2}-\ldots$.

For self adjoint problems the eigenvalues are all positive and real, and the approximate eigenvalues obtained from (9.68) are always greater than or equal to the exact eigenvalues.

Let $\hat{k}_{i}$ and $\widehat{\phi}_{i}$ be an approximate eigenvalue and eigenfunction obtained from (9.68). Then we have

$$
\begin{equation*}
\hat{k}_{i}^{2}=\frac{\iint_{R}\left|\nabla \hat{\phi}_{i}\right|^{2} d a}{\iint_{R} \hat{\phi}_{i}^{2} d a} \tag{9.69}
\end{equation*}
$$

Let ${\hat{\hat{k}_{i}}}_{i}, \hat{\phi}_{i}, \hat{\hat{u}}_{i}$ and $\hat{\hat{v}}_{i}$ be the corresponding eigenvalue and eigenfunction obtained from (9.67). Then we have

$$
\begin{equation*}
\hat{\hat{k}}_{i}=\frac{-2 \iint_{R}\left(\hat{\hat{u}}_{i} \frac{\partial \hat{\hat{\phi}}_{i}}{\partial x}+\hat{\hat{v}}_{i} \frac{\partial \hat{\phi}_{i}}{\partial y}\right) d a}{\iint_{R}\left(\hat{\hat{\phi}}_{i}^{2}+\hat{\hat{u}}_{i}^{2}+\hat{\hat{v}}_{i}^{2}\right) d a} \tag{9.70}
\end{equation*}
$$

From (9.63) we obtain

$$
\begin{equation*}
-\iint_{R} \hat{\hat{u}}_{i} \frac{\partial \phi_{i}}{\partial x} d a=\hat{\hat{k}}_{i} \iint_{R}{\hat{\hat{u}_{i}}}^{2} d a \tag{9.71a}
\end{equation*}
$$

and

$$
\begin{equation*}
-\iint_{R} \hat{\hat{v}}_{i} \frac{\partial \phi_{i}}{\partial \mathrm{y}} d a=\hat{\hat{k}_{i}} \iint_{R} \hat{\hat{v}}_{i}^{2} d a \tag{9.71b}
\end{equation*}
$$

Then from (9.70), (9.71) it follows that

$$
\begin{equation*}
\hat{\hat{k}}_{i}=\frac{-\iint_{R}\left(\hat{\hat{u}}_{i} \frac{\partial \phi_{i}}{\partial x}+\hat{\hat{v}}_{i} \frac{\partial \phi_{i}}{\partial x}\right) d a}{\iint_{R} \hat{\hat{\phi}}_{i}^{2} d a} \tag{9.72}
\end{equation*}
$$

From Schwartz inequality (38), p. 16

$$
\begin{equation*}
-\left[\iint_{R}\left(\hat{\hat{u}}_{i} \frac{\hat{\hat{\phi}}_{i}}{\partial x}+\hat{\hat{v}}_{i} \frac{\partial \hat{\hat{\phi}}_{i}}{\partial \mathrm{y}}\right) \mathrm{da}\right]^{2} \leq\left[\iint_{R}\left(\hat{\hat{u}}_{i}^{2}+\hat{\hat{v}}_{i}^{2}\right) d a\left[\iiint_{R}\left|\nabla \hat{\hat{\phi}}_{i}\right|^{2} d a\right]\right. \tag{9.73}
\end{equation*}
$$

From (9.71a) and (9.71b) this is equivalent to

$$
\begin{equation*}
\left.-\iint_{R} \hat{(\hat{u}}_{i} \frac{\partial \hat{\hat{\phi}}_{i}}{\partial x}+\hat{\hat{v}}_{i} \frac{\partial \hat{\hat{\phi}}_{i}}{\partial y}\right) d a \leq \frac{1}{\hat{k}_{i}} \iint_{R}\left|\nabla \hat{\phi}_{i}\right|^{2} d a \tag{9.74}
\end{equation*}
$$

Then from (9.72) and (9.74) we obtain

$$
\begin{equation*}
\hat{\hat{k}}_{i}^{2} \leq \frac{-\iint_{R}\left|\nabla \hat{\hat{\phi}}_{i}\right|^{2} d a}{\iint_{R} \hat{\hat{\phi}}_{i}^{2} d a} \tag{9.75}
\end{equation*}
$$

As previously mentioned the approximate eigenvalues $\hat{\mathrm{k}}_{\mathrm{i}}{ }^{2}$ are greater than or equal to the exact eigenvalues. Since the approximate eigenfunctions $\hat{\phi}_{i}$ and $\hat{\hat{\phi}}_{i}$ are generally different we cannot conclude from (9.59) and (9.75) that $\hat{\mathrm{k}}_{\mathrm{i}}{ }^{2} \leq \hat{\mathrm{k}}_{\mathrm{i}}{ }^{2}$; which would mean that $\hat{\mathrm{k}}_{\mathrm{i}}$ 2 could be taken either as a lower bound on the exact eigenvalue ${k_{i}}^{2}$, or as a more accurate solution than $\hat{k}_{i}{ }^{2}$.

For certain classes of problems (14) p. 142-146, 165, it was found that the approximate eigenvalues ${\hat{k_{i}}}_{2}$ were lower bounds on the exact eigenvalues. However, as will be shown later, this is not necessarily true for other eigenvalue problems.

Although it is not possible to deduce from (9.69), (9.75) that the variation method for solution of the first order differential equations will always give more accurate eigenvalues than those obtained from a variational solution of the second order differential equation, the form of these relations tends to support this view; it must be emphasized that the solutions obtained by the former method will depend on the number and form of the expansion functions used to approximate $u$ and $v$ as well as $\varnothing$, whereas in the latter method the expansion functions used to approximate the derivatives of the potential function cannot be arbitrarily chosen. If the expansion functions used for $u(x, y), v(x, y)$ and $\phi(x, y)$ are such that it is possible to satisfy $k u(x, y)=-\frac{\partial \phi}{\partial x}$ and $k v(x, y)=-\frac{\partial \phi}{\partial y}$ evarywhere inside $R$, then both methods will give the same numerical results.

A comparison of the zero frequency admittance parameters may be made in a similar manner to that for the eigenvalues. As before we consider only self adjoint problems, i.e. $f=f^{a}$, and the potential function $\varnothing$ is assumed to satisfy the Dirichlet boundary conditions in (9.14), (9.18).

From Chapter 8, the approximate value of the admittance matrix element $y_{j j}$ obtained from the functional $F_{2}\left(\phi_{1} \phi^{a}\right),(8.1)$ is

$$
\begin{equation*}
\hat{y}_{j j}=\frac{1}{R U_{j}^{2}} \iint_{R}|\nabla \hat{\phi}|^{2} d a \tag{9.76}
\end{equation*}
$$

The approximate solution obtained from the functional $J_{4}\left(f, f^{a}\right),(9.42)$ can be shown to satisfy

$$
\begin{equation*}
\hat{\hat{y}}_{j j}=-\frac{1}{R U_{j}^{2}} \iint_{R}\left(\hat{\hat{u}} \frac{\partial \hat{\hat{\phi}}}{\partial x}+\hat{\hat{v}} \frac{\partial \hat{\hat{\phi}}}{\partial y}\right) d a \tag{9.77a}
\end{equation*}
$$

where

$$
\begin{align*}
& -\iint_{R} \hat{\hat{u}} \frac{\partial \hat{\hat{\phi}}}{\partial x} d a=\iint_{R} \hat{\hat{u}}^{2} d a  \tag{9.77b}\\
& -\iint_{R} \hat{\hat{v}} \frac{\partial \phi \phi}{\partial y} d a=\iint_{R} \hat{\hat{v}}^{2} d a \tag{9.77c}
\end{align*}
$$

and hence

$$
\begin{equation*}
\hat{\hat{y}}_{j j} \leq \frac{1}{R U U_{j}^{2}} \iint|\nabla \hat{\phi}|^{2} d a \tag{9.77d}
\end{equation*}
$$

As previously discussed the approximate $\hat{y}_{j j}$ given by (9.76) is an upper bound on the exact $y_{j j}$. In addition, from the form of (9.77d), we would expect the approximation $\hat{\hat{y}}_{j j}$ to be less than $\hat{y}_{j j}$ so that it is either a lower bound on or a more accurate approximation than $\hat{y}_{j j}$. This is not necessarily so however, since the value of $\hat{\hat{y}}_{j j}$ depends on the form of the expansion functions used for $\hat{\hat{u}}$ and $\hat{\hat{v}}$ as well as those used for $\widehat{\hat{\phi}}$. The value of $\hat{y}_{j j}$ depends only on the expansion functions used for $\hat{\phi}$; if we wish to compare $\hat{y}_{j j}$ and $\hat{y}_{j j}$ the expansion functions for $\hat{\phi}$ and $\hat{\phi}$ will usually be identical. For the problems to be considered later it was found that $\hat{\mathrm{y}}_{j j}$ was
less than $\hat{\mathrm{y}}_{j}$, but $\hat{\widehat{y}}_{j j}$ was still an upper bound on the exact solution ${ }^{j j}{ }^{\text {b }}$

### 9.4 Area Integrals for Pyramid Functions in Rectangular and Triangular Regions

We now consider the evaluation of the matrix elements required for a variational solution of the first-order differential equations.

For simplicity it will be assumed that the region is subdivided into a number of rectangular and triangular subregions by a system of grid lines parallel to the $x$ and $y$ coordinates. The grid lines need not be equally spaced in either the $x$ or $y$ directions, but it is assumed that the boundary is approximated by linear segments, and each boundary segment either coincides with a grid line or lies on the diagonal of a rectangle enclosed by adjacent pairs of grid lines.

A potential function $\phi(x, y)$ which is defined by the value of. the potential $\alpha_{i}$ at each mesh point may be expressed as follows:

$$
\begin{equation*}
\phi(x, y)=\sum_{i=1}^{n} \alpha_{i} \phi_{i}(x, y) \tag{9.78}
\end{equation*}
$$

where

$$
\begin{aligned}
& \phi_{i}\left(x_{i}, y_{i}\right)=1 \\
& \phi_{i}\left(x_{1}, y_{1}\right)=0 \quad \text { for } 1 \neq i
\end{aligned}
$$

and
$\left(x_{1}, y_{1}\right)$ are the coordinates of the Ith mesh point.
One of the simplest interpolation functions which gives a continuous $\phi(x, y)$ with pieoewise continuous first derivatives is
defined as follows. Suppose that the mesh points at the four corners of a rectangular element are numbered $i, j, k, l$ as shown in Fig. 9.1.


Figure 9.1. Rectangular element with a mesh point at each corner.

Then, inside the rectangle, a set of functions satisfying the requirements given above, is

$$
\begin{align*}
& \phi_{i}(x, y)=\frac{\left(x-x_{j}\right)\left(y-y_{k}\right)}{\left(x_{i}-x_{j}\right)\left(y_{i}-y_{k}\right)}  \tag{9.79a}\\
& \phi_{j}(x, y)=\frac{\left(x-x_{i}\right)\left(y-y_{1}\right)}{\left(x_{j}-x_{i}\right)\left(y_{j}-y_{1}\right)}  \tag{9.79b}\\
& \phi_{k}(x, y)=\frac{\left(x-x_{1}\right)\left(y-y_{i}\right)}{\left(x_{k}-x_{1}\right)\left(y_{k}-y_{i}\right)}  \tag{9.79c}\\
& \phi_{1}(x, y) \tag{9.79d}
\end{align*}
$$

Similarly, if the mesh points at the corners of a triangular element are numbered $i, j, k$ as shown in Fig. 9.2.


Figure 9.2. Triangular element with a mesh point at each vertex

A set of functions satisfying the above requirements within the triangle is

$$
\begin{align*}
\phi_{i}(x, y) & =1-\frac{x-x_{i}}{x_{j}-x_{i}}-\frac{y-y_{i}}{y_{k}-y_{i}}  \tag{9.80a}\\
\phi_{j}(x, y) & =\frac{x-x_{i}}{x_{j}-x_{i}}  \tag{9.80b}\\
\phi_{k}(x, y) & =\frac{y-y_{i}}{y_{k}-y_{i}} \tag{9.80c}
\end{align*}
$$

A similar expansion to (9.78) can be used for the functions $u(x, y)$ and $v(x, y)$. Let $\beta_{i}$ and $\gamma_{i}$ be the values of $u(x, y)$ and $\mathrm{v}(\mathrm{x}, \mathrm{y})$ respectively at each mesh point. Then the approximations may be written as

$$
\begin{align*}
& u(x, y)=\sum_{i} \beta_{i} u_{i}(x, y)  \tag{9.81}\\
& v(x, y)=\sum_{i} \gamma_{i} v_{i}(x, y) \tag{9.82}
\end{align*}
$$

where
$u_{i}(x, y)$ and $v_{i}(x, y)$ are identical with $\phi_{i}(x, y)$ defined above.
We have assumed that the boundary of the two dimensional region is polygonal and each boundary segment coincides with a side of a rectangular or triangular element. In addition, the potential function $\phi(x, y)$ varies linearly along each side of an element and is defined by the potential values at each mesh point. Thus it is easy to obtain a potential function $\phi(x, y)$ which satisfies Dirichlet
boundary conditions of the form (9.14); we simply constrain the $\alpha_{i}$ to be zero at mesh points on boundary segments where $\phi(x, y)$ is required to be zero, and on boundary segments where $\phi(x, y)$ is required to be constant, we choose the $\boldsymbol{\alpha}_{i}$ to be equal. Consequently the matrix elements required for a variational solution are linear combinations surface integrals of the form

$$
\begin{align*}
& I_{i j}^{u \phi}=-\iint_{R} u_{i} \frac{\partial \phi_{j}}{\partial x} d a  \tag{9.83}\\
& I_{i j}^{v \phi}=-\iint_{R} v_{i} \frac{\partial \phi_{j}}{\partial y} d a  \tag{9.84}\\
& n_{i j}^{\text {ung }}=\iint_{R} g_{i} g_{j} d a \tag{9.85}
\end{align*}
$$

where

$$
g_{i}=\phi_{i}(x, y), u_{i}(x, y) \text { or } v_{i}(x, y)
$$

The contributions to each of these integrals from a
rectangular element ann be easily evaluated, and if the mesh points i, j, k, l in Fig. 9.1 are replaced by 1, 2, 3, 4 respectively they may be written in matrix form as

$$
\left[I^{\prime} u \phi\right]=\frac{h_{y}}{12}\left[\begin{array}{llll}
2 & -2 & 1 & -1  \tag{9.86}\\
2 & -2 & 1 & -1 \\
1 & -1 & 2 & -2 \\
1 & -1 & 2 & -2
\end{array}\right]
$$

$$
\left.\begin{array}{rl}
{\left[1^{v \phi}\right]} & =\frac{h_{x}}{12}\left[\begin{array}{cccc}
2 & 1 & -2 & -1 \\
1 & 2 & -1 & -2 \\
2 & 1 & -2 & -1 \\
1 & 2 & -1 & -2
\end{array}\right] \\
{\left[\frac{h_{m} h}{36}\right.}
\end{array}\right]=\left[\begin{array}{llll}
4 & 2 & 2 & 1  \tag{9.88}\\
2 & 4 & 1 & 2 \\
2 & 1 & 4 & 2 \\
1 & 2 & 2 & 4
\end{array}\right]
$$

Similarly if the mesh points i, j, k in Fig. 9.2 are replaced by 1, 2, 3 respectively, the elemental matrices for a triangular element are

$$
\begin{align*}
& {\left[I^{u \phi}\right]=\frac{h_{y}}{6}\left[\begin{array}{lll}
1 & -1 & 0 \\
1 & -1 & 0 \\
1 & -1 & 0
\end{array}\right]} \\
& {\left[I^{v \phi \phi}\right]=\frac{h_{x}}{6}\left[\begin{array}{lll}
1 & 0 & -1 \\
1 & 0 & -1 \\
1 & 0 & -1
\end{array}\right]}  \tag{9.90}\\
& {[m \not \phi \phi]=\frac{h_{x} h_{y}}{18}\left[\begin{array}{lll}
2 & 1 & 1 \\
1 & 2 & 1 \\
1 & 1 & 2
\end{array}\right]} \tag{9.91}
\end{align*}
$$

$$
(9.29)
$$

Once the elemental matrices (9.86) - (9.88) or (9.89) - (9.91) have been evaluated for each rectangular or triangular element, the surface integrals (9.83)-(9.8.5) can then be evaluated.

The only remaining step in the solution is then the solution of a system of linear equations, or an eigenvalue problem.

### 9.5 Numerical Results

Som numerical results obtained for a number of different problems by using the variational method described in the preceding sections will now be presented. The two-dimensional regions were divided into rectangular and triangular sub-regions, and the potential functions $\phi, u$ and $v$ were approximated as described in section 4. For each problem considered, the potential function $\phi$ was constrained to satisfy the required Dirichlet boundary conditions. The approximations for $u$ and $v$ were not constrained to satisfy any boundary conditions in general, since these boundary conditions are "natural" for each of the functionals used. However, for some problems a comparison was made of the results obtained with $u$ and $v$ constrained to satisfy the Neumann boundary conditions, and with no constraints on $u$ and $v$.

## Examples 1-3

Zero Frequency Admittance Parameters for Linearly-Tapered Resistance Networks

The network considered is shown in Fig. 9.3; the two dimensional region was divided into rectangular and triangular subregions as shown therein.

Three different approxinations to $\mathrm{y}_{11}\left(=\mathrm{y}_{22}=-\mathrm{y}_{12}=-\mathrm{y}_{21}\right)$ were computed for four different mesh sizes.


Figure 9.3 Linearly tapered RC line - Subdivision into rectangular and triangular elementso


Figure 9.4 Rectangular maveguide - Subdiviaion into rectangular elements.

The first approximation, $\hat{\mathrm{y}}_{11}$, was obtained as the minimum value of the variational expression (9.76). This approximation is an upper bound on the exact solution. The second approximation $\widehat{Y}_{11}$ was obtained by using the potential function $\phi$ found for $\hat{\mathrm{y}}_{11}$ in the variational expression (9.77a), where $u$ and $v$ are related to $\phi$ by $(9.77 \mathrm{~b}),(9.77 \mathrm{c})$. For each of the problems considered $\tilde{\mathrm{y}}_{11}$ was found to be smaller than $\widehat{\mathrm{y}}_{11}$, but was still greater than the exact value. The third approximation $\hat{\mathrm{y}}_{11}$ was obtained as the stationary value of the functional (9.42). For each of the problems considered, $\hat{\mathrm{y}}_{11}$ was found to be less than $\hat{\mathrm{y}}_{11}$ and $\hat{y}_{11}$, but greater than the exact values. From the results in Section 9.3 it was conjectured that $\hat{\hat{y}}_{11}$ would be less than $\hat{\mathrm{y}}_{11}$.

The numerical results and the dimensions of the network for examples 1-3 are shown in Tables 9.1-9.3. The number of simultaneous equations solved in each case is shown in the tables as NE. Approximate solutions for examples 1 and 2, with error estinates, were obtained by using polynomial approximations for the potential $\phi(x, y)$. For example 3 an analytical solution is known (32). Comparison of the approximate solutions $\hat{\mathrm{y}}_{11}$ and $\widehat{\hat{y}}_{11}$ with the "exact" solutions shows that the error in $\widehat{\mathrm{y}}_{11}$ is about twice as large as the error in $\hat{y}_{11}$. Thus if the approximations for $\phi, u$ and $v$ are of the form discussed in Section 9.4 , the variational method based on the first-order differential equation is likely to be more accurate than the variational method based on the second-order equation. However the former method generally requires more computation since the coefficient matrix $[A]$ is obtained from the matrix on the left of (9.65) which requires the inverse of the

TABLE 9.1 APPROXIMATE VALUES OF THE DC ADMITTANCE MATSIX ELFMENT, Y11, FOR A LINEARLY TAPERED RC LINE. MCOL, NRI, AND MRDN ARE DEFIYED IV FIG. G.3. THE OIMENEIONS ASE - $X M A X=1, ~ Y Y A X=1$, AND YMIN $=1$ NE = NUMEER OF SIMULTAKEOUS EQUATIJNS SOLVED. THE EXACT Y 11 IS EETWEEN . 3275 AVD. 3297

|  | $\begin{aligned} & \mathrm{NOL}=4 \\ & \mathrm{NRI}=3 \\ & \mathrm{NROL}=6 \\ & \mathrm{NE}=9 \end{aligned}$ | $\begin{array}{r} 5 \\ 4 \\ 8 \\ 18 \\ \hline \end{array}$ | $\begin{array}{r} 6 \\ 4 \\ 9 \\ 26 \\ \hline \end{array}$ | $\begin{array}{r} 7 \\ 5 \\ 11 \\ 40 \end{array}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\widehat{Y}_{11}$ | $\begin{aligned} & .37177 \\ & .36043 \\ & .35707 \end{aligned}$ | .35766 <br> . 349591 <br> .346617 | $\begin{array}{r} .34988 \\ .34351 \\ .34115 \end{array}$ | $\begin{array}{r} .34502 \\ .33999 \\ .33809 \\ \hline \end{array}$ |

TABIE 9.2 APPROXTMATE VALUES OF THE DC ADMITTANCE MATRIX ELEMENT, Y 11, FOR A LINEARLY TAPERED RC LINE. NCDL; NR1: AND NODW ARE [EFFIVEO IN FIG. 2.3. THE DIMENSIONS $A R E-\quad X M A X=1, ~ Y Y A X=.5$, AND YMIN $=2$ NE = IUMBER OF SIMULTANEUUS EQUATIONS SOLVED. THE EXACT Y 11 IS EETWEEN . 3193 AVD . 3197

|  | $\begin{aligned} & \text { NCOL }= \\ & \text { NR1 }= \\ & \text { NROW }= \\ & \text { NE }= \end{aligned}$ | $\begin{aligned} & 4 \\ & 3 \\ & 6 \\ & 9 \end{aligned}$ | $\begin{array}{r} 5 \\ 4 \\ 8 \\ 18 \end{array}$ | $\begin{array}{r} 6 \\ 4 \\ 9 \\ 26 \\ \hline \end{array}$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & .32376 \\ & .32150 \\ & .32116 \end{aligned}$ | $\begin{array}{r} .32202 \\ .32060 \\ .32029 \\ \hline \end{array}$ | $\begin{array}{r} .32120 \\ .32019 \\ .32001 \\ \hline \end{array}$ |

TABLE 9.3 APPROXIMATE VALUES OF THE DC ADMITTANCE MATRIX ELEMENT, Y11, FOR A LINEARLY TAPEREO RC LINE. NCOL, NRI, AND NEOW ARE DEFINED IV FIG. 9.3. THE DIMENSIONS ARE - $X M A X=2, \quad Y M A X=3, ~ A N D ~ Y M I N=1$ NE = MUMEER OF SIMULT ANEOUS EQUATIJNS SOLVED.
THE EXACT YII IS .776943

|  | $\begin{aligned} & \text { NCOI = } \\ & \text { NRI = } \\ & \text { NROW= } \\ & \text { NE }= \end{aligned}$ | $\begin{aligned} & 3 \\ & 2 \\ & 4 \\ & 3 \end{aligned}$ | $\begin{array}{r} 5 \\ 3 \\ 7 \\ 15 \end{array}$ | $\begin{array}{r} 6 \\ 4 \\ 9 \\ 26 \\ \hline \end{array}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\hat{Y}_{11}$ $\hat{Y}_{11}$ $\hat{Y}_{1}$ |  | $\begin{array}{r} .83490 \\ .81092 \\ .80537 \\ \hline \end{array}$ | $\begin{aligned} & .79719 \\ & .78820 \\ & .78578 \\ & \hline \end{aligned}$ | $\begin{aligned} & .79150 \\ & .78524 \\ & .78338 \\ & \hline \end{aligned}$ |

matrices $\left[m^{m u}\right]$ and $\left[m^{v v}\right]$ as well as a number of matrix products; with the latter variational method, the coefficient matrix $[A]$ is assembled directly from the element matrices for rectangular and triangular subregions.

## Example 4

TM and TE Modes in Rectangular Waveguide
The eigenvalues $k^{2}$ obtained for the TN modes in a rectangular waveguide with two different mesh sizes are shown in Table 9.4, together with the exact eigenvalues. This problem has also been considered by Harrington (14), po 166, where the eigenvalues $k$ obtained for the $\mathbb{T M}_{21}$ mode are given. The crosssection of the reotangular guide was subdivided into smaller rectangular elements as shown in Fig. 9.40

The approximate eigenvalues are all found to be lower bounds on the exact solutions for this problem. The approximate eigenvalues obtained by a variational solution of the second-order differential equations are always upper bounds on the exact solutions if the potential function $\phi$ satisfies the appropriate Dirichlet boundary conditions. In addition, the convergence is significantly faster when the first order equations are used (14) p. 160 , p. 166. It should be noted that the exact eigenvalues are arranged in increasing order of magnitude, but the approximate eigenvalues are not. The order of the approximate eigenvalues was obtained from inspection of each aisenfunction to determine which waveguide mode it approximates; we recall that a similar procedure was necessary in the solution of one-dimension eigenvalue problems, Chapter 40

We now wish to consider the approximate eigenvalues obtained

TABLE 9.4 APPROXIMATE EIGENVALUES CORRESPONDING TO TM MODES IN RECT ANGUL AR WAVEGUIDE ( $E=2 A)$ THE EXACT EIGENVALUES ARE (M* 2+4** 2$) * P I * * 2$, FOR $\mathrm{E}=1$. M AIN N ARE THE MODE NUMBERS. NCOL AND NRON ARE DEFINED IN FIG. 9.4.

| ( 11.1 ) | $\begin{aligned} & \mathrm{NCOL}=5 \\ & \mathrm{MROW}=3 \end{aligned}$ | $\begin{aligned} & 7 \\ & 4 \\ & \hline \end{aligned}$ | EXACT |
| :---: | :---: | :---: | :---: |
| $(1,1)$ | 45.825 | 48.741 | 49.348 |
| $(2,1)$ | 72.0 | 77.760 | 78.957 |
| $(3,1)$ | 79.073 | 119.88 | 128.304 |
| $(1,2)$ |  | 117.86 | 167.78 |
| $(4,1)$ |  | 146.88 | 197.39 |
| $(2,2)$ |  | 146.88 | 197.39 |
| $(5,1)$ |  | 101.87 | 246.74 |
| $(3,2)$ |  | 189.00 | 246.74 |
| $(4,2)$ |  | 216.00 | 315.82 |
| $(5,2)$ |  | 170.99 | 404.65 |

TABLE 9.5 EXACT EIGENVALUES CORRESPONDING TD TE MODES IN RECTANGULAR WAVEGUIDE. (B=2A)
THE EXACT EIGENVALUES ARE (M* $2+4 N * * 2) * P I * 2$, FOR B=1.
$M$ AND $N$ ARE THE MODE NUMBERS
NCOL AND NROW ARE DEFINED IN FIG. 9.4

| $M$ | $N$ | 0 | 1 | 2 |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0.39 .4784 | 167.78 | 365.17 |  |
| 1 | 9.8696 | 49.348 | 197.39 | 394.78 |
| 2 | 39.4784 | 78.9568 | 246.74 | 444.13 |
| 3 | 88.8264 | 128.304 | 315.82 |  |
| 4 | 157.913 | 197.392 | 404.65 |  |
| 5 | 246.740 | 286.218 |  |  |
| 6 | 355.305 | 394.784 |  |  |

for $T E$ modes in a rectanjular wavesuide. The exact aigenvalues, $k^{2}$, for this problem are given in Table 9.5 for the first few modes. For TE modes, the exact eigenfunctions satisfy $\frac{d \phi}{d n}=0$ over the entire boundary. This is equivalent to $n_{x} u+n_{y} v=0$ on the boundary. When the expansions for $u$ and $v$ were constrained to satisfy these boundary conditions, the approximate eigenvalues shown in Table 9.6 were obtained. The first thing we observe is that some of the eigenvalues are simple and the others are of multiplicity two or four. The exact eigenvalues however are generally simple except for a few which are of multiplicity two. A comparison of the approximate and exact eigenvalues indicates that if the multiple eigenvalues are considered to be simple, then the approximate eigenvalues are all less than the exact solutions, i.e. they are lower bounds. It is difficult to determine which modes should be identified with the eigenfunctions corresponding to multiple eigenvalues since the eigenfunctions are not unique. i.e. if $p_{1}(x, y)$ and $\emptyset_{2}(x, y)$ are eigenfunctions corresponding to the same eigenvalue, then $a y_{1}(x, y)+b p_{2}(x, y)$ is also an eigenfunction.

If the expansion functions for $u$ and $v$ are not constrained to satisfy the condition $n_{x} u+n_{y} v=0$ on the boundary $c$, the approximate eigenvalues shown in Table 9.7 are obtained. We recall that the boundary condition $n_{x} u+n_{y} v=0$ on $C$ is a "natural" condition for stationarity of the functional $J_{3}\left(f, f^{a}\right)$. Thus, in general, the eigenfunctions obtained by the variational method will approximately satisfy this boundary condition, although we must expect that there will be some "extraneous" eigenfunctions which will not (14) p. 148. The approximate eigenvalues in each line of Table 9.7 are arranged so that the approximate eigenfunction has the

TABLF 9.6 APPROXIMATE EIGENVALUES CORRESPONDING TO TE MODES IN RECT ANGULAR WAVEGUIDE. $(B=2 A)$ $B=1$
NROW AND NCOL ARE DEFINED IN FIG. 9.4. IU AND $V$ CONSTRAINED TO SATISFY THE VEUMANN BOUNDARY CONDITIDNS 1.

|  | $N C O L=$ | 5 |
| :---: | :---: | :---: |
| $N$ | $N O W=$ | 3 |
| 1 | 0. | 4 |
| 2 | 0. | 0. |
| 3 | 0. | 0. |
| 4 | 0. | 9.8610 |
| 5 | 9.82475 | 9.8610 |
| 6 | 9.82475 | 38.879 |
| 7 | 36.0 | 38.879 |
| 8 | 36.0 | 38.879 |
| 9 | 36.0 | 48.741 |
| 10 | 36.0 | 62.990 |
| 11 | 43.0731 | 62.990 |
| 12 | 43.0731 | 77.759 |
| 13 | 45.8247 | 81.0 |
| 14 | 72.0 | 81.0 |
| 15 | 79.0731 |  |

TABLE 9.7 APPROXIMATE EIGENVALUES CORRESPONDING TO TE MOUES IN RECTANGUL AR WAVEGUIDE. ( $B=2 A$ )
$B=1$
NROW AND NCOL ARE DEFINED IN FIG. 9.4. (U AND $V$ NOT CONSTRAINED TO SATISFY THE NEUMANN BOUNDARY CONDITIONSI.

|  | NCDL $=5$ |  | NCOL $=7$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $N$ | NRON $=3$ | EXACT | NROW $=4$ | EXACT |
| 1 | 0. | 0.8696 | 0. | 0.8732 |
| 2 | 9.8919 | 99.47784 | 38.279 | 9.8696 |
| 3 | 32.522 | 39.4784 | 38.513 | 39.4784 |
| 4 | 48.000 | 49.348 | 48.386 | 39.4784 |
| 5 | 57.892 | 78.9568 | 64.80 | 49.348 |
| 6 | 80.622 | 88.8264 | 76.792 | EXTRANEOUS |
| 7 | 99. |  | 79.995 | 78.8568 |
| 8 |  |  | 103.31 | 88.8264 |
| 9 |  |  | 118.51 | EXTRANEOUS |
| 10 |  |  |  | 128.304 |

same form as the mode corresponding to the exact eigenvalue.
Compared with the previous results, we see that there are no multiple eigenvalues in Table 9.7, and at least for the dominant TM modes it is easy to identify the mode corresponding to an approximate eigenfunction. In addition, we obtain some extraneous eigenvalues, but these are easily identified because their eigenfunctions do not approximately satisfy the boundary conditions. Example 5

TM modes in Kight Angled Isosceles Triangle
For this problem an exact analytical solution is known (2), p. 755-756.

Approximate solutions for the first few eigenvalues were obtained by subdividing the triangle into rectangular and triangular sub-regions as shown in Fig. 9.5. The approximate eigenvalues obtained with several different mesh sizes are shown in Table 9.8 together with the exact eigenvalues. The approximate solutions are all less than the exact solutions i.e. lower bounds; this was also found to be so for the TNI modes in rectangular waveguide. Mxample 6

TM and TM Modes in Ridge Waveguide
The cross-section considered is shown in Fis. 9.6; since the ridge-waveguide is symmetrical we only need to consider one half of the crossmsection with the boundary condition $\phi=0$ on the centre line for those modes with odd symmetry, and $\frac{d \phi}{d n}=0$ on the centre line for modes with even symmetry.

The approximate eigenvalues obtained for the TM modes with odd symmetry about the centre line are shown in Table 9.9 for two different mesh sizes; the approximation to $\phi(x, y)$ was constrained


Figure 9.5 Right - angled isosceles triangle - Subdivision into rectangular and triangular elemente.


Figure 9.6 Ridge waveguide - Subdivision into rectangular elements.

TABLE $9 . S$ APPROXIMATE EIGEHVALUES CJRRESPGNDING TO TA TOJES IN A RIGHT-ANGLE ISJSCELES TRIARGLE. NROW ANL HCOL ARE DEFINED IN FIG. 9.5. WHERE $A=1$.

| H | $\begin{aligned} & \text { WOL }=4 \\ & \text { NOUK }=4 \end{aligned}$ | 6 | $\begin{aligned} & 8 \\ & 8 \\ & \hline \end{aligned}$ | EXA: T |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 41.383 | 48.096 | 49.039 | 49.348 |
| 2 |  | 81.705 | 94.820 | 98.696 |
| 3 |  | 112.5 | 124.28 | 128.304 |
| 4 |  |  | 142.74 | 167.783 |
| 5 |  | 115.11 | 176.32 | 197.392 |
| 6 |  | 142.65 | 220.4t | 246.74 |

TABLE 9.9 APPROXIMATE EIGENVALUES CORRESPONDING TO TM MODES IN RIDGE WAVEGUIDE WITH DDD SYMMETRY ABOUT THE PLANE OF SYMMETRY.
NCOL, NCI, NRDW, NRI, ANU THE DIMEVSIONS ARE AS
SHOWN IN FIG. 9.6.

|  | $\mathrm{NCOL}=$ | 5 |
| :---: | :---: | :---: |
|  | $\mathrm{NCI}=$ | 7 |
| $\mathrm{NROW}=$ | 5 | 4 |
| $N$ | $\mathrm{NR}=$ | 3 |
| 1 | 35.681 | 4 |
| 2 | 52.739 | 57.606 |
| 3 | 72.000 | 77.760 |
| 4 | 74.757 | 93.865 |
| 5 | 76.386 | 95.171 |
| 6 |  | 109.16 |

TABLE 9.10 AFPROXIMATE EIGENVALUES CORRESPONDING TD TE MODES IN RIDGE WAVEGUIDE WITH EVEN SYMMETRY ABOUT THE PLANE OF SYMMETRY.
NCOL, NC1, NROW, NR1, AND THE DIMEVSIONS ARE AS SHOWN IN FIG. 9.6.
IU AND $V$ NOT CONSTRAINED TU SATISFY THE NEUMANN BOUNDARY CONDITIUNS)

| N | $\begin{aligned} & \text { NCOL }=3 \\ & \text { NC1 }=2 \\ & \text { NROW }=3 \\ & \text { NR1 }=2 \end{aligned}$ | 5 3 5 3 | 7 4 7 4 | 9 5 9 5 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0. | 0 . | 0. | 0. |
| 2 | 7.7313 | 5.8984 | 5.9162 | 5.8909 |
| 3 | 16.917 | 14.164 | 14.125 | 14.132 |
| 4 | 37.232 | 33.767 | 38.357 | 39.284 |
| 5 | 38.433 | 35.964 | 38.357 | 39.322 |
| 6 | 53.121 | 52.048 | 44.583 | 45.470 |
| 7 | 60.335 | 56.458 | 48.425 | 50.192 |
| 8 | 76.230 | 70.981 | 65.818 | 75.464 |

to be zero over the entire boundary. Although the exact eigenvalues are not known for this problem it appears that the approximate eigenvalues are less than the exact solutions since they all increase as the mesh size becomes smaller. Thus the results of all problems solved so far suggest that the approximate eigenvalues obtained for $T \mathbb{M}$ modes by variational solutions of the first-order differential equations are almost certainly lower bounds on the exact eigenvalues; for sach of the problems considered the approximate potential function was constrained to be zero over the boundary of the region.

The approximate eigenvalues obtained for TE modes in the ridge waveguide with even symmetry about the centre line are shown in Table 9.10. The approximations for $\phi(x, y), u(x, y)$ and $v(x, y)$ were not constrained to satisfy any boundary conditions. The results obtained for this problem by Bulley and Davies (10) are shown in Table 9.11 together with the results obtained from the finitemelement program describod in (55); the approximate eigenvalues obtained by these two methods are greater than or equal to the exact eigenvalues i.e. upper bounds. Inspection of the approximate eigenvalues obtained by the present method shows that some of the approximate eigenvalues appear to be upper bounds which converge monotonically to the exact eigenvalues as the mesh size decreases.

The remaining approximate eigenvalues appear to be converging to the exact eigenvalues in an oscillatory manner i.e. the successive approximations do not decrease monotonically with the mesh size.

The approximate eigenvalues for $T 巴$ modes in the ridge waveguide with odd symmetry about the centre line are shown in Table 9.12

MODE IN RICGE HAVEGUTDE WITH EVEV SYMAETRY ABOUT THE PLAEG OF SYMMETRY.

|  | (i) FROM BULLEY REF. 53 ). | (B) FRJM SILVESTER"S FINITEELEMENT PROGRAM 16 TRIANGLES WITH \&TH ORJER PUL YNUMIALS) |
| :---: | :---: | :---: |
| $\frac{N}{1}$ |  |  |
| 1 | 6.0641 | 5. 5.95056 |
| 3 | 14.156 | 14.1382 |
| 4 | 39.479 | 39.4906 |
| 5 | 39.480 | 39.4961 |
| 6 | - | 45.6110 |
| 7 |  | 50.4358 |
| 8 |  | 79.0882 |

TABLE 9.12 APPROXIMATE EIGENVALUES CORRE SPONDING TO TE MODES IN RILGE WAVEGILE WITH ODD SYMMETRY ADOUT THE PLAGE EF SYMMETRY。
NCOL, NCJ, NRDW, NRI, AND THE DIMEVSIONS ARE AS
SHOWN IN FIG. 9.6.
IU AIDD $V$ NOT CONSTRAINED TG SATISFY THE NEUMANN BOUNDARY CONDITIONS)

| 1 | $\begin{aligned} & \text { NOL=3 } \\ & N C=2 \\ & \text { NOW }=3 \\ & \text { NI }=2 \end{aligned}$ | 5 3 5 3 | 7 4 7 4 | 9 5 9 5 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\cdots 2=-2047$ | 1.2675 | 1. 2648 | 1. 2642 |
| 2 | 12.775 | 10.407 | 10.425 | 1.0.409 |
| 3 | 28.895 | 23.979 | 23.953 | 24.125 |
| 4 | 38.067 | 34.916 | 39.628 | 40.565 |
| 5 | 54.566 | 41.683 | 43.655 | 44.762 |
| 6 | 70.163 | 53.939 | 58.468 | 59.978 |
| 7 |  | 66.514 | 62.511 | 65.635 |
| 8 |  | 79.167 | 65.905 | 75.552 |

TABLE 9.13 APPROXIMATE EIGENVALUES CORRESPUNOING TO TE MOUE IN RIDGE WAVEGUIDE WITH ODD SYMMETRY ABOUT THE PLANE CF SYMMETRY.


DAVIES AND MUILWICK (90) DBTAINED A VALUE OF 1.2648 FIR THE LOWEST EIGENVALUE BY USIVG A FINITE-DIFFERENCE PROGRAM
together with the results obtained by Bulley and Davies (10) and Silvester's program (55). Since the approximate potential function $\phi(x, y)$ was constrained to satisfy the Dirichlet boundary condition $\phi(x, y)=0$ on the centre line the eigenvalues obtained by the latter two methods must be upper bounds on the exact eigenvalues. As with the previous example, some of the approximate eigenvalues obtained by the present method appear to be upper bounds which converge monotonically to the exact solution, while the remaining solutions appear to be converging in an oscillatory manner. The approximations for $u(x, y)$ and $v(x, y)$ were not constrained to satisfy any boundary conditions for these computations.

In addition to the results just presented, an attempt was made to obtain solutions for the TiL modes in ridge waveguide with the approximations for $u(x, y)$ and $v(x, y)$ constrained to satisfy the appropriate boundary conditions. It was found that none of the eigenfunctions appeared to satisfy the required $N$ umann boundary conditions, and the eigenvalues differed significantly from those found previously. An explanation of this behaviour will be presented later.

## Bxample 7

Poles and Zeros of Admittance Parameters for Uniform RC Line The results obtained for the poles and zeros of the admittance parameters of two distributed RC lines will now be presented. The first example to be considered is a uniform RC line of width 0.5 units and length 1 unit, with the input/output ports on the two narrow edges; the exact solutions for this problem were given in Chapter 8 。

The results obtained by variational solution of the firstorder differential equations are given in Tables 9.14 and 9.15. The rectangular region was subdivided into smaller rectangles and the approximations for $\phi(x, y), u(x, y)$ and $v(x, y)$ were of the form given in Section 9.4. For both sets of results, $\phi(x, y)$ was constrained to satisfy the appropriate Dirichlet boundary conditions. In addition, the results in Table 9.14 were obtained with no constraints on the approximations $u(x, y)$ and $v(x, y)$ while the results in Table 9.15 were obtained with the Neumann boundary condition, $n_{x} u+n_{y} v=0$, satisfied on the two longer sides of the rectangle. The smaller cigenvalues in Table 9.14, are seen to be approximately equal to the exact eigenvalues, and the errors become smaller as the mesh size decreases. In addition, most of the smaller eigenvalues are less than the exact eigenvalues i.e. lower bounds. The results in Table 9.15 where $n_{x} u+n_{y} v$ was constrained to satisfy the Neumann boundary condition, contain a number of smaller eigenvalues which do not converge to any of the eigenvalues obtained from an exact solution; in addition, the eigenfunctions $\phi(x, y)$ corresponding to these extraneous solutions do not approximately satisfy the required Neumann boundary conditions. In both Table 9.14 and Table 9.15 there are a number of poles of $[Y]$ and zeros of $\mathrm{y}_{11}$ which exactly cancel one another. The remaining poles and zeros in Table 9.14 are seen to coincide exactly with those in Table 9.15, and in addition, these eigenvalues are seen to correspond to the one-dimensional solutions whose eigenfunctions have no variations with position along comordinate lines which are parallel to the input/output ports.


Figure 9.7 Uniform RC line - Subdivision into rectangular elements

TABLE 9.14 APPROXIMATE EIGENVALUES CORRESPONDING TO THE POLES AND $\angle E R O S$ OF THE ADMITTANCE MATRIX ELEMENT Y11 FOR A UNIFORM RC LINE.
NCOL, NROW, AND THE DIMENSIONS ARE AS SHOWN IN FIG. 9.7 .
IU AND $V$ NOT CONSTRAINED TO SATISFY NEUMANN BOUNGARY CONDITICNSI
THE POLES AND ZEROS, Si, ARE RELATED TO THE
EIGENVALUES, $k_{i}^{2}$; BY EQUATIUN $(9.16)$

|  | POLES OF ADMITTANCE MATRIX | ZEROS OF Y11 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | NOOL $=$ | 5 | 7 | 5 | 7 |
| NROW $=$ | 3 | 4 | 3 | 4 |  |
| 1 | 9.82475 | 9.86109 | 2.4676 | 2.4675 |  |
| 2 | 36.0000 | 38.8800 | 21.6151 | 22.1033 |  |
| 3 | 43.0731 | 48.3740 | 41.4275 | 48.3740 |  |
| 4 | 57.8247 | 62.9909 | 57.8247 | 57.0937 |  |
| 5 | 84.0000 | 77.3929 | 84.0 | 65.7826 |  |
| 6 | 91.0731 | 81.0000 | 91.0731 | 77.3929 |  |
| 7 | 153.824 | 101.503 | 95.5264 | 99.2115 |  |
| 8 | 180.000 | 108.000 | 153.824 | 101.503 |  |
| 9 | 187.073 | 119.512 | 180.0 | 119.512 |  |
| 10 |  | 146.512 | 187.073 | 146.512 |  |
| 11 |  | 204.261 |  | 204.261 |  |
| 12 |  | 233.279 |  | 216.077 |  |
| 13 |  | 252.148 |  | 233.279 |  |
| 14 |  | 257.390 |  | 252.148 |  |
| 15 |  | 275.400 |  | 257.390 |  |
| 15 |  |  |  |  | 275.4 |

TABLE 9.15 APPROXIMATE EIGENVALUES CORRESPONDING TU THE POLES AND $Z E R O S$ OF THE ADMITTAVCE MATRIX ELEMENT Y11 FOR A UNIFORH RC LINE. NCOL, NROW, AND THE DIMENSIDNS ARE AS SHOWH IN FIG. 9.7.
(U) AND $V$ CONSTRAINED TO SATISFY VEUMANN BOUNDARY CONDIIICNS
THE POLES AND $Z$ EROS, $S_{i}$, ARE RELATED TO THE EIGENVALUES, $k_{i}^{2}$, BY FQUATIDN $(G$.

|  | POLES QF ADM IITANCE MATR IX |  | ZERDS OF YII |  |
| :---: | :---: | :---: | :---: | :---: |
| $N$ | NCOL $=$ | 5 | 7 | 5 |
| NROW $=$ | 3 | 4 | 3 | 4 |
| 1 | 9.82475 | 9.86108 | 2.46766 | 2.46744 |
| 2 | 9.82475 | 9.86108 | 9.82475 | 9.86108 |
| 3 | 36.0 | 38.88 | 21.6151 | 22.1033 |
| 4 | 36.0 | 38.88 | 36.0 | 38.88 |
| 5 | 43.0731 | 48.7410 | 41.4275 | 48.7410 |
| 6 | 43.0731 | 62.9909 | 43.0731 | 57.0937 |
| 7 | 45.8247 | 62.9909 | 45.8247 | 62.9909 |
| 8 | 72.0 | 77.76 | 72.0 | 65.7826 |
| 9 | 79.0731 | 81.0 | 79.0731 | 77.76 |
| 10 |  | 81.0 | 95.5264 | 81.0 |
| 11 |  | 101.870 |  | 99.2115 |
| 12 |  | 108.0 |  | 101.870 |
| 13 |  | 117.861 |  | 108.0 |
| 14 |  | 119.88 |  | 117.861 |
| 15 |  |  |  | 119.88 |

TABLE 9.16 APPROXIMATE EIGENVALUES CORRESPONDING TO the pules of the admittance matrix for
A LINEARLY TAPERED RE LINE.
NCDL, NRI, NROW, AND THE DIMENSIJNS ARE AS SHOWN
IU AHD $V$ NOT CONSTRAINED TO SATISFY NEUMANN BOUNDARY CONDITIONS)
THE POLES AND ZEROS, $S_{1}$, ARE RELATED TO THE EIGENVALUES, $k_{i}^{2}$; BY EQUATION (9.16)

| N | $\begin{aligned} & \text { MCOL }=4 \\ & \text { FRI }=3 \\ & \text { NROW }=6 \end{aligned}$ | 5 4 8 | 6 4 9 | 7 5 11 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 8.39292 | 8.18886 | 8.0764 C | 8.01810 |
| 2 | 29.2423 | 30.6590 | 30.9835 | 30.9226 |
| 3 | 40.7034 | 43.6034 | 44.5295 | 44.721 |
| 4 | 74.4462 | 50.3457 | 62.7207 | 66.0839 |
| 5 | 118.676 | 67.0780 | 65.6938 | 75.4483 |
| 6 | 266.591 | 89.8142 | 81.3580 | 86.7408 |
| 7 | 319.686 | 105.583 | 96.0426 | 102.026 |
| 8 | 2166.48 | 154.550 | 104.954 | 111.763 |
| 9 | 2191.06 | 213.118 | 109.018 | 120.973 |
| 10 | . | 352.199 | 142.789 | 122.807 |

TABLE 9.17 approximate eigenvalues carresponding to THE ZEROS OF THE ADMITTANCE MATRIX ELEMENT YII FOR a LINEARLY tapered rC LINE.
IN FIG. 9.3.
$(U$ AND $V$ NDT CONSTRAINED TO SATISFY NEUMANN BOUNDARY CONDITICNS)
the poles and $z$ eros,$S_{1}$, are related to the EIGENVALUES: $k_{i}^{2}$, BY EQUATION 19.)

| N | $\begin{array}{ll} \text { NCOL } & 4 \\ \text { NR1. } & 3 \\ \text { NROW= } & 6 \end{array}$ | $\begin{aligned} & 5 \\ & 4 \\ & 8 \end{aligned}$ | $\begin{aligned} & 6 \\ & 4 \\ & 9 \end{aligned}$ | $\begin{array}{r} 7 \\ 5 \\ 11 \\ \hline \end{array}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | Nrow $=6.946439$ | . 893344 | . 870666 | . 856780 |
| 2 | 17.4620 | 17.3936 | 17.0505 | 16.9423 |
| 3 | 40.5974 | 40.4427 | 42.3394 | 42.6185 |
| 4 | 56.8437 | 45.6286 | 48.5355 | 48.7876 |
| 5 | 81.3860 | 63.9118 | 63.7300 | 74.6852 |
| 6 | 118.639 | 85.1139 | 81.1706 | 82.5053 |
| 7 | 266.606 | 96.1599 | 91.1755 | 90.4539 |
| 8 | 319.791 | 121.962 | 104.085 | 111.558 |
| 9 | 2166.48 | 155.256 | 107.192 | 119.437 |
| 10 | 2191.06 | 213.144 | 130.776 | 122.802 |

TABLE 9.18 APPROXIMATE EIGENVALUES CORRESPONOING TO THE ZEROS OF THE ADMITTANCE MATRIX ELEMENT Y22 FOR A LINEARLY TAPERED RC LINE.
IN FIG. 9.3.
IU AND $V$ NOT CONSTRAINED TD SATISFY NEUMANN BDUNDARY CONOITIONS)
THE PQLES AND $\frac{Z}{}$ EROS, $\mathcal{C}_{i}$, ARE RELATED TO THE EIGEIVALUES; $x_{i}^{2}$, EY EQUATION $(9.16)$

| N | $\begin{aligned} & \mathrm{NCOL}=4 \\ & \mathrm{NRI}=3 \\ & \mathrm{NEDW}=6 \end{aligned}$ | $\begin{aligned} & 5 \\ & 4 \\ & 8 \\ & \hline \end{aligned}$ | 6 4 9 | 7 5 11 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 4.26144 | 4.24441 | 4.23721 | 4.23494 |
| 2 | 21.8692 | 22.1006 | 22.2128 | 22.2299 |
| 3 | 40.3738 | 40.6793 | 40.8742 | 40.8550 |
| 4 | 46.8586 | 46.8266 | 54.5874 | 56.8306 |
| 5 | 84.38 .63 | 66.7335 | 65.6549 | 74.4402 |
| 6 | 125.976 | 75.4993 | 75.2706 | 78.8257 |
| 7 | 266.591 | 91.5494 | 94.8336 | 97.8233 |
| 8 | 319.710 | 116.594 | 104.260 | 110.521 |
| 9 | 2166.51 | 171.050 | 107.330 | 114.616 |
| 10 | 2191.27 | 216.281 | 117.714 | 122.629 |

TABLE 9.19 APPROXIMATE EIGENVALUES CORRESPGNDIMG TO THE ZEROS OF THE ADMITTANCE MATRIX ELEMENT YI2 FOR A LINEARLY TAPERED RC LINE.
INFIG. 9.3.
(U AND V NOT CONSTRAINED TO SATISFY NEUMANN BOUNDARY CONDITIONS
THE POLES AND $Z E R O S, S_{i}$, ARE REL.ATED TO THE EIGEIVALUES, $k_{i}^{2}$, BY EQUATION (9.)

| N | NCOL=4 | NRI $=3 \quad$ NROW $=6$ | VCJL $=5$ NR $1=4 \quad$ NROW $=8$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | REAL | IMAGINARY | REAL | IMAGINAR Y |
| 1 | -20.4639 |  | -21.2515 | 24.3632 |
| 2 | 40.8720 |  | -21.2515 | -24.3632 |
| 3 | 17.4594 | 41.7500 | 42.2401 |  |
| 4 | 17.4594 | -41.7500 | 64.8467 |  |
| 5 | 110.098 |  | 59.8818 | 26.1574 |
| 6 | 139.892 |  | 59.8818 | -26.1574 |
| 7 | 266.537 |  | 92.9139 |  |
| 8 | 318.084 |  | 180.904 |  |
| 9 | 2166.39 |  | 232.481 |  |
| 10 | 2190.45 |  | 350.630 |  |


| N | $\mathrm{NCOL}=6$ NOL $=4 \quad \mathrm{NROH}=9$ |  | VCJL $=7 \quad$ NR $1=5 \quad$ NROW $=11$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | REAL | IMAGINARY | REAL. | IMAGINARY |
| 1 | -34.4514 |  | 42.8299 |  |
| 2 | 42.6484 |  | - 33.4763 | 32. 2283 |
| 3 | - . 283409 | 56.4267 | - 33.4763 | -32.2283 |
| 4 | -. 284309 | -56.4267 | 74.6344 |  |
| 5 | 65.1968 |  | 82.7480 |  |
| 6 | 78.2449 |  | 55.5649 | 78.6999 |
| 7 | 97.6711 | 10.6243 | 55.5649 | -78.6999 |
| 8 | 97.6711 | $-10.6243$ | 110.687 |  |
| 9 | 105.670 |  | 116.195 |  |
| 10 | 118.596 |  | 122.824 |  |

## Exxample 8

Poles and Zeros of Admittance Parameters for Linearly Tapered RC line

The distributed RC network considered is identical with that in Example 1 , and the same subdivision into rectangular and triangular elements is used. The poles and zeros obtained are show in Tables $9.16 m 9.19$; the potential function $\phi(x, y)$ was constrained to satisfy the Diriohlet boundary conditions of the problem, but the approximations for $u(x, y)$ and $v(x, y)$ were not constrained to satisfy any boundary conditions. This problem was also considered previously in Chapter 8, where variational solutions of the second-order differential equation were obtained with polynomial and piecewise polynomial approximations for $\phi(x, y)$. A comparison of the results obtained by the two variational methods shows that the smaller, (i.e. dominant), eigenvalues are generally in close agreement; the main differences are in the complex and negative eigenvalues obtained for the zeros of $y_{12}=y_{21^{\circ}}$

### 9.6 Conclusion

The functionals consideced in this chapter have for their stationary conditions the first-order partial differential equations (9.2) which are equivalent to the secondmorder partial differential equation (901). Approxirate solutions of the stationary problem may be obtained by the Rayleigh-Ritz method which leads to a system of linear equations or a matrix eigenvalue problem. It should be noted that the solutions obtained by the Rayleighmitz method are identical with those obtained by the Moment method described in (14): Chapter 8, section 8.5-8.7; although the derivation given in (14) is concerned mainly with
self-adjoint problems, it can also be extended to non self-adjoint problems.

It has been show how solutions may be obtained if the region is divided into rectangular and triangular subregions, and the potential function in each subregion is approximated by a linear function as discussed in Section 9.4. Clearly this method could be extended to handle curved boundaries, and more acourate solutions could be obtained by using more complicated expansion functions such as polynomials.

The mumerical results obtained show that the variation method discussed in this chapter generally gives more accurate solutions than the variation method based on the second-order differential equation; any such comparisons are done with the same expansion functions for the potential functions in both methods. The reason for the improved accuracy with the former method is that the derivatives of the potential function are approximated more accurately. However, a computer program based on the former method is likely to be more complicated, and generally takes more time to execute than the latter method. It should be noted that the two methods are identical if the approximations for $u(x, y)$ and $v(x, y)$ are proportional to $\frac{\partial \phi(x, y)}{\partial x}$ and $\frac{\partial \phi(x, y)}{\partial y}$ respectively. This would be so if $\phi(x, y), u(x, y)$ and $v(x, y)$ were chosen to be polynomials of order $n$ in the two variables $x$ and $y$ over the entire region $R$.

One difficulty encountered with the present method is the occurrence of extraneous eigenvalues which are comparable in magnitude with the dominant eigenvalues. These extraneous solutions were obtained only when the approximations for $u(x, y)$ and $v(x, y)$ were constrained to satisfy the Neumann boundary conditions, and
the approximation for $p(x, y)$ was constrained to satisfy only the Dirichlet boundary conditions of our problem. In addition, it was found that these extraneous solutions $\phi(x, y)$ do not approximately satisfy the Neumann boundary condition $\frac{d \phi}{d n}=0$. When solutions were obtained with no constraints on the approximations for $u(x, y)$ and $v(x, y)$ but $\not \beta(x, y)$ was constrained to satisfy only the Dirichlet boundary conditions, it was found that extraneous solutions still occurred, (i.e. they do not approximately satisfy the Neumann boundary conditions), but the eigenvalues were generally much larger in magnitude than the dominant eigenvalues.

The reason for the difficulties mentioned above is believed to be due to the fact that it is inconsistent to constrain the approximations for $u(x, y)$ and $v(x, y)$ to satisfy Neumann boundary conditions $n_{x} u+n_{y} v=0$, without imposing corresponding constraints on the approximation for $\phi(x, y)$. This follows since the exact solutions for $u(x, y)$ and $v(x, y)$ are proportional to $\frac{\partial \phi}{\partial x}$ and $\frac{\partial \phi}{\partial y}$ respectively. Thus the exact solutions $u(x, y)$ and $v(x, y)$ are dependent on $\phi(x, y)$. In addition, the coefficients of the approximate solutions $u(x, y)$ and $v(x, y)$ are related to those of $\phi(x, y)$ by a pair of equations of the form (9.53), (9.54). These equations show that if the approximate $\not p(x, y)$ is constrained to satisfy boundary conditions of the form $\frac{d \phi}{d n}=0$, then the corresponding $u(x, y)$ and $v(x, y)$ will approximately satisfy $n_{x} u+n_{y} v=0$ on the same boundary segment. However, if $n_{x} u+n_{y} v$ $=0$ on part of the boundary, there must be certain constraints on the coefficients $\boldsymbol{\beta}$ and $\boldsymbol{\gamma}$. Thus (9.53), (9.54), cannot be satisfied unless corresponding constraints are imposed on the coefficients, $\phi$, of $\phi(x, y)$.

It is therefore considered that in the practical application of the Variational method considered here, the boundary condition $n_{x} u+n_{y} v=0$ should be left as a natural condition, and the potential function $\phi(x, y)$ should be constrained to satisfy $\frac{d \phi}{d n}=0$ on the Neumann boundaries, or this should be also left as a natural condition.

## Chapter 10

## RGFORMLATION OF THB FABTIAL DIFPREMTLAL HQUATION

AS AN INT:GGLAL GQUATSON

### 10.1 Introduction

In this Chapter we will consider a numerical technique for the solving distributed RC networks which is based on transformation of the partial differential equation

$$
\begin{equation*}
\nabla^{2} \phi=\gamma^{2} \phi \tag{10.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma^{2}=p R_{s} C \tag{10.2}
\end{equation*}
$$

to an integral equation. $\phi$ is the potential in the resistive layer, $p$ is the complex frequency variable, $\mathcal{R}_{s}$ is the sheet resistance of the resistive layer, and $C$ is the capacitance per unit area between the resistive layer and the ground plane.

The transformation of $(10.1)$ to an integral equation is accompliahed by using Green's boundary value formula as described in (27) and (29). Some numerical techniques for obtaining approximate solutions of the integral equation are described in detail in (29), and the special case with $p=0$ in (10.1), (10.2) (i.e. Laplace's equation) is considered in (26), (30), (31) and (65).

Although a method for obtaining approximate values of the admittance matrix elements at any desired frequency is described in detail in (29), numerical results are only given for the zero frequency case, ( $p=0$ ). In this Chapter some numerical results
obtained by the method described in (29) are presented for the zero frequency case, and also for frequoncies on the jwairis in the complex frequency plane。

In addition, we will also consider the application of the method to calculation of the poles and zoros of the admittance parameters. Spielman (90) has used a similar method for calculation of TE or TM modes in waveguides of arbitrary crosssection, but application of the integral equation method to the calculation of poles and zeros of the admittance parameters does not appear to have been considered previously. Some numerical results obtained by this method are presented in this Chapter.

One problem which arises in connection with the practical application of the method described in (29) is that loss of accuracy can occur when the calculations are performed on a finite precision computer. There are essentially two steps at which errors can occur. The first is in the evaluation of the various intograls which are required. If analytical solutions are used, the results may be inaccurate because it is necessary to subtract two quantities which are almost equal. Methods of improving the accuracy of the integration by using quadrature formulae are discussed in this Chapter. The second source of errors is in the solution of the systern of linear equations for the coefficients of the polynomial approximations to the unknown functions. It is shown here that these errors can be reducen substantially by using orthogonal polynomials to approximate the unknown functions.

Most of the previous methods for solving the integral equation have been restrioted to two-dimensional regions where the boundary is assumed to be polygonal. Although curved boundary
segments can often by approximated by a number of linear segments it is desirable to lave a method which can solve such problems directly. In this Chapter we will consider in some detail, methods for solvine problems where the boundary includes circles or arcs of circles. Problems containing circular boundaries are often encountered in practice in connection with the solution of Laplace's equation for lossless transmission lines. In addition, other boundary shapes can be approxinated by circular aros and straight lines.

The method of solution to be described is useful for problems where the boundary conditions on the contour $C$ which bounds the two-dimensional region $R$ are of the general form

$$
\begin{equation*}
\alpha(1) \phi+\beta(1) \frac{\partial \phi}{\partial n}=\gamma(1) \tag{10.3}
\end{equation*}
$$

where
$\alpha, \beta$ and $\gamma$ are given functions of 1 , the distance along $C$ from some reference point. The general form (10.3) includes the following special cases:
(a) Dirichlet Boundary conditions, with $\oint$ specified on $C(\alpha=1, \beta=0)$
(b) Neumann Boundary conditions with $\frac{\partial \phi}{\partial n}$ specified on $c(\alpha=0, \beta=1)$
(c) Impedance boundary conditions with $\phi / \frac{\partial \phi}{\partial n}$ specified on $C(\alpha=1, \gamma=0)$.

For distributed RC networks the boundary conditions are "mixed" i.e. over a portion of $C$ we will have $\phi$ specified, and over the remainder, $\frac{\partial \emptyset}{\partial n}$ will be specified.

On each of the boundary segments correspond to a metal
contact we have $\phi$ equal to some constant, and on the remaining boundary segments, $\frac{\partial \phi}{\partial n}$ is zero since no current can flow out of the resistive region on these segments.

If the boundary segments corresponding to the metal contacts are denoted by $C_{1}, C_{2}, C_{3},--C_{N}$, and the potential has a value $V_{k}$ on the kth metal contact and is zero on all other metell contacts, the admittance parameters are given by

$$
\begin{equation*}
y_{j k}=\frac{1}{V_{k} R_{s}} \oint_{C_{j}} \frac{\partial \phi}{\partial n} d l \tag{10.4}
\end{equation*}
$$

for $j=1,2---N$.
The poles of the admittance parameters are the frequencies such that $y_{j k}$ groes to infinity, while the zeros of $y_{j k}$ are the frequencies such that $y_{j k}$ is zero.

The method of solution is to transform the partial differential equation (10.1) into an integral equation, i.e. the potential at any point is expressed as a contour integral involving the potential and its normal derivative on the boundary. On the metal contacts, $\phi$ is known (specified), and $\frac{\partial \phi}{\partial n}$ is to be determined. On insulating boundary segments $\frac{\partial \phi}{\partial n}$ is zero, and $\phi$ is to be determined.

Approximate solutions for the unknown boundary values of $\phi$ and $\frac{\partial \phi}{\partial n}$ can be obtained by the general method of Moments (14), which is equivalent to the point matching (collocation) method. (29). The integral equation is thus reduced to the matrix form

$$
\begin{equation*}
[A] c]=b] \tag{10.5}
\end{equation*}
$$

where
[A] is the coefficient matrix
b] is a vector which depends on the specified potentials on metal contacts
and
c] is the vector of coefficients of the series expansions for the boundary values of $\phi$ and $\frac{\partial \phi}{\partial n}$.
The coefficient matrix $[A]$ depends on the complex frequency variable $p$, so tiat it must be calculated for each frequency at which the admittance parameters are to be evaluated. The admittance parameters are then obtained by substituting the solutions of (10.5) into (10.4). Alternatively the poles and zeros of the admittance parameters may be obtained as the frequencies such that $y_{j k}$ defined by (10.4) tends to infinity or zero. If $[A]$ in (10.5) is a square matrix, the poles of $y_{j k}$ are the frequencies such that

$$
\begin{equation*}
\operatorname{det}[A]=0 \tag{10.6}
\end{equation*}
$$

where the expression on the left side of (10.6) denotes the determinent of $[A]$. In general, the poles and zeros are found by evaluating det $[A]$ and/or $y_{j k}$ at a number of different frequencies, and then by using an interpolation or extrapolation formula, the desired poles and zeros may be obtained.

### 10.2 Integral Equation Formulation

The derivation of the integral equation from the partial differential equation is given in (27) and (29). The result is
$\sigma^{*}\left(x^{\prime}, y^{\prime}\right) \cdot \phi\left(x^{\prime}, y^{\prime}\right)=\oint_{C}\left[G(\gamma r) \frac{\partial(x, y)}{\partial n}-\phi(x, y) \frac{\partial G(\gamma r)}{\partial n}\right] d 1$
(10.7)
where

$$
\begin{equation*}
x^{2}=\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2} \tag{10.8}
\end{equation*}
$$

$$
\begin{align*}
\sigma\left(x^{\mathbf{1}}, y^{\mathbf{1}}\right) & =2 \pi & & \text { for }\left(x^{\prime}, y^{\mathbf{1}}\right) \text { inside } R \\
& =\theta & & \text { for }\left(x^{\prime}, y^{\mathbf{1}}\right) \text { on } C  \tag{10.9}\\
& =0 & & \text { for }\left(x^{\prime}, y^{\prime}\right) \text { outside } R
\end{align*}
$$

and
$\theta$ is the interior angle at ( $x^{\prime}, y^{\mathbf{1}}$ ) subtended by $C$, equal to $\pi$ if ( $x^{\prime}, y^{\mathbf{\prime}}$ ) is not a corner point of the boundary. When ( $x^{\prime}, y^{\prime}$ ) is on the boundary the integral on the right of (10.7) is interpreted as a Cauchy principle value integral, i.e.

$$
\int_{a}^{b} f(x) d x=\lim _{d \rightarrow 0}\left[\int_{a}^{c \infty d} f(x) d x+\int_{o+d}^{b} f(x) d x\right](10.10)
$$

when $f(x)$ is unbounded in the regrion of $C$.
The function $G(\gamma r)$ in (10.7) is a Green's function which is defined as follows:
(a)

$$
\begin{equation*}
\nabla^{2} G-\gamma^{2} G=2 \pi \delta(r) \tag{10.11}
\end{equation*}
$$

with respect to both pairs of variables $(x, y)$ and ( $x^{\prime}, y^{\prime}$ )
at $x=x^{\prime}, y=y^{\prime}, G$ is singular, and
$G\left(x, y, x^{\prime}, y^{\prime}\right) \sim-\log _{e} \sqrt{\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}}$
(c) $\quad \delta(r)$ is the Dirac delta function defined by

$$
\begin{gather*}
\delta(r)=0 \text { for } r \neq 0  \tag{10.13}\\
\iint_{R} \phi(x, y) \delta(r) d a=\phi\left(x^{\prime}, y^{\prime}\right)
\end{gather*}
$$

for all continuous functions $\phi(x, y)$.
The physical significance of the Green's function is that

$$
\begin{equation*}
\frac{R_{S}}{2 \pi} \cdot G\left(\gamma_{r}\right) \tag{10.14}
\end{equation*}
$$

is the potential at a point ( $x^{\prime}, y^{\prime}$ ) which results from a unit point current source at ( $x, y$ ).

This is verified by (10.7), since the current per unit width entering the resistive layer on the boundary $C$ is $\frac{1}{R_{s}} \cdot \frac{\partial \phi}{\partial n}$.

By considering the potential due to a pair of point current sources of magnitude $+I_{s}$ and $-I_{s}$, and allowing the distance $d$ between these sources to approach zero we obtain

$$
\begin{equation*}
\phi\left(x^{\prime}, y^{\prime}\right)=\left(I_{s} \cdot d\right) \cos \theta \cdot \frac{R_{S}}{2 \pi} \cdot \frac{\partial G}{\partial r}(\gamma r) \tag{10.15}
\end{equation*}
$$

where the geometry is shown in Fig. 10.1.
Then, since

$$
\begin{equation*}
\cos \theta \cdot \frac{\partial G}{\partial r}=-\frac{\partial G}{\partial n} \tag{10.16}
\end{equation*}
$$

where
$\hat{n}$ is the unit outward pointing nornal on the boundary, it follows that the contribution to the potential at ( $x^{\prime}, y^{\prime}$ ) from the second term on the right of (10.7) is equivalent to that from a double-layer of current sources, one layer on each side of the boundary, such that

$$
\begin{equation*}
R_{s}\left(I_{s} \cdot d\right)=\not p(x, y) \tag{10.17}
\end{equation*}
$$

where $+I_{s}$ and $-I_{s}$ are the currents/unit width, and the spacing $d$ between the two current layers is infinitesimal.


Fisure 10.1 Definition of parameters for potential of a pair of point current sources.

We note that the Green's function is not uniquely defined by (10.11), (10.12), and if $G(\gamma r)$ is chosen to satisfy appropriate boundary conditions, an explicit solution may be obtained from (10.7). As previously noted, for distributed RC networks $\phi$ is given on each boundary segment corresponding to a metal contact, and on the remaining boundary segments $\frac{\partial \phi}{\partial n}=0$. Therefore, if we choose $G(\gamma r)=0$ on the metal contacts, and $\frac{\partial G(\gamma r)}{\partial n}=0$ on the remainder of the boundary, then the right side of (10.7) an be evaluated since there are no unknowns, and we have an explicit solution for the potential at any point.

For many probloms it is extremely difficult to find a Green's function which satisfies all of the necessary boundary conditions which allow an explicit solution to be obtained. Another approach is to select a Green's function which does not satisfy all of the boundary conditions, and is thus simpler to find. An axample of the latter approach is given in (30).

In the following, we will consider methods for obtaining approximate solutions of (10.7) with

$$
\begin{equation*}
G\left(\gamma_{r}\right)=K_{0}\left(\gamma_{r}\right) \tag{10.18}
\end{equation*}
$$

where $K_{o}$ is the modified Bessel function of the second kind, order zero. The advantage of this approach, which is also used in (29), is that it can be used for two dimensional regions of arbitrary shape; otherwise it would be necessary to find a different Green's function for each problem we wish to solve.

For Laplace's equation we use

$$
\begin{equation*}
G(\gamma r)=-\log _{e} r \tag{10.19}
\end{equation*}
$$

instead of (10.18).

### 10.3 Numerical Solution of Integral Equation

An approximate solution to the boundary value problem will be obtained by transforming the integral equation (10.7) - (10.9) to the matrix form (10.5), which may be solved for the coefficients of the series expansions for the boundary values of $\phi$ and $\frac{\partial \phi}{\partial n}$. The admittance parameters are then obtained by using (10.4).

### 10.3.1 Linear boundary segments

 The usual method for obtaining approximate solutions of the integral equation (10.7) is to assume that the unknown potential or its normal derivative on the kth boundary segment may be approximated as$$
\begin{equation*}
\phi(s) \text { or } \frac{\partial \phi}{\partial n}(s)=\sum_{j=m_{1}(k)}^{m_{2}(k)} c_{j} f_{j}(s) \tag{10.20}
\end{equation*}
$$

where $s$ is the distance along the boundary from some referance point,

$$
f_{j}(s) \text { is a given function }
$$

and the $c_{j}$ are coefficients to be determined.

$$
\text { If } n(k) \text { is the number of expansion functions } f_{j}(s)
$$

used on the kth boundary segment then

$$
\begin{equation*}
m_{2}(k)=\sum_{i=1}^{k} n(k) \tag{10.21a}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{1}(k)=m_{2}(k)-n(k)+1 \tag{10.21b}
\end{equation*}
$$

For simplicity it is common to divide the boundary into $N$ straight line segments, the kth segment being denoted by $\Delta \mathrm{c}_{\mathrm{k}}{ }^{\text {. }}$

When the approximation $(10.20)$ is substituted into the integral equation (10.7) we obtain
$\sigma\left(x^{\prime}, y^{\prime}\right) \phi\left(x^{\prime}, y^{\prime}\right)=\sum_{k=1}^{N}\left[\sum_{j=m_{1}(k)}^{m_{2}(k)} c_{j} \sum_{d C_{k}} f_{j}(s) K(\gamma r) d s\right]_{(10,22 a)}$
where
$r$ is given by (10.8), and is of the form

$$
\begin{gather*}
r^{2}=\left(s-s_{p}\right)^{2}+p^{2}  \tag{10.22b}\\
K(\gamma r)=K_{0}\left(\gamma_{r}\right) \quad \begin{array}{l}
\text { on conducting boundary } \\
\text { segments }
\end{array} \\
K(\gamma r)=-\frac{\partial K_{0}\left(\gamma_{r}\right)}{\partial n} \\
=\frac{\gamma p K_{1}(\gamma r)}{r} \quad \text { on insulating boundary } \\
\text { sesments }
\end{gather*}
$$

$K_{1}(\gamma r)$ is the modified Bessel function of the second kind, order one, and $p$ is the perpendicular distance from $\left(x^{\prime}, y^{\prime}\right)$ to the segment $\Delta C_{k}$ as shown in Fig. 10.2.

The sign of $p$ is chosen to be the same as that of the scalar product of the vectors $\vec{r}$ and $\hat{n}$ in Fig. 10.2.

For Laplace's equation $(10.23 a)$ and (10.23b) are replaced by

$$
K\left(\gamma_{r}\right)=-\log _{e} r \quad \text { on conducting boundary segments }
$$



Figure 10.2. Definition of parameters for a typical element $\Delta c_{k}$
$K\left(\gamma_{r}\right)=\frac{p}{r^{2}} \quad$ on insulating boundary segments (10.24b) If M points ( $\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}$ ) are chosen on the boundary, then (10.22) becomes

$$
\begin{equation*}
\sigma\left(x_{i}, y_{i}\right) \phi\left(x_{i}, y_{i}\right)=\sum_{j=1}^{N} e_{i j} c_{j} \tag{10.25}
\end{equation*}
$$

where
$\phi\left(x_{i}, y_{i}\right)$ on the left of (10.25) is replaced by the expression on the right of (10.20) on the boundary segments where the potential is unknown, and on the remaining segments the known value of $\phi\left(x_{i}, y_{i}\right)$ is inserted into (10.25). $\sigma\left(x_{i}, y_{i}\right)$ is defined in (10.9).

The matrix elements $a_{i j}$ are given by

$$
\begin{equation*}
a_{i j}=\int_{\Delta C_{k}} f_{j}(s) K\left(\gamma_{r}\right) d s \tag{10.26}
\end{equation*}
$$

Once the matrix elements $a_{i j}$ have been evaluated the system of linear equations (10.25) can be solved for the unknown coefficients $c_{j}$ provided that $\mathbb{M} \geq m_{2}(\mathbb{N})$.

We now consider the choice of the expansion functions $f_{j}(s)$ in (10.20). The only restriction on the $f_{j}(s)$ is that the integrals (10.26) must exist.

One of the simplest types of approximation, but one which is entirely adequate in many cases, is obtained by choosing the $f_{j}(s)$ to be pulse functions, (14), Chapter 1. This gives a step approximation to the unknown boundary values of $\phi(s)$ and $\frac{\partial \phi(s)}{\partial n}$. Cristal (26), (31) used this method to solve some TEM
transmission line problems with circular and rectangular conductors.

Blue, (29), used piecewise polynomial approximations for $\phi(s)$ and $\frac{\partial \phi(s)}{\partial n}$, which is equivalent to choosing

$$
\begin{equation*}
f_{j}(s)=s^{j-m_{2}(k)} \tag{10.27}
\end{equation*}
$$

in (10.20).
When either the step approximation or the piecewise polynomial approximation is used, and polynomial approximations are used to approximate the Bessel functions $K_{0}\left(\gamma_{r}\right)$ or $K_{1}\left(\zeta_{r}\right)$ as discussed in (29), then the matrix elements (10.26) are of the form

$$
\begin{equation*}
a_{i j}=\int_{s_{1}}^{s_{2}}\left[\log _{e}\left(s^{2}+p^{2}\right) Q(s)+R(s)\right] d s \tag{10.28}
\end{equation*}
$$

where
$Q(s)$ and $R(s)$ are polynomials in s. These integrals can be evaluated exactly by using integration by parts and a recursion formula to express the integrals involving higher powers of $s$ in terms of integrals with lower powers of s.

When the Bessel function $K_{1}(\gamma r)$ appears in (10.26) the integrals are of the form (10.28) plus an additional term of the form

$$
\begin{equation*}
\int_{s_{1}}^{s_{2}} \frac{m(s)}{s^{2}+p^{2}} d s \tag{10.29}
\end{equation*}
$$

where $\mathbb{T}(s)$ is a polynomial, Analytical solutions for this integral are also easily obtained.

For large arguments the polynomial approximations for the Bessel functions require a large number of terms for convergence, and accuracy is lost on a finite-precision computer due to cancellation. It is then more satisfactory to use the asymptotic expansions for $K_{0}(x)$ and $K_{1}(x)$, in which case it is necessary to evaluate the integrals in (10.26) by a numerical integration routine as discussed in (29),

The accuracy of the solutions obtained can be increased by using higher order polynomials on each boundary segment, or the number of boundary segments may be increased while the polynomial order is unchanged. In general the former method is better, up to a point (29). If the order is too hjech, the matrix of the linear equations becomes illmconditioned, and accuracy is lost due to the finite word length of the computer. In addition, the effect of errors in the evaluation of the intescals becomes more noticeable for higher order polynomials. Inaccuracies in the evaluation of the integrals can occur because the analytical solutions sometimes require the differences of two quantities which are almost equal; other inaccuracies occur beaause it is necessary to use numerical integration when analytical solutions are not available. It was found by Blue (29) that the numerical accuracy generally tends to become worse for polynomials of order greater than six or eight on a computer with 8 digit words.

One mathod of reducing the effect of rounding ercors is to replace (10.27) by

$$
\begin{equation*}
f_{j}(s)=T_{j-m_{2}}(k)(s) \tag{10.30}
\end{equation*}
$$

where $T_{j}(s)$ is the Chebychev polynomial of order $j$ shifted to the
interval $s_{1}-s_{2}$ which corresponds to the $k$ th boundary segment; other orthogonal polynomials may also be used instead of the Chebychev polynomials, if desired.

One method of evaluating the integrals (10.28), (10.29) is to expand the Chebychev polynomials in the form $a_{0}+a_{1} s+$ $\mathrm{a}_{2} \mathrm{~s}^{2}+\ldots-$. The contributions from each term moy then be added together. This method is unsatisfactory for numerical purposes because of the loss of significant figures due to subtraction of terms which are almost equal; this problem is most severe for high order polynomials.

A more satisfactory method of evaluating the integrals is by means of a quadrature formula. When polynomial approximations are used for $K_{o}\left(\gamma_{r}\right)$ and $K_{1}\left(\gamma_{r}\right)$, the integral of the polynomial portion of the integrand in (10.28) is obtained in the form

$$
\begin{equation*}
\int_{a}^{b} p_{n}(x) d x=\sum_{i=1}^{M} w_{i} p_{n}\left(x_{i}\right) \tag{10.31}
\end{equation*}
$$

where
$p_{n}(x)$ is a polynomial of order $n$.
Tables of the weights $w_{i}$ and absoissae $x_{i}$ for the Gaussian Quadrature formula are given in (66); an Mint point Gaussian Quadrature formula is exact for polynomials of order not greater than $(2 M-1)$.

The integrals involving the 10 term in (10.28) can also be evaluated by Guassian Quadrature. For the special case $p=0$, Fig. 10.1, these integrals are evaluated by using

$$
\begin{equation*}
\int_{0}^{1} p_{n}(x) \ln \left(\frac{1}{x}\right) d x=\sum_{i=1}^{M} w l_{i} p_{n}\left(x l_{i}\right) \tag{10.32}
\end{equation*}
$$

The weights $w l_{i}$ and the abscissae $x l_{i}$ are given in (66); the M-point Gaussian Quadrature formula is exact for polynomials of order less than 2 M .

For the case $p \neq 0$, Fig. 10.1, the integrals involving the log term in $(10.28)$, are of the form

$$
\begin{equation*}
\int_{a}^{b} p_{n}(x) \ln \left(x^{2}+p^{2}\right) d x \tag{10.33}
\end{equation*}
$$

An exact evaluation of this integral by Gaussian Quadrature would require calculation of the appropriate weights and abscissas for each value of $p$ and for each set of limits ( $a, b$ ).

An approximate method which can be used is to subdivide the interval ( $a, b$ ) into smaller intervals and then apply the Gaussian Quadrature (10.31) to each subinterval. The errors in the integration can be made arbitrarily small by increasing $M$, and/or by increasing the number of subintervals. A similar method is also suitable for integrals (10.29).

In addition to polynomial trial functions, it is sometimes advantageous to use special trial functions. For example, near corner points on the boundary, the potential may not have a convergent Taylor series expansion; a low-order polynomial is then a poor approximation to the potential or normal derivative. This difficulty may be overcome by using nonpolynomial trial functions (29). Near a singular corner the potential may be expanded as

$$
\begin{equation*}
\phi(\beta, \theta)=\phi_{0}+\sum_{n} f_{\nu_{n}}(p) \cdot\left(A_{n} \sin \gamma_{n} \theta+B_{n} \cos \gamma_{n} \theta\right) \tag{10.34}
\end{equation*}
$$

where
 kind
or $\quad f_{\nu}(p)=p^{\nu}$ for Laplace's equation
and
( $\rho, \theta$ ) are the cylindrical coordinates with the origin at the corner.

The $\mathcal{K}_{1}^{\prime \prime s}$ depend upon the geometry of the corner, and are chosen to satisfy the boundary conditions, (26).

In order to improve the approximate potential near a singular corner it is only necessary to use (10.34) for small $\rho$. in which case $f_{\nu_{n}}(\rho)$ in $(10.34)$ may be approximated by $p^{\nu_{n}}$, and only the first two or three terms are retained in (10.34).

When these special trial functions are used it is generally necessary to evaluate the integrals required for the matrix elements $a_{i j}$ by numerical integration (26).

The only remaining aspect to be considered in relation to the solution is the selection of the boundary points, (collocation point $)_{1}\left(x_{i} y_{i}\right)$ at which the integral equation is to be satisfied. This problem was investigated at some length by Blue (29). The results obtained for some test problens suggest that it is generally better to distribute the points on the boundary segments in the same way as the zeros of the Tchebyschev polynomials; the number of points on each boundary segment is chosen to be one greater than the order of the polynomial approximation used on that segment. Other choices of points such as equal spacings along each segment generally give less accurate solutions.
10.3.2 Curved boundary segments

Although it is possible to approximate a curved boundary segment to any desired accuracy by a number of straight line segments, it is sometimes preferable to use special techniques for the more common types of boundary shapes which are likely to be encountered. For example, it is often necessary to obtain the characteristic impedances of transmission lines with conductors of circular crossmsection (31); the characteristic impedances are obtained from the static capacitances per unit length between the conductors.

We now wish to consider in detail, methods for solving Laplace's equation in two-dimensional regions where the boundary may consist of circles, arcs of circles, and straight line segments. The geometry and parameters to be used for the circular boundaries are defined in Fig. 10.3.
$r=\sqrt{R^{2}+d^{2}-2 d R \cos \left(\theta-\theta_{0}\right)}$
$p=R-d \cos \left(\theta-\theta_{0}\right)$
$S==R \theta$
$\tan \theta_{0}=\frac{u}{v}$


Figure 10.3. Geometry and definition of parameters for circular ares.

For a circular boundary of the form shown in Fig. 10.3, we replace the expression (10.22b) for $r$, by

$$
\begin{equation*}
r^{2}=R^{2}+d^{2}-2 d R \cos \left(\frac{E}{R}-\theta_{0}\right) \tag{10.35a}
\end{equation*}
$$

where

$$
\begin{equation*}
s=R \theta \tag{10.35b}
\end{equation*}
$$

$s, R, d, \theta$ and $\theta_{0}$ are defined in Fig. 10.3, and $\theta_{k}$ is the angle subtended at the centre of the circular arc.

The matrix elements are defined by (10.26). For Laplace's equation, $K\left(\partial_{r}\right)$ in (10.26) is given by (10.24), i.e. (10.26) is of the form

$$
\begin{equation*}
a_{i j}=-\int_{s_{1}}^{s_{2}} \log _{e} r f_{j}(s) d s \tag{10.36}
\end{equation*}
$$

for circular conductors
and $r$ is given by (10.35).
For problems involving circular conductors with $\theta_{k}=2 \pi$
it is convenient to expand - $\ln \mathrm{r}$ in a Fourier series,

$$
-\ln \sqrt{u^{2}+v^{2}-2 u v \cos \theta}=-\ln u+\sum_{k=1}^{\infty} \frac{1}{k}\left(\frac{v}{u}\right)^{k} \cos k \theta
$$

$$
\text { for } \frac{v}{u} \leq 1
$$

$$
\begin{equation*}
=-\ln v+\sum_{k=1}^{\infty} \frac{1}{k}\left(\frac{u}{v}\right)^{k} \cos k \theta \tag{10.37}
\end{equation*}
$$

$$
\text { for } \frac{u}{v} \leq 1
$$

Then, because of the orthogonality of the trigonometric functions $\cos 1 \theta$ and $\sin m \theta$ over the interval $0 \leq \theta \leq 2 \pi$, it follows that if

$$
\begin{equation*}
f_{j}(s)=\cos 1 \theta \tag{10.38a}
\end{equation*}
$$

then

$$
\begin{aligned}
a_{i, j}= & 2 \pi R \ln v \\
& \text { for } I=0 \\
= & \frac{2 \pi R}{l}\left(\frac{u}{v}\right)^{I} \cos 10_{0} \\
& \text { for } 1 \nLeftarrow 0
\end{aligned}
$$

and if

$$
\begin{equation*}
f_{j}(s)=\sin 1 \theta \tag{10.38d}
\end{equation*}
$$

then

$$
\begin{equation*}
a_{i, j}=\frac{2 \pi R}{1}\left(\frac{u}{v}\right)^{1} \sin 1 \theta_{0} \tag{10.38e}
\end{equation*}
$$

where
$\theta_{0}$ is defined in Fig. 10.3
and
$\mathrm{v}=$ maximum of R and d
$u=$ minimum of $R$ and $d$.
For distributed RC networks with circular conductors a
Fourier series expansion of the Bessel function of the second kind can be written as (8), p. 363

$$
\begin{equation*}
Y_{0}\left(\sqrt{u^{2}+v^{2}-2 u v \cos \theta}\right)=Y_{0}(u) J_{0}(v)+2 \sum_{k=1}^{\infty} Y_{k}(u) J_{k}(v) \cos k \theta \tag{10.39}
\end{equation*}
$$

The integrals $a_{i j}$ can then be easily evaluated for circular conductors with $\theta_{k}=27$ if the trial functions $f_{j}(s)$ are chosen as (10.38a), (10.38d).

For conductors which consist of circular arcs (ie. $\left.\theta_{\mathrm{k}}<2 \pi\right)$ there is no particular advantage to be gained by using the Fourier series expansions (10.37). It is then more convenient to choose $f_{j}(s)$ of the form (10.27), and (10.36) may then be evaluated by using the following approximations.

For the particular case $d=R$ and $\theta_{0}=0$, Fig. 10.3, it is easily shown that

$$
\begin{equation*}
\log _{e} r^{2}=\ln \left[2 d \cos \left(\frac{\theta}{2}-\pi\right)\right]^{2}=\ln \left(2 d \sin \frac{\theta}{2}\right)^{2} \tag{10.40}
\end{equation*}
$$

For $\frac{\pi}{2} \leq \theta \leq \frac{3 \pi}{2}$ the following polynomial approximation was obtained

$$
\begin{align*}
-\frac{\ln \cos \frac{\alpha}{2}}{2} & =.1249990+.005220931878 \alpha^{2}  \tag{10.41}\\
& +.00032260 \alpha^{4}+.00004091 \alpha^{6}+\epsilon(x)
\end{align*}
$$

where

$$
\alpha=\pi-\theta
$$

and

$$
|\in(x)| \leq 1.3 \times 10^{-6}
$$

This approximation is adequate for most practical purposes.

For $-\frac{\pi}{2} \leq \theta \leq \frac{\pi}{2}$ the following polynomial approximation was obtained

$$
\begin{align*}
\frac{\ln \theta^{2}-\ln \left[2 \sin \frac{\theta}{2}\right]^{2}}{\theta^{2}} & =.083333438 \\
& +.00069368258 \theta^{2}  \tag{10.42}\\
& +.000011833165 \theta^{4}+\epsilon(x)
\end{align*}
$$

where

$$
|\epsilon(x)| \leq 1.1 \times 10^{-7}
$$

Thus if $\frac{\partial \phi(s)}{\partial n}$ on a circular conducting arc is approximated by a polynomial with $f_{j}(s)$ of the form $(10.27)$ it is seen that the integral $a_{i j}$ ? $(10,30)$, along this boundary segment can be easily evaluated for $\mathrm{d} \in \mathrm{R}$ by using the polynomial approximations (10.41), (10.42); the integral is of the form (10.28).

When the observation point ( $x_{i}^{\prime}, y_{q}^{\prime}$ ) is not on the circular conducting arc (i.e. $d \notin \mathrm{R}$ ) an alternative method is available. The interral (10.36) is a linear combination of integrals of the form

$$
\begin{equation*}
\int_{s_{1}}^{s_{2}} s^{1}\left[\ln \left(R^{2}+d^{2}\right)+\ln \left(1-\alpha \cos \frac{s}{R}\right)\right] d s \tag{10.43}
\end{equation*}
$$

where

$$
\alpha=\frac{2 R d}{R^{2}+d^{2}}<1 \text { for } R \notin d
$$

The first term in (10.43) is readily evaluated, and the second may be evaluated by integrating by parts, as follows

$$
\int_{s_{1}}^{s_{2}} s^{1} \ln \left(1-\alpha \cos \frac{s}{R}\right) d s=\left.\frac{s^{1+1}}{1+1} \ln \left(1-\alpha 00 s \frac{s}{R}\right)\right|_{s_{1}} ^{s_{2}}
$$

$$
\begin{equation*}
-\frac{\alpha}{1+1} \int_{s_{1}}^{s_{2}} \frac{s^{1+1} \sin \frac{s}{R}}{1-\alpha \cos \frac{s}{R}} d s \tag{10.44}
\end{equation*}
$$

The second term on the right of ( 10.44 ) may be readily evaluated by using the following polynomial approximations for $\cos \theta$ and $\sin \theta:-$

$$
\begin{gather*}
008 \theta=1-.4999888 \theta^{2}+.04158502 \theta^{4} \\
-.0012998 \theta^{6}+\epsilon(\theta) \tag{10.45}
\end{gather*}
$$

where

$$
\begin{aligned}
& |\epsilon(\theta)| \leq .00002 \\
& \text { for }|\theta| \leq \frac{n}{2} \\
& \frac{\sin \theta}{\theta}=.9999115-.166020 \theta^{2}+.00762666 \theta^{4}+\epsilon(\theta) \quad(10.46)
\end{aligned}
$$

where

$$
\begin{gathered}
|\epsilon(\theta)| \leq .00009 \\
\text { for }|\theta| \leq \frac{\pi}{2}
\end{gathered}
$$

The integrand is then a rational function with the denominator a cubic in $s^{2}$, and the required integration can then be done analytically. Since the errors in the approximations (10.45), (10.46) are quite small the integrals should be
sufficiently accurate for all practical purposes.
For Laplace's equation with circular insulating boundary segments and $f_{j}(g)$ of the form (10.27), the integrals (10.26) are of the form

$$
\begin{equation*}
a_{i_{n} j}=\int_{s_{1}}^{s_{2}}\left(s+s_{p}\right)^{1} \cdot \frac{p}{r^{2}} d s \tag{10.47}
\end{equation*}
$$

where
$p$ and $r$ are defined in Fig. 10.3.

This integral may be put into the form

$$
\begin{equation*}
\frac{1}{2} \int_{s_{1}}^{s_{2}}\left(s+s_{p}\right)^{1}\left[1+\frac{R^{2-} d^{2}}{R^{2}+d^{2}-2 d R \cos \frac{s}{R}}\right] d s \tag{10.48}
\end{equation*}
$$

When the observation point ( $x \cdot, \quad y \cdot$ ') lies on the circular arc. (i.e. $R=d$ ), the integral (10.48) is readily evaluated since the second term vanishes. For $R \notin d$, the second term may be evaluated analytically by using the polynomial approximation (10.45) for $\cos \theta$

### 10.4 Numerical Results

Computer programs incorporating the solution techniques discussed in the previous sections were written.

Some numerical values obtained for the conductance matrices of a number of distributed resistance networks are presented below, and these are followed by some results obtained for distributed resistance capacitance networks.

### 10.4.1 Laplace's equation

The computer program for solution of Laplace's equation generally requires less computer time than that for solving the reduced wave equation (10.1), since the Green's function for the former is simpler, and the latter involves complex arithmetic for solutions at frequencies not on the real axis of the complex frequency plane.

The approximate conductance matrix $[G]$ has the form


Because of the approximations involved, the $[G]$ matrix obtained will not be exactly symmetrical in general, but except for rounding errors the sum of the elements in any row is zero, as one would expect for the exact solution. The amount of assymmetry in the approximate solution gives an indication of the errors in the solution.

## Bxample 1

The conductance matrix of the two-port resistance network shown in Fig. 10.4 was computed with the unknown potential or its normal derivative on each side approximated by polynomials of order 1 to 11. Curve A in Fig. 10.5 shows the maximum error in the approximate solutions; the maximum error is the greater of


Figure 10.4. Two port resistance network - Example 1。


Figure 10.5. Accuracy of approximate conductance matrix elements for distributed resistance networks.
$\left[g_{11}-g_{11}\right.$ (exact) $] / g_{11}$ (exact), and $\left[g_{22}-g_{22}\right.$ (exact) $] / g_{22}$ (exact). The collocation points on each side were distributed as the zeros of the Chebychev polynomial of order one greater than the order of the polynomial approximation.

This problem was also considered by Blue, but the results obtained, (29) Fig. 7, do not agree with those obtained here. One possible explanation of this discrepancy is that the polynomial orrers shown in Blue's Fig. 7 should be increased by one; the two sets of results are then almost identical.

Some additional computations were performed with special trial functions at singular corners as discussed in Section 10.3 and also in (29). Curve $B$ in Fig. 10.5 shows the results obtained; the special (non-polynomial) trial functions were used on the boundary segments extending from the singular corner to a distance of approximately $1 / 10$ of the length of each side adjacent to the corner.

The most significant feature of the results is the marked improvement in the accuracy; for example, it is seen that the accuracy with sixth order polynomials and the special trial functions at singular corners is as good as that obtained with eleventh order polynomials only. A possible disadvantage of using these special trial functions is that it is generally necessary to use numerical integration. In addition, it is necessary to ensure that the length of the boundary segment where the special trial function is used is not excessive, as the resulting accuracy of the solution is then likely to be worse than that obtained with polynomial trial functions only (29).

## Example ?

The conductance matrix of the two-port network shown in Fig. 10.6 was computed with the unknown potential or its normal derivative on each side approximated by polynomials of order 1 to 7. Curve C in Fig. 10.5 shows the maximum error in the approximate solutions. A comparison of these results with those for Example 1 shows that the errors for Example 2 are considerably smaller for the same order polynomial.

## Example 3

The conductance matrix of the two-port network shown in Fig. 10.7 was computed with the unknown potential or its normal derivative on each side approximated by polynomials of order 3 to 11.

The exact solution for this problem has not been computed, however upper and lower bounds on the exact solution were obtained previously, Chapter 8, by the Variational method; the results obtained previously were,

$$
\cdot 32751 \leq g_{11}=g_{22} \leq \cdot 32975
$$

or

$$
g_{11}=g_{22}=.32865
$$

with an error not greater than $\pm .35 \%$.
The results obtained by solving the integral equation are

$$
\begin{gathered}
N=3 \\
{[G]=\left[\begin{array}{rr}
.330960 & -.330960 \\
-.332505 & .332505
\end{array}\right]}
\end{gathered}
$$



Figure 10.6. Two port resistance network - Example 2.


Figure 10.7. Two port reaistance network - Example 3.

$$
\begin{gathered}
N=7 \\
{[G]=\left[\begin{array}{rr}
.328767 & -.328767 \\
-.328767 & .328767
\end{array}\right]} \\
N=11 \\
{[G]=\left[\begin{array}{rr}
.328515 & -.328515 \\
-.328526 & .328526
\end{array}\right]}
\end{gathered}
$$

where
$N$ is the order of polynomial used on each side.
Comparison of the solution for $N=11$ and the mean of the upper and lower bounds obtained by the Variational method shows that they differ by about . $035 \%$.

Some computations performed on the IBM 7090 computer (with a word length of 36 bits ) showed that the accuracy of the results decreases markedly for $\mathbb{N} \geq 5$ because of rounding errors. However, when Chebychev polynomial trial functions were used instead of power polynomials, the error in the solutions due to rounding errors were less than $\pm 1$ in the sixth significant figure for $\mathbb{N} \leq 9$. These results demonstrate that the system of linear equation is well conditioned when Chebychev polynomial trial functions are used; as discussed previously it is recommended that numerical integration be used to obtain the matrix elements, otherwise the numerical accuracy is likely to be poor.

We now present some solutions of Laplace's equation where the boundary includes circular arcs as well as linear segments. Example 4

The conductance matrix of a distributed resistance network consisting of a pair of concentric circular conductors was computed
with the normal derivative of the potential on the conductors approximated by a Fourier series. Since the normal derivative is a constant independent of the angular position, and the integration can be done analytically, without the need for numerical integration, the results obtained for this problem are exact except for rounding errors.

This problem was also solved by using polynomials to approximate the normal derivative of the potential on each of the conductors. Since the normal derivatives can be represented exactly by a polynomial for this problem, the errors in the solution are due to the approximate evaluation of the integrals, and to rounding errors. For a pair of concentric conductors with a diameter ratio of 1.5 , and polynomials of order 6 on each side, it was found that the error in the approximate conductance matrix was less than $\pm 1$ in the sixth significant figure; these errors are consistent with those which would be expected as a result of using the approximations (10.41), (10.42) and (10.45), (10.46).

In addition to the above examples, the computer program was also used to calculate the conductance matrices for the network shown in Fig. 10.8 with the subtended angle $\Theta=\pi / 2$ and $\theta=3 \pi / 2$, and several diameter ratios between 1.5 and 3. For this problem a further source of error is introduced by having to approximate the potential on each of the radial lines by a polynomial. For each of the problems solved, polynomials of order six were used on each boundary segment. The resulting error in the solutions was less than $\pm 1$ in the sixth significant figure. Example 5

The conductance matrices of the two networks shown in


Figure 10.8. Two port resistance network - Example 4.

Fig. 10.9 were computed with the potential or its normal derivative on each boundary segment approximated by polynomials of order 4 and 6. The results obtained for the two networks (a) and (b) are shown below
(a) $\quad N=4$
(b) $\quad N=4$
$[G]=\left[\begin{array}{rr}1.440007 & -1.440007 \\ -1.440016 & 1.440016\end{array}\right]$
$[G]=\left[\begin{array}{rr}1.285372 & -1.285372 \\ -1.285378 & 1.285378\end{array}\right]$
(a) $\quad N=6$
(b) $\quad N=6$
$[d]=\left[\begin{array}{rr}1.440032 & -1.440032 \\ -1.440032 & 1.440032\end{array}\right]$
$[G]=\left[\begin{array}{cc}1.285385 & -1.285385 \\ -1.285387 & 1.285387\end{array}\right]$

This problem was also considered by Sinnott (67) who obtained the following results:

For network (a) in Fig. 10.9

$$
\left|g_{i j}\right|=1.4399 \pm .1 \%
$$

and for network (b) in Fig. 10.9

$$
\left|g_{i j}\right|=1.2854 \pm .1 \%
$$

Note that these results differ from those obtained by the integral equation method by less than .0001 , so that the error limits are probably somewhat less than . $1 \%$.

The solution of problems of the type given in Fig. 10.9
is important for the design of comb-line and interdigital bandpass filters, and other transmission line components such as directional couplers (31), (68).

(a)

(b)

Figure 10.9. Two port resistance network - Example 5.
10.4.2 Frequency domain analysis of distributed RC networks We now present the results of some calculations to determine the admittance matrices of several different distributed ic network at frequencies on the imaginary axis of the complex frequency plane. In general it is difficult to determine the errors in the approximate solutions since exact solutions are know for only a few geometries.

## Example 1

The admittance matrix of the uniform $R C$ line shown in Fig. 10.10 was obtained at $\omega R \mathrm{C}=1$, with the potential on each insulating boundary segment approximated by a third or sixth order polynomial; the normal derivative of the potential on the conducting boundaries can be exactly represented by a constant for this problem.

$$
\begin{aligned}
& \text { With } N=3 \text { we obtain, } \\
& {[Y]=\left[\begin{array}{ll}
1.022027+j .3312422 & -.9807584+j \cdot 1646413 \\
-.9807484+j .1646413 & 1.022027+j .3312422
\end{array}\right]} \\
& \text { With } N=6 \text { we obtain, } \\
& {[Y]=\left[\begin{array}{ll}
1.022013+j .3312381 & -.9807634+j .1646375 \\
-.9807634+j .1646375 & 1.022013+j .1646375
\end{array}\right]}
\end{aligned}
$$

which is equal to the exact solution to seven significant figures.

## Example 2

The admittance matrix of the two-port network with an exponential taper, Fig. 10.11, was computed with the unknown potential or its normal derivative approximated by a polynomial of


Figure 10.10. Uniform distributed RC line


Figure 10.11. Distributed RC line with exponential taper.
order 6 on each side. At the two corners where the interior angle is not equal to $90^{\circ}$, special trial functions were used as previously discussed. The curved boundary segment was approximated by 9 linear segments.

Wíth $\omega$ RC $=1$, the admittance matrix was found to be,
$[Y]=\left[\begin{array}{rrr}.2951221 & +j .1596134 & -.2791900+j .04724454 \\ -.2791723+j .04724306 & .2886483+j .05986082\end{array}\right]$
This may be compared with the approximate solution obtained by one-dimensional analysis,


The differences between the two solutions are about $2 \%$, which suggests that the accuracy of the one-dimensional solution is adequate for this particular problem.

## Example 3

The admittance matrices of the two networks in Fig. 10.12 where computed with the potential on each boundary segment approximated by fourth order polynomials. In addition, special trial functions were used at the singular corner (interior angle $=$ $270^{\circ}$ )。

For the network of Fig. 10.12a, the admittance matrix was found to be,

(a)

(b)

Figure 10.12. Two part distributed IC networks - Example 3.
$[Y]=\left[\begin{array}{rr}3.250652+j .1107953 & -3.248589+j .05923675 \\ -3.248473+j .05938409 & 3.250983+j .1454948\end{array}\right]$
where $\omega$ RC $=1$
For the network of Fig. 10.12b, the admittance matrix was found to be,
$[Y]=\left[\begin{array}{rr}.3221658+j .1956044 & -.3015412+j .05233333 \\ -.3015397+j .05235143 & .3118521+j .07161765\end{array}\right]$
where $\omega \mathrm{RC}=1$
Since the off-diagonal elements $\mathrm{y}_{12}, \mathrm{y}_{21}$ are very nearly equal for these two matrices, the errors in this solution are likely to be quite small.
10.4.3 Eigenvalue problems

We now present the results of some calculations to determine the poles and zeros of the admittance parameters of distributed RC networks. If the admittance parameters are evaluated at two or more frequencies in the complex frequency plane, a first approximation to the required pole or zero may then be found, by using an appropriate interpolation or extrapolation formula. If a pole of the admittance matrix is required, we may extrapolate or interpolate the value of the determinant of the coefficient matrix, or the reciprocal of any of the elements of the admittance matrix. Once an approximation to the required pole or zero has been obtained, successive approximations may then be found by interpolating with the previous solutions; usually only three or four iterations are required to give sufficiently accurate solutions.

Suppose that a zero of a function $f(s), s=s_{1}$ say, has been found by the above method. A second zero may then be found by applying the method to the function $f(s) /\left(s-s_{1}\right)$, and so on until all of the required zeros have been found.

## Example 1

The first pole of the admittance matrix of a uniform RC line of unit length was obtained by interpolating the values obtained for $1 / y_{11}$ and $1 / y_{12}$ at $\mathrm{pRC}=-9.8,-9.85,-9.90$.

The potential on each of the insulating boundary segments was approximated by a sixth order polynomial; the normal derivative of the potential may be represented exactly by a constant on each of the conducting boundary segments.

The values obtained for the first pole are
$\mathrm{pRC}=\mathbf{- 9 . 8 6 9 6 1 0 3}$ and $\mathrm{pRC}=\mathbf{- 9 . 8 6 9 6 0 9 7}$ respectively, depending on whether $1 / y_{11}$ or $1 / y_{12}$ is interpolated.

These values agree closely with the exact solution $\pi^{2}=9.8696044$.

Example?
We now consider the linearly tapered RC networls shown in Fig. 10.7 .

When polynomials of order 5 are used on each boundary segrment, the interpolated value of the first pole of the admittance matrix. is found to be

$$
\mathrm{pRC}=-7.86045
$$

(the interpolation points were chosen to be picc $=-7.8,-7.9$, -8.0).

When polynomials of order 7 are used we obtain

$$
\mathrm{prC}=-7.8544
$$

Finally, when polynomials of order 10 are used with the interpolation points, $p R C=-7.84,-7.85,-7.86$, we obtain the first pole at

$$
\mathrm{pRC}=-7.850065
$$

These results may be compared with those obtained previously by the Variational method (Chapter 8). The most accurate result obtained previously was

$$
\mathrm{pRC} \geq-7.87061
$$

which agrees closely with the results above.
The first zero of the matrix element $y_{11}$ was obtained with polynomials of order 5 and 7 on each boundary segment, and interpolation points at $\mathrm{pRC}=-4.2,-4.25,-4.3$. The approximate values of the zero were found to be
$\mathrm{pRC}=-4.2314$ for 5 th order polynomials
and $\quad \mathrm{pRC}=-4.2319$ for 7 th order polynomials.
The most accurate result obtained previously (Chapter 8)
was

$$
\mathrm{pRC} \geq-4.23205
$$

which agrees closely with the above results.
The first zero of the matrix element $\mathrm{X}_{22}$ was obtained with polynomials of order 5 and 7 on each boundary segment, and with interpolation points at pRC $=-.810,-8.30,-850$.

The approximate values of the zero were found to be $p R C=-82125$ for 5th order polynomials
and $\quad \mathrm{pRC}=-81981$ for 7 th order polynomials. The most aoourate result obtained previously, Chapter 8,
was pRC $\geq-8823089$ which agrees closoly with the above results.
In addition to the above computations, the admittarice matrix was computed at a number of different points in the range $\mathrm{pRC}=-10$ to $\mathrm{pRC}=-50$. The poles and zeros of the admittance parameters obtained by interpolating through the computed points were all found to agree closely with those obtaincd by the Variational method (Chapter 8).

### 10.5 Conclusion

In this Chapter we have considered the solution of the reduced wave equation (10.1) by transforming it to an integral equation.

When attempting a numerical solution of the integral equations it is necessary to take certain precautions to ensure that the accuracy of the results does not suffer unduly from the effects of rounding errors. If the unknown potential function along ${ }^{a}$ boundary segment is approximated by a polynomial, it is preferable to use numerical integration instead of analytical solutions to evaluate the matrix elements. Secondly, if high order polynomial approximations are used, it is necessary to use a Chebychev polynomial approximation, or some other set of orthogonal polynomials, in order to avoid having to solve an illm conditioned system of equations. In addition, it should be noted that it is possible to obtain accurate solutions with low order polynomials, provided that special trial functions are used at any singular corners of the network.

It is very difficult to make a quantitative comparison of the integral equation method with other methods such as the
finitemifference method and Variational methods. For the types of problems considered here it appears that the integral equation method gives more accurate solutions than the other methods for the same amount of computing time. The integral equation is considered to be superior to the finite-difference method since the iterative procedure used to solve the system of equations in the latter method often converges slowly; this is especially true for regions with complicated boundaries. A further disadvantage of the finitemifference method is that for a multi-terminal network the entire iterative procedure must be repeated for each set of specified conductor potentialsẹ With the integral equation method it is only necessary to solve a set of equations with several different right hand side vectors, which takes little longer than one right hand side.

With the Variational methods of solution one has to intograte the products of the trial functions and/or the products of their derivatives over a two-dimensional region; this problem can usually be reduced to a one-dimensional integral. Similarly, with the integral equation method, the integrals are also onedimensional, but it is necessary to use special technicrues to evaluate these integrals because of the logarithmic singularity in the Green's function.

Finally, it is not considered that the integral equation method is suitable for obtaining the poles and zeros of the network parameters unless the approximate locations of these frequencies are known before hand. Otherwise, there is a possibility that some of the poles and zeros may not be located, or an excessive amount of computing time may be required. In this authors
opinion, the "direct" methods, such as the Variational methods, are most suitable for determining the eigenvalues, even though the integral equation method may be capable of greater accuracy. The integral equation method is probably most suitable for problems where the admittance matrix parameters are required at a relatively small number of frequencies. For problems where these parameters are required at a large number of frequencies it is probably preferable to first obtain the dominant poles and zeros; the admittance parameters are then obtained in the form of a product form expansion which is readily evaluated at any specified frequencies.

## Chapter 11

## RELATED PROBLEMS

### 11.1 Introduction

Many of the theoretical results and numerical techniques described in the previous chapters can be used to solve problems arising in the analysis of other distributed networks.

In addition, the results of some work concerned with the transient analysis of transmission lines, and the application of equivalent network theory will be discussed in this chapter.

### 11.2 Two Dimensional Field Problems - Cartesian Coordinates

The methods described in previous chapters were primarily concerned. with computation of the dc admittance parameters (i.e. the conductance matrix), and the poles and zeros of the admittance matrix of multiport distributed RC networks.

The conductance matrix of a multiport distributed resistanoe network may be easily transformed to the capacitance matrix of a multiconductor lossless transmission line network with the same cross-section; the characteristic admittances or impedances of the lines are obtained from the capacitance per unit length between the lines as described in (31). For both of these problems the potential between the conductors satisfies Laplace's equation, and the boundary conditions are identical.

For the distributed resistance network the current per unit width entiring each conductor is

$$
\begin{equation*}
J=\frac{1}{R_{S}} \frac{\partial \phi}{\partial n} \tag{11.1}
\end{equation*}
$$

where
$\emptyset$ is the potential in the resistive layer
$R_{s}$ is the sheet resistance (ohms/square)
$\hat{n}$ is the outward-pointing unit normal on the boundary and
$J$ is the current density (amperes/unit width).
For the lossless transmission line network the charge per unit on the conductors is given by

$$
\begin{equation*}
\rho_{s}=\epsilon \frac{\partial \phi}{\partial n} \tag{11.2}
\end{equation*}
$$

where
$\rho_{g}$ is the charge density/unit length
and
$\in$ is the dielectric constant of the diolectric between conductors.

Then, provided that the boundary conditions on $\varnothing$ are suitably chosen, the required conductance or capacitance matrix elements are each equal to the total current entering a conductor or the total charge on a conductor, which is obtained by integrating (11.1) or (11.2).

The method for computing the poles of the admittance matrix of a thin film distributed RC network can also be used to obtain the cutoff wavenumber of $T \mathbb{T}$ or $T \mathbb{M}$ modes in homogeneous waveguides of arbitrary cross-section. This follows since the waveguide modes can be obtained from a scalar wave function which satisfies the same differential equation and boundary conditions as the potential function for distributed RC networks (14), Chapter 8, (6).

In addition, the electric field normal to the conductors of a TM planar microwave network, (62), also satisfies the same differential equation and boundary conditions as the potential function for distributed RC networks. For this class of networks the current per unit width entering each port is given by

$$
\begin{equation*}
J=\frac{1}{j w / u} \frac{\partial E_{z}}{\partial n} \tag{11.3}
\end{equation*}
$$

in place of (11.1). wis the frequency in radians por second, $\mu$ is permeability of the medium between conductors, and $\sum_{z}$ is the electric field normal to the upper and lower conductors.
11.3 Two Dimensional Field Problems - Cylindrical Coordinates

One important class of problems which has not been considered here is that of analyzing lossless transmission lines with oircular conductors and a field distribution which does not vary with the azimuthal angle.

The solution of such problems is important for the calculation of discontinuities in coaxial lines. Another important problem in this class is the calculation of the resonant frequencies of a coaxial cavity with longitudinal discontinuities in the conductors.

For this class of problem, Laplace's equation is

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial r^{2}}+\frac{1}{r} \frac{\partial \phi}{\partial r}+\frac{\partial^{2} \phi}{\partial_{z}^{2}}=0 \tag{11.4}
\end{equation*}
$$

where
with Laplace's equation in cartesian coordinates except for the term $\frac{1}{r} \frac{\partial \phi}{\partial r}$.

It can be shown that the differential equation (11.4)
is a necessary condition for the functional

$$
\begin{equation*}
F(\phi)=2 \pi \epsilon \iint_{R} r|\nabla \phi|^{2} d r d z \tag{11,5}
\end{equation*}
$$

to be stationary, where the integral is evaluated over the region between the conductors.

The stationary value of (11.5) can also be shown to be proportional to the static capacitance between conductors in the coaxial system, provided that $\varnothing$ satisfies appropriate boundary conditions. The Rayleigh-Ritz method may be used to solve the stationary problem in a manner similar to that discussed in previous chapters.

Similarly, for TN modes in a coaxial resonator, it can be shown that the azimuthal component $H_{\phi}$ of the magnetic field satisfies

$$
\begin{equation*}
-\frac{\partial^{2} H \phi}{\partial x^{2}}-\frac{1}{r} \frac{\partial H_{\phi}}{\partial r}+\frac{\partial H_{\phi}}{\partial r^{2}}-\frac{\partial^{2} H_{\phi}}{\partial z^{2}}=w^{2} \mu \epsilon_{H_{\phi}} \tag{11.6}
\end{equation*}
$$

and the eigenvalues $w_{i}^{2}$ p $\mathcal{E}$ corresponding to the resonant frequencies are proportional to the stationary values of a functional of the form

$$
F\left(H_{\phi}\right)=\frac{\iint_{R}\left[\left|\nabla H_{\phi}\right|^{2}+\frac{H_{\phi}^{2}}{r^{2}}\right] r d r d z+\int_{C_{2}} H_{\phi}^{2} d l}{\iint_{R} H_{\phi}{ }^{2} r d r d z}
$$

Application of the Rayleigh-Ritz method to this problem leads to a matrix eigenvalue problem of the form obtained in previous chapters.

### 11.4 Application of Equivalent Network Theory

In accord with the meaning of equivalence used in lumped network theory, distributed networks are considered to be equivalent when they are electrically indistinguishable at their terminals.

For a distributed RC network with a given resistance $r(x)$ and capacitance $c(x)$ per unit length it is possible to generate an infinite number of equivalent networks with different $r(x)$ and $c(x)$ 。

One reason for considering equivalent $R C$ lines is to broaden the limited class of nonuniform transmission lines for which known solutions are available. A further reason for considering such lines is that it may be easier to fabricate and adjust an equivalent line obtained from a given line.

Some methods for generating equivalent transmission lines are given in (78) - (81). In general it is found that the equivalent lines do not have $r(x) c(x)=$ constant. In practice this means that if the line is constructed with uniform resistive
and dielectric sheets, the width of the ground plane will not be equal to that of the resistive film (81).

In addition, it should be noted that exact equivalence between tapered 12C lines will not be achieved in practice because the onemimensional model is only approximate.

An alternative method of generating equivalent RC Iines is to apply the equivalent network theory of lumped networks (82), to an RC ladder approximation to the RC line. The results of sone work carried out in this area are siven in Appendix E.

### 11.5 Transient Analysis of Lossy Transmission Lines

In the course of the work on distributed RC networks, a method for transient analysis of lossy transmisision lines (85) was investigated. At first sight this appears to be a very attractive method for computer solution; an exact solution for the voltage and current along the transmission line at a point $x$ and time $(t+h)$ is given in terms of the voltages and currents at $x \pm \Delta x$ and time t.

Unfortunately it was discovered that there was an error in the derivation of the solution, and the results are only correct for a distortionless line, as discussed in Appendix $F$.

### 11.6 Conclusion

Methods for solving some problems related to those encountered in the analysis of distributed $\mathbb{R C}$ networks have been considered.

For several problems it was seen that the analysis techniques are either identical to those for distributed RC
networks, or require only minor changes.
Thus the basic techniques described in this thesis are applicable to a wide range of practical problems.

## Chapter 12

## DISCUSSION

In the previous chapters we have considered numerical teclniques for obtaining the admittance matrix of a multiport DRC network.

Some DrC networks can be adequately represented by a onedimensional model, but in general it is necessary to perform a twodimensional analyrsis.

Three methods were stuaied in detail. These methods may be classified according to the type of equation that the potential function is required to satisfy, as follaws:
(1) Second-order partial differential equation (Chapter 3 and 8)
(2) Coupled firstmorder partial differential equations (Chapter 4 and 9)
(3) Integral equation formulation in terms of Gseen's functions (Chapter 10).

In addition to satisfying these equations, the solutions are also required to satisfy certain boundary conditions as previously discussed.

The types of expansion functions which were used to obtain approximate solutions of the boundary value problem may be classified as follows:
(a) nth order polynomials defined over the entire two-dimensional region $R$.
(b) nth order polynomials defined separately over each of a number of subregions of $R$, with constraints to ensure that the rosulting solution is continuous over $R_{\text {. }}$
(c) Continuous piecewise linear approximations over triangular subregions, and "triangle" functions over rectangular subregions. (These are extreme cases of 2).
(d) nth order polynomials defined separately on segments of the boundary $C$ of $R$.

The first three types of approximation are used in conjunction with methods (1) and (2) above. The fourth is used in conjunction with the integral equation method (3), where the unknown potential within $R$ is obtained from the potential and its normal derivative on C. Nonpolynomials expansion functions can also be used with methods (1) and (2), but they are generally not as convenient to use as polynomials, and they do not appear to offer any significant advantages. However it is definitely advantageous to use nonpolynomial expansion functions with the integral equation method (3), since the accuracy can be greatly improved as discussed in Chapter 10.

One question which naturally arises in this discussion is which is the best method for solving a particular problem?

From the rosults obtained in Chapters 8 - 10 it appears that for a given number of expansion functions the integral equation method gives better accuracy than the other two methods. However, when we wish to determine the poles or zeros of an admittance matrix element by usinc the integral equation method, we find that the eigenvalue appears as a nonlinear parameter in the matrix equation. Thus the numerical solution is not automatic - some "judicious" soarching is noeded, and this oan be very time consuming. In contrast, to this method, the methods (1) and (2) lead to matrix eigenvalue problems which can be solved via well established algorithmse

A further problem which arises with the integral equation method is that it is grenerally more difficult to evaluate the matrix elements. In general it is difficult to evaluate the required contour integrals because of the singularity in the Green's function, and in addition, complex arithmetic is required. In contrast, the integrals required for methods (1) and. (2) involve only real arithmetic, and the two-dimensional integrals and contour integrals can usually be transformed to one-dimensional integrals where the integrand is a polynomial. These one-dimensional integrals are easily evaluated by using a quadrature formula.

A comparison of the results obtained with methods (1) and (2) indicates that when piecewise linear expansions and triangle functions as in (c) above are used to approximate the unknown functions, then the accuracy of (2) is significantly better than (1). However, if nth order polynomials as in (a) above are used, then the results obtained by methods (1) and (2) appear to be identical. One problem which has not been investigated is whether (2) is significantly better than (1) when approximations of the type (b) above are used; this is an area for further research. A disadvantage of method (2) compared with (1) is that more work is required to get the equations into the standard matrix-eigenvalue form. With both of these methods, we generally find that extraneous solutions occur, and these can only be isolated by inspection of the eigenfunctions.

An important consideration in the application of the above methods is the availability of the computer programs. Only tivo such programs appoar to have boon widely distributed. Both of these are based on (1) above. The program described by Bulley (53)
uses polynomial approximations of the type (a) above, and Silvester's program (55) uses approximations of type (b) above; where the region $R$ is subdivided into triangular elements. As discussed in Chapter 8 , both of these programs can be readily modified to obtain the poles and zeros of the admittance parameters. Howevor, with both of these programs the polynomial approxinations are required to satisfy the Dirichlet boundary conditions, which may sometimes be a restriction. These restrictions could be overcome by using the techniques described in Chapter 8, and in (33) and (56).

It appears that there are no readily available computer programs based on method (2). The results presented in Chapter 8 were obtained with a program which could solve only a restricted class of problems, and it was necessary to modify a part of the program for each problem considered.

A program based on the integral ecuation method was described in (29), but it is not known whether a listing is available. In any case, (29) contains sufficient detail for the interested user to prepare his own program.

In conclusion, it appears that at present, there is no "best" method for solving the problems of the type considered here, and the method to be chosen for a particular problem will depend to some extent on the availability of a suitable computer program, and the personal preferonce of the user.

We have demonstrated the usefulness of several numerical techniques for solving multiport DRC networks, and we have shown that appreciable errors may result from the assumption of a onedimensional model.

## Appendix A

## NOTATION OF LINEAR SPACES AND OPERATORS

The general methods of solution will be presented in the notation of linear spaces and operators, which are defined as follows.

Given a deterministic problem of the form $L(f)=g$, we must identify the operator $L$, its domain (the functions on which it operates), and its range (the function resulting from the operation). The operator $L$ may be a matrix operator which operates on a vector $f$, to give another vector $g$, or it may be a differential or integral operator.

We usually need an inner product $\langle f, g\rangle$, which is a scalar defined to satisfy

$$
\begin{align*}
\langle u, v\rangle & =\langle\overline{v, u}\rangle  \tag{A,1}\\
\left\langle a_{1} u_{1}+a_{2} u_{2}, v\right\rangle & =a_{1}\left\langle u_{1}, v\right\rangle+a_{2}\left\langle u_{2}, v\right\rangle \quad(A, 2) \\
\langle u, u\rangle\rangle & \text { if } u \neq 0  \tag{A.3}\\
& =0 \quad \text { if } u \equiv 0 \tag{A.4}
\end{align*}
$$

where the bar in (A.1) indicates the complex conjugate.
We sometimes need the adjoint operator $I^{a}$ and its
domain, defined by

$$
\begin{equation*}
\langle u u, v\rangle=\left\langle u, I^{a} v\right\rangle \tag{A.5}
\end{equation*}
$$

for all $u$ in the domain of $L$. An operator is self adjoint if $L^{a}=L$, and the domain of $L^{a}$ is that of $L$. ie.

$$
\begin{equation*}
\langle\mathrm{Lu}, \mathrm{v}\rangle=\langle u, \mathrm{Lv}\rangle \tag{A.6}
\end{equation*}
$$

Properties of the solution depend upon properties of the operator. An operator is real if

$$
\begin{equation*}
\overline{L u}=\overline{L u} \tag{A.7}
\end{equation*}
$$

In addition, a self adjoint operator is positive definite if

$$
\begin{equation*}
\langle I u, u\rangle\rangle 0 \tag{A.8}
\end{equation*}
$$

where $u$ is not identically zero, and vanishes only when $u \equiv 0$. An example of a scalar product for two-dimensional problems involving a differential or integral operator is

$$
\begin{equation*}
\langle u, v\rangle=\iint_{R} u \cdot v d a \tag{A.9}
\end{equation*}
$$

where
$u$ and $v$ are real functions, and $R$ is the surface of integration.

The procedure for obtaining the adjoint of a differential operator is presented in (42), pp 148-149, together with some examples.

To find the adjoint of a differential operator in a space $S$, consider the scalar product $\langle\mathrm{v}, \mathrm{Iu}\rangle$. With the help of integration by parts, consider it as the scalar product of $u$ with some vector which depends on $v$. The transformation from $v$ to w defines the adjoint operator $L^{a}$. The boundary conditions on $v$ are determined by the requirement that the boundary terns resulting from the integration by parts vanish.

## Appendix B

STATIONARY CONDITIONS FOR THE FUNCTIONAL $\mathrm{F}_{1}(u, v)$ WITH u AND v CONSTRAINMD TO SATISFY DIRICHLIT BOUNDARY CONDITIONS

Consider the functional

$$
\begin{equation*}
F_{1}(u, v)=\frac{\iint_{R} \nabla u \cdot \nabla v d a}{\iint_{R} u \cdot v \text { da }} \tag{B.1}
\end{equation*}
$$

where
$u$ and $v$ satisfy the following boundary conditions

$$
\begin{align*}
& u=0 \text { on } C_{2}+C_{k}  \tag{B.2}\\
& u=U_{j}=\text { constant on } C_{j} \\
& v=0 \quad \text { on } C_{2}+C_{j}  \tag{B.3}\\
& v=V_{k}=\text { constant on } C_{k}
\end{align*}
$$

In addition, $u$ and $v$ are one differentiable in $R$, but are otherwise arbitrary.

Let

$$
\begin{equation*}
u=u_{0}+\alpha \cdot \eta(x, y) \tag{B.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{v}=\mathrm{v}_{0}+\beta \mu(\mathrm{x}, \mathrm{y}) \tag{B.5}
\end{equation*}
$$

where
$\alpha$ and $\beta$ are arbitrary parameters, and $\eta(x, y)$ and $\mu(x, y)$ are arbitrary in $R$, but

$$
\begin{align*}
\eta(x, y) & =0 \quad \text { on } c_{2}+c_{k}  \tag{B.6}\\
& =\eta_{j}=\text { constant on } c_{j} \\
\rho^{u(x, y)} & =0 \quad \text { on } c_{2}+c_{j}  \tag{B.7}\\
& =\mu_{k}=\text { constant on } c_{k}
\end{align*}
$$

In addition, suppose that $u_{0}$ and $v_{0}$ are such that $\mathrm{F}(u, v)$ is stationary, and

$$
\begin{equation*}
\lambda_{0}=F_{1}\left(u_{0}, v_{0}\right) \tag{B.8}
\end{equation*}
$$

The conditions for $R(u, v)$ to be stationary are

$$
\begin{equation*}
\left.\frac{d g(u, v)}{d \alpha}\right|_{\alpha=0}=0 \tag{Bu}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\frac{d \mathfrak{g}(u, v)}{d \beta}\right|_{\beta=0}=0 \tag{B.10}
\end{equation*}
$$

If $u$ and $v$ in ( B .1 ) are replaced by the expressions on the right of (B.4) and (B.5), and the stationary condition (B.10) is applied with $=0$, we obtain

$$
\iint_{\mathrm{R}} \nabla u_{0} \cdot \nabla / u \text { da }-\lambda_{0} \iint_{\mathrm{R}} u_{0} \cdot /^{u} \text { da }=0
$$

Then by using Green's formula

$$
\oint_{C} v \frac{\partial u}{\partial n} d l=\iint_{R} \nabla u_{0} \nabla v d a+\iint_{R} v \cdot \nabla^{2} u d a
$$

we obtain

$$
\begin{equation*}
-\iint_{R} \mu\left(\nabla^{2} u_{0}+\lambda_{0} u_{0}\right) d a+\int_{C_{1}+c_{k}} \rho^{u} \frac{u_{0}}{\partial n} d l=0 \tag{B.13}
\end{equation*}
$$

The contour integral in (B.13) is evaluated only over $C_{1}+C_{k}$ because of the boundary condition (B.7), and

$$
\begin{equation*}
c=c_{1}+c_{2}+c_{j}+c_{k} \tag{B.14}
\end{equation*}
$$

Now choose $\mu^{u}=0$ on $C_{1}+C_{k}$, but let $\mu^{u}$ be arbitrary in $R$. Then it follows from (B.13) that

$$
\nabla^{2} u_{0}+\lambda_{0} u_{0}=0 \quad \text { in } R
$$

Next choose $\mu=0$ on $C_{k}$, but let $\mu^{u}$ be arbitrary on $C_{1}$ and in $R$ 。

Then it follows from (B.13) and (B.15) that

$$
\begin{equation*}
\frac{\partial u_{0}}{\partial n}=0 \quad \text { on } C_{1} \tag{B.16}
\end{equation*}
$$

Then, since $\mu^{u=}$ constant on $C_{k}$, it follows that

$$
\begin{equation*}
\int_{C_{k}} \frac{\partial u_{0}}{\partial n} d l=0 \tag{B.17}
\end{equation*}
$$

Similarly, if the stationary condition (B.9) is applied. to ( $B .1$ ), with $\beta=0$, we obtain

$$
\begin{gather*}
\nabla^{2} v_{0}+\lambda_{0} v_{0}=0 \quad \text { in } R  \tag{B.18}\\
\frac{\partial v_{0}}{\partial n}=0 \quad \text { on } C_{1}  \tag{B.19}\\
\int_{C_{j}} \frac{\partial v_{0}}{\partial n} d l=0 \tag{B.20}
\end{gather*}
$$

## Appendix C

STATIONARY CONDITIONS FOR TYE EXTENDED FUNCTIONAL F(u,v) WITH NO BOUNDARY CONSTRAINTS ON u OR -

## Consider the functional

$$
\begin{equation*}
F(u, v)=\frac{\iint_{R} \nabla u, \nabla v d a-\int_{C_{2}+C_{j}+C_{k}}\left[\left(u-g_{u}\right) \frac{\partial v}{\partial n}+\left(v-g_{v}\right) \frac{\partial u}{\partial n}\right] d l}{\iint_{R} u_{0} v d a} \tag{c.1}
\end{equation*}
$$

where

$$
\begin{align*}
\mathrm{g}_{\mathrm{u}} & =0 \quad \text { on } \mathrm{C}_{2}+\mathrm{C}_{\mathrm{k}} \\
& =\mathrm{U}_{\mathrm{j}}=\text { constant on } C_{j}  \tag{C.2}\\
\mathrm{E}_{\mathrm{v}} & =0 \quad \text { on } \mathrm{C}_{2}+\mathrm{C}_{\mathrm{j}} \\
& =V_{k}=\text { constant on } C_{k} \tag{c.3}
\end{align*}
$$

$u$ and $v$ are once differentiable in $r$, but are otherwise arbitrary.

Let

$$
\begin{align*}
& u=u_{0}+\alpha \cdot \eta(x, y)  \tag{c.4}\\
& v=v_{0}+\beta \cdot \rho^{u(x, y)} \tag{c.5}
\end{align*}
$$

where $\alpha$ and $\beta$ are arbitrary parameters, and $\eta(x, y)$ and $\mu(x, y)$ are arbitrary in R.

In addition, suppose that $u_{0}$ and $v_{0}$ are such that $F(u, v)$ is stationary, and

$$
\begin{equation*}
\lambda_{0}=F\left(u_{0}, v_{0}\right) \tag{0.6}
\end{equation*}
$$

The conditions for $F(u, v)$ to be stationary are

$$
\begin{equation*}
\left.\frac{d F(u, v)}{d \alpha}\right|_{\alpha=0}=0 \tag{c.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\frac{d F(u, v)}{d \beta}\right|_{\beta=0}=0 \tag{c.8}
\end{equation*}
$$

If $u$ and $v$ in ( $C .1$ ) are replaced by the expressions on the right of (C.4) and (C.5), and the stationary condition (C.8) is applied with $\alpha=0$, we obtain

$$
\begin{equation*}
\iint_{R}\left(\nabla u_{0} \cdot \nabla \rho u-\lambda_{0} u_{0} \cdot \mu\right) d a-\oint_{C_{2}+C_{j}+c_{k}}\left[\left(u_{0}-g_{z^{\prime}}\right) \frac{\partial \mu}{\partial n}+\rho \frac{\partial u_{0}}{\partial n}\right] d l \tag{0,9}
\end{equation*}
$$

Then by using the Green's formula

$$
\begin{equation*}
\oint_{C} v \frac{\partial u}{\partial n} d l=\iint_{R} \nabla u \cdot \nabla v d a+\iint_{R} v \cdot \nabla^{2} u d a \tag{c.10}
\end{equation*}
$$

we obtain

$$
\begin{align*}
-\iint_{R} \rho u\left(\nabla^{2} u_{0}+\lambda_{0} u_{0}\right) d a & -\oint_{C_{2}+C_{j}+c_{k}}\left(u_{0}-g_{u}\right) \frac{\partial \rho^{u}}{\partial n} d l  \tag{c.11}\\
& +\oint_{C_{1}} \mu \frac{\partial u_{0}}{\partial{ }^{n}} d l=0
\end{align*}
$$

Now choose $\frac{\partial u}{\partial n}=0$ on $C_{2}+C_{j}+C_{k}$ and $\mu=0$ on $C_{1}$, but let $f^{u}$ be arbitrary in $R$. Then it follows from (C.11) that

$$
\begin{equation*}
\nabla^{2} u_{0}+\lambda_{0} u_{0}=0 \quad \text { in } R \tag{c.12}
\end{equation*}
$$

Next choose $\mu=0$ on $C_{1}$, but let $\rho$ be arbitrary in $R$ and on $C_{2}+C_{j}+C_{k}$. Then it follows from (C.11) and (C.12) that

$$
\begin{equation*}
u_{0}=g_{u} \quad \text { on } C_{2}+C_{j}+C_{k} \tag{c.13}
\end{equation*}
$$

Finally, if we allow $\mu$ to be arbitrary on $C_{1}$ it follows from (c.11), (c.12) and (c.13) that

$$
\begin{equation*}
\frac{\partial u_{0}}{\partial n}=0 \quad \text { on } C_{1} \tag{c.14}
\end{equation*}
$$

Similarly, if the stationary condition (c.7) is applied to (c.1) with $\beta=0$, we obtain

$$
\begin{align*}
& \nabla^{2} v_{0}+\lambda_{0} v_{0}=0 \quad \text { in } R  \tag{c.15}\\
& v_{0}=g_{v} \quad \text { on } C_{2}+c_{j}+C_{k} \tag{c.16}
\end{align*}
$$

$$
\begin{equation*}
\frac{\partial v_{0}}{\partial n}=0 \quad \text { on } C_{1} \tag{C.17}
\end{equation*}
$$

From (c.6), (c.12)-(c.14), (c.16) and the Green's formula (C.10) it also follows that

$$
\begin{equation*}
\int_{C_{k}} \frac{\partial u_{0}}{\partial n_{n}} d l=0 \tag{C.18}
\end{equation*}
$$

is a necessary condition for $F(u, v)$ to be stationary. Similarly

$$
\begin{equation*}
\int_{c_{j}} \frac{\partial v_{0}}{\partial n^{\prime}} d l=0 \tag{C.19}
\end{equation*}
$$

is a necessary condition for $F(u, v)$ to be stationary.

## Appendix D

## STATIONARY CONDITIONS FOR THE FUNCTION $J_{5}\left(f, f^{a}\right)$

The functional $J_{5}\left(f, f^{a}\right)$ is given by (9.43), where $\left\langle\mathrm{f}^{\mathrm{a}}, \mathrm{f}\right\rangle$ and $\left\langle\mathrm{f}^{\mathrm{a}}{ }_{\mathrm{g}} \mathrm{L}^{\mathrm{e}} \mathrm{f}\right\rangle$ are defined by (9.36) and. (9.37) respectively.

By using Gauss' Integral Theorem (38), p. 9, ide.

$$
\begin{equation*}
\iint_{R}\left[\frac{\partial}{\partial x}(\phi \cdot u)+\frac{\partial}{\partial y}(\phi \cdot v)\right] d a-\oint_{C} \phi\left(n_{x} u+n_{y} v\right) d l \tag{D,1}
\end{equation*}
$$

and the rule for differentiating a product, we obtain

$$
\left[\begin{array}{c}
{\left[\int_{R}\left[\phi^{a}\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}\right)+\phi\left(\frac{\partial u^{a}}{\partial x}+\frac{\partial v^{a}}{\partial y}\right)\right] d a\right.} \\
\left.-\int_{C_{1}}\left[\left(\phi^{a}-G_{v}\right)\left(n_{x} u+n_{y} v\right)+\left(\phi-G_{u}\right)\left(n_{x} u^{a}+n_{y} v^{a}\right)\right] d l\right] \\
J_{5}\left(f^{a}, f\right)= \\
\iint_{-C_{2}+C_{j}+C_{k}}\left[G_{u}\left(n_{x} u^{a}+n_{y} v^{a}\right)+G_{v}\left(n_{x} u+n_{y} v\right)\right] d l
\end{array}\right]
$$

$$
J_{5}\left(f^{a}, f\right)=\frac{\left[\begin{array}{l}
-\iint_{R}\left(u \frac{\partial \phi^{a}}{\partial x}+v \frac{\partial \phi^{a}}{\partial y}+u^{2} \frac{\partial \phi}{\partial x}+v \frac{a}{\partial \phi}\right) d a \\
+\oint_{C_{2}}\left[\left(\phi-a_{u}\right)\left(n_{x} u^{a}+c_{k} v_{y} v^{a}\right)+\left(\phi^{a}-a_{v}\right)\left(n_{x} u+n_{y} v\right)\right] d l
\end{array}\right]}{\iint_{R}\left(\phi^{2} \phi+u^{a} u+v^{a} v\right) d a}
$$

Let

$$
f_{0}=\left[\begin{array}{l}
\phi_{0} \\
u_{0} \\
v_{0}
\end{array}\right] \quad \text { and } \quad f_{0}^{a}=\left[\begin{array}{c}
\phi_{0}^{a} \\
u_{0}^{a} \\
v_{0}^{a}
\end{array}\right] \text { be functions such }
$$

that $J_{5}\left(f^{a}, f\right)$ is stationary.
Now if $\phi^{a}=\phi_{0}^{a}+\alpha \eta(x, y)$ where $\eta(x, y)$ is an arbitrary function, and $\alpha$ is an arbitrary parameter, then the condition for $J_{5}\left(f^{a}, f\right)$ to be stationary is

$$
\begin{equation*}
\left.\frac{d J_{5}}{d \alpha}\right|_{\alpha=0}=0 \tag{D.4}
\end{equation*}
$$

From (D.2) and (D.4) it follows that

$$
\begin{equation*}
\iint_{R} \eta\left(\frac{\partial u_{0}}{\partial x}+\frac{\partial v_{0}}{\partial y}\right) d a-\int_{C_{1}} \eta\left(n_{x} u_{0}+n_{y} v_{0}\right) d l-J_{5}^{0} \iint_{R} \eta \phi_{0} d a=0 \tag{0.5}
\end{equation*}
$$

which must be true for arbitrary $\eta(x, y)$.
$J_{5}^{0}$ is the stationary value of $J_{5}^{\prime \prime}\left(f^{a}, f\right)$.
First choose $\eta(x, y)=0$ on $C_{1}$, but arbitrary inside $R$. Then from (D.5) we obtain

$$
\begin{equation*}
\frac{\partial u_{0}}{\partial x}+\frac{\partial v_{0}}{\partial y}=J_{5}^{0} \phi_{0} \quad \text { in } R \tag{D.6}
\end{equation*}
$$

Next choose $\eta(x, y)$ arbitrary on $C_{1}$ and in $R$. Then from (D.5) and (D.6) we obtain

$$
\begin{equation*}
n_{x} u_{0}+n_{y} v_{0}=0 \quad \text { on } c_{1} \tag{D.7}
\end{equation*}
$$

Now choose $u^{a}=u_{0}^{a}+\alpha \cdot \eta(x, y)$. Then from the stationary condition (D.4) and (D.3) we obtain

$$
\begin{equation*}
\iint_{R} \eta \frac{\partial \phi_{0}}{\partial x} d a+\oint_{C_{2}+C_{j}+c_{k}}\left(\phi_{0}-G_{u}\right) n_{x} \eta d l-J_{5}^{0} \iint_{R} \eta_{0}^{u_{0}} d a=0 \tag{D.8}
\end{equation*}
$$

Choose $\eta(x, y)$ arbitrary inside $R$, but $\eta(x, y)=0$ on $C_{2}+C_{j}+C_{k}$. Then from (D.8) we obtain

$$
\begin{equation*}
-\frac{\partial \phi_{0}}{\partial x}=J_{5}^{0} \cdot u_{0} \quad \text { in } R \tag{D.9}
\end{equation*}
$$

Next choose $\eta(x, y)$ arbitrary on $C_{2}+C_{j}+C_{k}$ and in $R$. Then from (D.8) and (D.9) we obtain

$$
\begin{equation*}
\phi_{0}=G_{u} \quad \text { on } C_{2}+C_{j}+C_{k^{*}} \tag{D.10}
\end{equation*}
$$

Similarly, if we choose $\mathrm{v}^{2}=\mathrm{v}_{0}^{\mathrm{a}}+\alpha \cdot \mathfrak{\eta}(\mathrm{x}, \mathrm{y})$, from the stationary condition (D.4), and (D.3) we obtain

$$
\begin{equation*}
-\frac{\partial \phi_{0}}{\partial y}=J_{5}^{0} \cdot v_{0} \quad \text { in } R \tag{D.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{0}=G_{u} \quad \text { on } C_{2}+c_{j}+c_{k} \tag{D.12}
\end{equation*}
$$

The corresponding relations for $\phi_{0}^{a}, u_{0}^{a}$, and $v_{0}^{a}$ are obtained by choosing $\phi=\phi_{0}+\alpha \cdot \eta(x, y), u=u_{0}+\alpha \cdot \eta(x, y)$, and $v=v_{0}+$ $\alpha_{0} \eta(x, y)$, and then applying the stationary condition ( $D \cdot 4$ ).

From (D.6), (D.9) and (D.10) it follows that

$$
\begin{equation*}
\left\langle L^{a} f_{o}^{a}, f_{0}\right\rangle=J_{5}^{0}\left\langle f_{0}^{a}, f_{o}\right\rangle \tag{D.13}
\end{equation*}
$$

and, in addition we have

$$
\begin{equation*}
\left\langle L^{a e_{f}} f_{0}^{a}, f_{0}\right\rangle=J_{5}^{0}\left\langle f_{0}^{a}, f_{0}\right\rangle \tag{D.14}
\end{equation*}
$$

where $L^{\text {ae }}$ is defined by (9.37).
It therefore follows by equating the expressions on the left of (D.13) and (D.14), and by using the boundary conditions (D.7) and (D.10), and the corresponding boundary conditions on $\phi_{0}^{a}, u_{0}^{a}, v_{0}^{a}$ that

$$
\begin{equation*}
\int_{c_{2}+c_{j}+c_{k}} a_{u}\left(n_{x} u^{a}+n_{y} v^{a}\right) d l=0 \tag{D.15}
\end{equation*}
$$

is a necessary condition for $J_{5}^{0}$ to be stationary.

Similarly it can also be shown that

$$
\int_{C_{2}+C_{j}+c_{k}} G_{v}\left(n_{x} u+n_{y} v\right) d l=0
$$

is a necessary condition for $J_{5}^{0}$ to be stationary.
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