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## SUMMARY.

During investigations of the $X$-band microwave spectrum of $\mathrm{Mn}^{2+}$ ions adsorbed on bacterial cells, weak doublets were noticed between the main ( $\Delta m=0)$ hyperfine lines. Similar doublets had been reported in the spectrum of $\mathrm{Mn}^{2+}$ adsorbed on inorganic ionexchangers, which at the commencement of this work had not adequately been explained. These doublets were teritatively assigned as forbidden ( $\Delta m= \pm 1$ ) transitions, and irvestigations to test this hypothesis were carried out. Initially it was found that there was poor agreement between the experimentally determined line positinns of these doublets and line positions calculated using simple nonangular expressions. When angular dependent terms were taken into account, utilizing a method used by Bleaney and Rubins to explain splitting of hyperfine lines observed from a plasticine sample, agreement between theary and experiment could be obtained for the spectrum of the adsorbed $\mathrm{Mn}^{2+}$ ion.

Investigation of spectra from powdered samples containing $\mathrm{Mn}^{2+}$ in sites of large axial crystal fields then showed that the original theory of Bleaney and Rubins was unable to even qualitatively explain features of spectra observed. Because of this, exact methods were used to predict the intensity variations of allowed and forbidden transitions with angle between the crystal field axis and he applied static fiold, and interpretation of all powder spectra was then obtained.

The effect of rhombic crystal field symmetry on powder spectra was then considered, and it is shown that certain component lines of powder spectra are preferentially broadened, and as well, splitting of hyperfine lines can occur.

During the search for suitable samples, materials were obtained which produced $\mathrm{Mn}^{2+}$ spectra previously not reported.

Finally a technique is reported which, when refined, could enable investigations of central $\left(M=\frac{1}{2} \rightarrow M=-\frac{1}{2}\right)$ transitions without the complication of overlapping fine structure, and enable identification of component lines in ovarlapping spectra.
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## CHAPTER I

## The Spectrum of Adsorbed $\mathrm{Mn}^{2+}$

### 1.1 Introduction.

The ion-exchange properties of bacterial cells is a well
known phenomenon (Dubos 1949), and electro-riegative cells washed in Manganese solutions readily take up $\mathrm{Mn}^{\text {Z+ }}$ ions.

The X-band microwave spectrum recorded from a sample of E.Coli washed in $0.01 \mathrm{~N} \mathrm{MnCl}_{2}$, is shown in fig. 1.1 , and may be compared with an E.S.R. spectrum from $M_{n}{ }^{2+}$ adsorbed on the ion-exchange resin Amberlite $I R-120(H)$, fig. 1.2. The observed spectra are seen to corisist of six broad hyperfine lines ( $\Delta m=0, M=\frac{1}{2} \rightarrow M=-\frac{1}{2}$ ) between which cạn be observed five pairs of broad weak lines. These broad doublets, observea in the spectrum of adsorbed $\mathrm{Mn}^{2+}$, were originally identified as 'fine structure' by Faber and Rogers (1959). Although fine structure is observable in certain $\mathrm{Mn}^{2+}$ powder spectra (Kasai 1962, Bleaney \& Rubins 1961) it seemed unlikely to this author that the doublets observed in the spectrum of adsorbed $\mathrm{Mn}^{2}{ }^{2+}$ were fine structure. In $M_{n}{ }^{2+}$ powder spectra, fine structure lines, if observed, should also appear outside the central.hyperfine sextet $\left(M=\frac{1}{2}\right)$, whereas the weak lines observed in the spectra shown, all lie inside the central sextet. These weak lines were then tentatively assigned as forbidden transitions ( $\Delta m= \pm 1$ ) and investigations carried out to test this hypothesis. Identification of the weak doublets which are observable in the spectrum of
N.B. The numbers running across this and other chart recordings shown, are inch markings, and do not refer to lines in spectra.


adsorbed $\mathrm{Mr}^{2+}$, as forbidden transitions, was made by Nicula et al (1965) on the basis of line position measurements. The analysis used in this work does differ, however, from that used by Nicula et al. (who have used incorrect expressions for line positions, as shown later). The analysis used to explain features in the adsorbed $\mathrm{Mn}^{2+}$ spectrum may also be extended to obtain an interpretation of $\mathrm{Mn}^{2+}$ powder spectra in general.

### 1.2 Crystal Field Symmetry For The Adsorbed Mri ${ }^{2+}$ Ion.

Forbidden transitions have heen observed when the $\mathrm{Mn}^{2+}$ ion iss in oither a sibe or culbic or axial crysbal field symmery. (boes for oxample Lyons and Kedzie 1966.) In acqueous salution the Mrot ion is surrounded by six hydrated water molecules, and neglecting perturbations, might be expected to occupy a site of cubic crystal field symmetry. It is shown in appendix $A$ that the reiative intensity of forbidden transitions of $\mathrm{MrI}^{2+}$ ions in a site of cubic field symmetry is proportional to the square of the cubic field parameter "a". Title (1963) has presented evidence that this parameter is small when the hyperfine parameter $A$ is large, which is the case experimentally for the adsorbed ion. Hecause of the relatively large measured intensity of the doublets, we must then consider that the adsorbed $\mathrm{Mn}^{2+}$ ion is in a site of axial or rhombic crystal field symmetry, which may be due to distortion of the surrounding hydrated cage of water molecules, due to the adsorption process.

### 1.3 Experimental Line Positions and Spacings.

For powder spectra the parameters $A$ and $g$ (or $H_{0}=h \nu_{0} / g \beta$ ) may be determined approximately by a fit between experimental line positions; or field differences between adjacent lines, and nonangular dependent expressions (Faber \& Ragers 1959, Wolga \& Tseng 1964). For field differences between adjacent resonances, Wolga \& Tseng (1964) have given the following expressions:-

$$
\begin{align*}
& H_{A}(m)=-\left[A-\frac{15 A^{3}}{4 H_{0}^{2}}\right]+\left[\begin{array}{c}
\left.\frac{A^{2}}{2 H_{0}}\right] \cdot[2 m-1] \\
H_{F}^{*}(m)
\end{array}\right]=-\left[\frac{25 A^{3}}{2 H_{0}^{2}}\right] \cdot[2 m-1]+\frac{17 A^{2}}{2 H_{0}}+2 g_{N} H_{0} \tag{1.1}
\end{align*}
$$

A best fit between field spacings for allowed transitions observed in the adsorbed $\mathrm{MrI}^{2+}$ spectrum, fig. 1.2 , and spacings calculated, using equations (1.1) is obtained for :-

$$
\begin{aligned}
& A=-97.30 \mathrm{e} \\
& H_{0}=3,270 \mathrm{Oe}
\end{aligned}
$$

| I. | Experiment |  |  | Theory |
| :---: | :---: | :---: | :---: | :---: |
| -3/2 | 90.5 | -1.0) | De | 91.2 Ce |
| $-1 / 2$ | 93.4 | " | " | 94.0 .11 |
| $1 / 2$ | 97.0 | " | " | 97:0 |
| $3 / 2$ | 100.7 | " | " | 99.9 " |
| $5 / 2$ | 102.9 | " | " | 102.8 " |

```
    If these values of the parameters are then used to calculate
spacing for forbiaden daublets, using equation (1.2), the
following results are obtained -
\begin{tabular}{|c|c|c|c|c|c|}
\hline m & \multicolumn{3}{|c|}{Experiment} & \multicolumn{2}{|l|}{Theory} \\
\hline -3/2 & 23.5 & . 0 & De & 22.8 & \\
\hline \(-1 / 2\) & 24.5 & " & " & 24.9 & \\
\hline 1/2 & 26.0 & " & " & 27.1 & \\
\hline \(3 / 2\) & 27.0 & " & " & 29.2 & \\
\hline 5/2 & 28.0 & " & " & 31.4 & \\
\hline
\end{tabular}
The poor agreement between theoretical and experimental spacings would then seent to indicate that simple mon-angular. expressions are insufficient for the description of the experimentally determined line positions for the adsorbed Mri \({ }^{2+}\) spectra. As well, theoretical line positions for single crystal spectra also predict that farbidden duublets should lie midway between allowed ( \(M=\frac{1}{2}, \Delta m=0\) ) transitions. Experimentally it is found that the doublets observed in adsorbed \(\mathrm{MrI}^{2+}\) spectra are shifted towards the high field side relative to the midpoint between allowed transitions, with the relative shift increasing with field. Similar shifts have been reported for forbidden doublets observed in powder specimens containing \(\mathrm{Mn}^{2+}\) (Waldner 1962, Dderihal 1963).
```


### 1.4 Previous Attempts to Explain Shifts.

Walga and Tseng (1963) considered the possible effect of variations of line positions due to random crientation of the crystal field axis in the crystalites comprising a powder sample, relative to the applied static magretic field, using an averaging method, and concluded that for a value of $\mathrm{D}=50 \mathrm{De}$, no large relative shifts between lines should occur. Their conclusion is hawever suspect for two reasons, firstly, their apparent incorrect derivation of higher-order corrections using perturbation methnef, and secondly, by following through the calculations suggested by these authors, it is apparent that they have failed to weight the function they averaged, when considering forbidden transitions, to take into account the $\sin ^{2} 2 \theta$ angular variation of interisity observed for low values of $D$.

Waldner (1962) and Nicula et al (1965) have also considered the effect of random orientation, using as an average shift the weighted function:-

$$
H=\int_{0}^{\frac{\pi}{2}} H(\theta) \cdot \sin \theta \cdot I(\theta) \cdot d \theta
$$

where $H(\theta)$ is the variation of line position with angle between the $Z$ axis of the crystal field and the direction of the applied magnetic field, and $I(\theta)$ is the angular variation of line intensity. Relative shifts of forbidden doublets were predicted using this averaging method. As explained later, however, these authors have used incorrect expressions for $H(\theta)$.

If an average is to be taken, the following may be considered.

### 1.5 Averaging Over Random Orientations.

Suppose $H=H(\theta)$ is the predicted field at which resonance occurs, and the directions of the crystal field axes are randomly oriented with respect to the direction of the static field. To maintain camtinuity with angles defired in the next chapter, we may consider, alternatively, that the crystal axes are fixed in space and the static field direction is randamly oriented with respect to these axes. The probability that the field direction will lie in the solid angle dw,
 about the direction $日, \psi$, as shown, is

$$
\frac{d w}{4 \pi}=\frac{\sin \theta d \theta}{4 \pi} d \psi
$$

The probability that the field direction will lie between $\theta$ and $\theta+d \theta$, irrespective of $\psi$ is then -

$$
\int_{\psi=0}^{2 \pi} \frac{\sin \theta d \theta d}{4 \pi}=\frac{\sin \theta d \theta}{2}
$$

If $P(H) d H$ is the probability of transition occurring in the range $H$ to $H+d H$, then $P(H) d H$ is equal to the probability of $\theta$ lying in the $\theta$ to $\theta+d \theta$ range corresponding to the $H(\theta)$ function -

$$
\begin{aligned}
\text { i.e. } P(H) d H & =\frac{1}{2} \sin \theta d \theta \\
\text { or } P(H) & =\frac{1}{2} \sin \theta \frac{d H}{d \theta},
\end{aligned}
$$

which may be referred to as the line shape factor. (Bersohn \& Baird 1966.)

If the intensity varies as a function of $H$ ar $\theta$, the intensity in the range $H$ to $H+d H$ is $P(H) d H . I(H)$, and as -

```
\(I(H) d H=I(\theta) d \theta\)
```

the intensity in the range $\theta$ to $\theta+d \theta$, or $H$ to $H+d \theta$ is then

$$
F(H) d H \cdot I(H)=\frac{I(\theta) \sin \theta d \theta}{2 \frac{d H}{d \theta}}
$$

The average or effective shift due to angular terms can then be taken as the first moment of $H(\theta)$

$$
H=\frac{\int H(\theta) P(H) I(H) d H}{\int P(H) I(H) d H}=\frac{\int_{0}^{2} \frac{d H}{d \theta}}{\int_{0}^{\frac{\pi}{2} \frac{I(\theta)}{2 \frac{\sin \theta}{d H}} \frac{d \theta}{d \theta}}}
$$

When this function is evaluated for both allowed and forbidelen lines, shifts of forbidden lines relative to allowed transitions are fredicted. Averaging methods are however unable to explain ever qualitatively other features observed in same powder spectra, such as splitting of hyperfine transitions. As well, as shown in section 4.2 , averaging methods may piedict values which differ considerably from experimental results. Arı extension of the method used by Bleaney \& Rubins (1961) to explain observed splitting of hyperfine lines observed in modelling clay, will predict the observed shiffts of lines. In additior, the method erables an interpretation of all powder spectra, when intensity variations of allowed and forbidden transitions, computed by exact methods, are used.

Before describing how the Bleaney \& Ruminc ' sethat may be used to predict line shifts, etc., it is first mecessary to derive expressions for line positions, correct to third ordex, for which considerable disagreement exists in the putlished literature. As well, it was feit mecessary to test the relative effect of the so called cubic component of a crystal field on predicted intensity variations. Fox this purpose an electrostatic crystal field of triganal symmetry is arbitrarily considered.

## CH:APTER II

THE SPIN HAMILTONIAN FGR TRIGONAL AND RHOMBIC SYMMETRY

### 2.1 The Crystal Field Potential for Trigonal Symmetry.

The Spiri Hamiltonian representing the interaction of a paramagnetic ion with an applied magnetic field, and with surrounding ions, may be written as:-

$$
\begin{equation*}
H=5 \cdot g \cdot \underset{\sim}{H}+V_{c} \tag{2.1}
\end{equation*}
$$

where the first term represents the Zeeman interaction energy, and the secand term the "crystalline" potential energy due to the electric field of the surrounding ions. $\quad V_{c}$ can be represented irl the form:-

$$
\begin{equation*}
V_{c}=\sum_{i}-s V\left(x_{i}, y_{i}, z_{i}\right) \tag{2.2}
\end{equation*}
$$

where $V$ is the potential of the crystal field and $x_{i}, y_{i}, z_{i}$ are the coordinates of the i-th electron in the unfilled shell. By assuming that the wave functions of the paramagnetic ion and the surraunding ions do not overlap, the potential $V$ satisfies Laplace's equation, and may be expanded in a series of Spherical Harmonics -

$$
\begin{equation*}
V=\sum_{l, m} A_{l}^{m} I^{l} Y_{1}^{m}(\theta, \notin) \tag{2.3}
\end{equation*}
$$

This expression may be considerably simplified by retaining only some of the terms. The $\mathrm{Mn}^{2+}$ ion has a $3 d^{5}$ electron configuration; and when $V_{c}$ is calculated with the aicl of d-electron wave functions, the $Y_{l}^{m}$ for which $1>4$ will give matrix elments equal to zero (Al'tshuler \& Kosyrev 1964). All terms in odd 1 may alsa be omitted as their matrix mlements equal zero, since the electron wave funcitions are invariant under an inversion transformation. The term in $l=0$
gives an additive constant which may be set to zero, and further simplification is obtained by considering the symmetry of the crystalline electric field at the site of the paramagnetic ion. For the case of trigonal symmetry, i.e. $V\left(\phi+2 m \frac{\pi}{3}\right)=V(\phi)$, the values of $m$ must equal $0, \pm 3, \pm 6, \pm 9 \ldots .$. since the $\neq 0$ dependence is determined by eimb. The previous condition, $I=4$, with $m=1$, $1-1,1-2, \ldots . .-1$; then gives the possible values for $m$ as 0 and $\pm$. The terms which are then applicable for the $\mathrm{Mn}^{2+}$ ion, in a crystal field of trigonal symmetry, are $Y_{2}^{\square}, Y_{4}^{0}$ and $Y_{4}^{ \pm}$, and we write:-

$$
\begin{equation*}
V_{c}=\Sigma-\Sigma\left(A_{2}^{0} r^{2} Y_{2}^{0}+A_{4}^{0} r^{4} Y_{4}^{0}+A_{4}^{3} r^{4} Y_{4}^{3}+A_{4}^{-3} r^{4} Y_{4}^{-3}\right) \tag{2.4}
\end{equation*}
$$

For a real potential, and with a choice of Spherical Harmonics such that $\left(Y_{1}^{m}\right)^{*}=(-1)^{m_{Y}}{ }_{1}^{-m}$, we must have $A_{4}^{3}=-A_{4}^{-7}$. (c.f. Morajo 1958).

The matrix elements of $V_{c}$ may now be calculated by direct integration using Wigner coefficients, or by expressing the Harmonics in cartesian coardinates which allow "aperator equivalents" (Stevens 1952) to be calculated, which can then be used to obtain the matrix elements. The latter method will be used by this author.

If we assume that the Zeeman interaction $\beta \underset{\sim}{S} \cdot \underline{\text { g. }} \cdot \underset{\sim}{H}$ is much larger than the crystal field interaction it is convenient to use a coordinate system in which the Zeeman term is diagonal. If $H$ is parallel to the $Z$ axis of a coordinate system which has Eulerian angles $(\boldsymbol{\psi}, \boldsymbol{\theta}, \varnothing)$ relative to the crystal system, then on the assumption
that the $g$ factor is isotropic, the problem involves transformation of our Hamiltonian by rotation thraugh $(\psi, \theta, \notin)$. (Low 1960, Kikuchi and Matarrese 1960), and in practice the o rotation is arbitrary and may be set equal to zero.

Under this transformation $\beta \underset{\sim}{S} \cdot \underline{\sim} \cdot \underset{\sim}{H} \rightarrow g \beta S_{z} H$

The transformation of tre crystal field terms may be accomplished by first converting them to their operator equivalents, which are functions of the spin operators $S_{z}, S_{+}, S_{-}$. Known transformations may then be applied to each of these operators, to obtain a transformed operator equivalent (Low 1960).

Altematively, and with mach lests eftort, ane may urie ling linct: that the operator equivalents, denoted by $T_{1}^{m}$, which are derived rrom the cartesian form of the Spherical Harmonics, possess the same transformation properties (Dorain 1958), as outlined in the next section.

### 2.2 Transformation of Operator Equivalants.

Following Hamermesh (1962) we denote the transformation by $R(\not, \theta, \psi)$ where the transformation is described by -

1) A rotation through the angle $\psi$ about the $Z$ axis $\rightarrow\left(X^{\prime}, Y^{\prime}, Z\right)$ axes
2) A rotation through the angle $\theta$ about the $Y^{\prime}$ axis $\rightarrow\left(X^{\prime \prime}, Y^{\prime}, Z^{\prime}\right)$ axes
3) A rotation through the angle $\phi$ about the $Z^{\prime}$ axis $\rightarrow\left(X^{\prime \prime \prime}, Y^{\prime \prime}, Z^{\prime}\right)$ axes with positive rotations defined by the right hand screw rule.

The same rotation is produced for a rotation about fixed axes in the order $\varnothing$, then $日$, then $\psi$.

Associated with the transformation is the operator $\square_{R}$ such that

$$
\begin{equation*}
\square_{R}(\not, \theta, \dot{\theta}, \psi) T_{I}^{m}=\sum_{m^{\prime}} \quad T_{I}^{m^{\prime}} D_{I}^{m^{\prime} m}(\emptyset ; \theta, \psi) \tag{2.5}
\end{equation*}
$$

where the $D_{l}^{m}(\not \subset, \theta, \psi)$ are matrix elements of the irreducible representation of the rotation group, given by :-

$$
\begin{align*}
D_{1}^{m^{\prime m}(\phi, \theta, \psi)=} & e^{i m^{\prime} \phi_{e}^{i m \psi} d_{l}^{m^{\prime} m}(\theta)} \\
d_{1}^{m^{\prime m}(\theta)=} & \sum_{n} \frac{(-1)^{m^{\prime}-m+n} \sqrt{(1+m)!(1-m)!\left(1+m^{\prime}\right)!\left(1-m^{\prime}\right)!}}{(1+m-n)!\left(1-m^{\prime}-n\right)!n!\left(n+m^{\prime}-m\right)!} \\
& \cdot(\cos \theta / 2)^{2 l+m-m^{\prime}-2 n}(\sin \theta / 2)^{m^{\prime}-m+2 n} \quad(2.6) \tag{2.6}
\end{align*}
$$

and the range of the integer $n$ in the summation, is determined by non-negative factorials in the denominator.

For our purpose, the final rotation of is completely arbitrary, and may be set equal to zero.

Before (2.5) is used to transform the crystal field terms to the Zeeman diagonal system, we may first consider establishing a relationship between the coefficients $A_{4}^{0}$ and $A_{4}^{3}$. This has beer established by Kikuchi \& Mataresse (1960) using an alternative transformation - the following, it is hoped, is a clearer exposition.

For a fourfold axis of symmetry the crystal field potertial is giver unambiguously by:-

$$
V^{4}=\frac{a}{15}\left[T_{4}^{0}+\sqrt{\frac{5}{14}} \cdot\left(T_{4}^{4}+T_{4}^{-4}\right)\right] \quad \begin{aligned}
& \text { Kikuchi \& Mataresse (1960) } \\
& \begin{array}{l}
\text { Ballhausen (1962) } \\
\text { Cavenett (1964a, 1964b) }
\end{array}
\end{aligned}
$$

in $T_{4}^{+1}$. We may then transform the cubic potential expression referred to a threefold axis, to a fourfold axis, and equate the coefficient of $T_{4}^{1}$, derived from this transformation, to zero. From fig. 2.1 , it may be seen that the transformation may be ferformed in two ron-equivalent ways, viz. :-
a) a rotation about $Z$ by $-\frac{\pi}{4}$, then a rotation of $-\cos ^{-1}\left(\frac{1}{\sqrt{3}}\right)$ about $Y$, OR
b) a rotation about $Z$ by $-\frac{\pi}{4}$, then a rotation of $\cos ^{-1}\left(\frac{1}{\sqrt{3}}\right)$ about $Y$,

$$
\text { i.e. } R\left(-\frac{\pi}{4}, \pm \cos ^{-1}\left(\frac{1}{\sqrt{3}}\right), 0\right)
$$

Performing the transformation we find -
$\square_{R}\left(-\frac{\pi}{4}, \pm \cos ^{-1}\left(\frac{1}{\sqrt{3}}\right), \square\right)\left[A_{4}^{0} T_{4}^{0}+A_{4}^{3}\left(T_{4}^{3}-T_{4}^{-3}\right)\right] \rightarrow\left(\sqrt{10} \cdot A_{4}^{0} \pm \sqrt{7} \cdot A_{4}^{3}\right) \cdot T_{4}^{1} \cdot e^{\frac{1}{4}} / 18$
whence $: \quad \Lambda_{4}^{3}= \pm \sqrt{\frac{10}{7}} \cdot A_{4}^{0}$
(The ambiguity of sigr has been discussed by Kikuchi \& Nataresse 1960) Similarly: $\quad a_{R}\left(\frac{-\pi}{4}, \cos ^{-1}\left(\frac{1}{\sqrt{3}}\right), 0\right)\left[A_{4}^{0} T_{4}^{0} \pm \sqrt{\frac{10}{7}}\left(T_{4}^{3}-T_{4}^{-3}\right)\right] \rightarrow-\frac{3}{2} A_{4}^{\square} T_{4}^{0}$ and on equating with the cuefficient of $T_{4}^{\square}$ in equation (2.7),

$$
A_{4}^{0}=-\frac{2 a}{45}
$$

2.3 Transformation of Crystal Field Terms to Zeeman Diagonal System. As our crystal field potential we use:

$$
\begin{equation*}
V_{c}=D T_{2}^{0}-\frac{2 a}{45}\left[T_{4}^{0} \pm \sqrt{\frac{10}{7}} \cdot\left(T_{4}^{3}-T_{4}^{-3}\right)\right] \tag{2.9}
\end{equation*}
$$

where we have put $D=A_{2}^{0}$, and will be referred to as the axial field parameter.

For a general transformation by $R(0, \theta, \psi)$, we then obtain -


Un, 2:

$$
\begin{align*}
& 0_{R}(0, \theta ; \psi) V_{C} \longrightarrow \\
& \text { D }\left[\frac{T_{2}^{0}}{2}\left(3 \cos ^{2} \theta-1\right)+T_{2}^{1}\left(-\frac{\sqrt{6}}{4} \sin 2 \theta\right)+T_{2}^{2}\left(\frac{\sqrt{6}}{4} \sin ^{2} \theta\right)\right] \\
& -\frac{2 a}{45}\left[\frac{T_{4}^{0}}{8}\left(35 \cos ^{4} \theta-30 \cos ^{2} \theta+3 \pm 20 \cdot \sqrt{2} \cdot \sin ^{3} \theta \cos \theta \cos 3 \psi\right)\right. \\
& +T_{4}^{1} \cdot\left\{-\frac{\sqrt{20}}{32}\left[7 \sin 2 \theta \cos 2 \theta+\sin 2 \theta \mp 4 \sqrt{2}\left(3 \sin ^{2} \theta \cos 3 \psi-4 \sin { }^{4} \theta \cos 3 \psi\right.\right.\right. \\
& \left.\left.\left.+i 3 \sin ^{2} \theta \cos \theta \sin 3 \psi\right)\right]\right\} \\
& +T_{4}^{2} \cdot\left\{\frac { \sqrt { 1 0 } } { 8 } \left[6 \sin ^{2} \theta-7 \sin ^{4} \theta \pm 2 \sqrt{2}\left\{2 \cos ^{3} \theta \sin \theta \cos 3 \psi\right.\right.\right. \\
& \left.\left.\left.-i\left(3 \sin ^{3} \theta-2 \sin \theta\right) \sin 3 \psi\right\}\right]\right\} \\
& +T_{4}^{3} \cdot\left\{\frac { \sqrt { 1 4 0 } } { 5 6 } \left[7 \sin ^{3} \theta \cos \theta-\sqrt{2}\left\{\cos 3 \psi\left(4 \cos ^{2} \theta+4 \sin ^{4} \theta-7 \sin ^{2} \theta\right)\right.\right.\right. \\
& +i \sin 4 \psi(4 \cos \theta-9 \sin 2 \cos \theta)\}]\} \\
& +T_{4}^{4} \cdot\left\{\frac { \sqrt { 7 0 } } { 1 1 2 } \left[\operatorname { s i n } ^ { 4 } \theta \mp 4 \sqrt { 2 } \left\{\cos 3 \psi\left(4 \sin \theta \cos ^{3} \theta+3 \sin ^{3} \theta \cos \theta\right)\right.\right.\right. \\
& \left.\left.\left.\left.+i \sin 3 \psi\left(4 \sin \theta-3 \sin ^{3} \theta\right)\right)\right]\right\}\right] \tag{2.10}
\end{align*}
$$

where for brevity we have listed only those terms which produce diagonal or above-diagonal matrix elements, noting that the resultant matrix is Hermitian

### 2.4 Rhombic Component of the Crystalline Field.

When the electrostatic crystal field at the site of a paramagnetic ion possesses rhombic symmetry, the energy interaction may be represented by the fine structure Hamiltonian (Al'tshuler \& Kozyrev 1964).

$$
\begin{equation*}
H_{c}(\text { Rhombic })=A_{2}^{0} T_{2}^{0}+A_{2}^{ \pm-2} T^{ \pm 2}+A_{4}^{0} T_{4}^{0}+A_{4}^{ \pm 2_{T}} T_{4}^{ \pm 2}+A_{4}^{ \pm-4} T_{4}^{ \pm} \tag{2.11}
\end{equation*}
$$

For the purpose required, the so-called cubic terms $T_{4}^{i}$ will be neglected.

A trigonal or tetragonal field may be taken to be the sum of an axial field (represented by $A_{2}^{0} T_{2}^{0}$ ) and a cubic field (represented by terms in $T_{4}^{i}$ ) Similarly, it is convenient to regard a rhombic field as being equivalent to an axial. field with a rhombic component (rapresented by $A_{2}^{ \pm} T_{2}^{ \pm}$). Transformation of this rhombic component to the Zeeman diagonal system then produces:-

$$
\begin{align*}
O_{R}(0, \theta, \psi) A_{2}^{2} T_{2}^{+2}= & A_{2}^{2}\left[T_{2}^{0} \cdot \frac{\sqrt{6}}{2} \cdot \sin ^{2} \operatorname{\theta cos} 2 \psi\right. \\
& +T_{2}^{1}\{\sin \theta(\cos \theta \cos 2 \psi+i \sin 2 \psi)\} \\
& +T_{2}^{2}\left\{\frac{\left.\left.\cos 2 \psi\left(\cos ^{2} \theta+1\right)+i \sin 2 \psi \cos \theta\right)\right\}}{2}\right] \tag{2.12}
\end{align*}
$$

where again we list only terms which produce diagonal or above diagonal matrix alements.

### 2.5 Dperator Equivalents.

The form of the operators used are listed below. $T_{2}^{0}, T_{2}^{1}, T_{2}^{2}$ and $T_{4}^{1}$ are derived from the Spherical Harmonics in appendices $C$ and D. Others have been taken from the tables listed by Al'tshuler \& Kosyrev (1964).

$$
\begin{aligned}
& T_{2}^{0}=S_{z}^{2}-\frac{1}{3} S(S+1) \\
& T_{2}^{ \pm 1}=\mp \frac{1}{\sqrt{6}}\left(S_{z} S \pm+S_{-} S_{z}\right)
\end{aligned}
$$

$T_{2}^{ \pm 2}=\frac{1}{\sqrt{6}} \quad \stackrel{5^{2}}{ \pm}$
$T_{4}^{0}=\frac{1}{8}\left[35 S_{z}^{4}-305(S+1) S_{z}^{2}+25 S_{z}^{2}-65(5+1)+35^{2}(5+1)^{2}\right]$
$T_{4}^{ \pm}=\mp \frac{\sqrt{5}}{8}\left[s_{ \pm} f_{1}\left(s_{z}\right)+f_{1}\left(s_{z}\right) s_{ \pm}\right]$with $f_{1}\left(s_{z}\right)=75_{z}^{3}-35(5+1) s_{z}-s_{z}$
$T_{4}^{ \pm 2}=\sqrt{\frac{5}{128}}\left[S_{S^{2} f_{2}\left(s_{z}\right)+f_{2}\left(s_{z}\right) s^{2}}^{ \pm}\right]$with $f_{2}\left(s_{z}\right)=75_{z}^{2}-5(S+1)-5$
$T_{4}^{ \pm 3}=\mp \sqrt{\frac{35}{64}}\left[5^{3} S^{3} z+S_{z} S^{3} \pm\right]$
$T_{4}^{ \pm 4}=\sqrt{\frac{35}{128}} \cdot 5_{ \pm}^{4}$

### 2.6 The Fine Structure Hamiltonian.

Collecting all tierms we use as our transformed Hamillanian

$$
\begin{align*}
H_{c}^{\prime}=g\left(3 H S_{z}\right. & +\sigma\left(S_{z}^{2}-\frac{1}{3} S(5+1)\right)+\rho S_{+}^{2}+\rho^{*} S_{-}^{2}+\lambda\left(S_{z} S_{+}+S_{+} S_{z}\right) \\
& +\lambda^{*}\left(S_{z} S_{-}+S_{-} S_{z}\right)+\alpha\left(35 S_{z}^{4}-305(5+1) S_{z}^{2}\right. \\
& \left.+25 S_{z}^{2}-65(S+1)+3 S^{2}(5+1)^{2}\right) \\
& +\beta\left(S_{+} f_{1}\left(S_{z}\right)+f_{1}\left(S_{z}\right) S_{+}\right)+\beta^{*} \cdot\left(S_{-} f_{1}\left(S_{z}\right)+f_{1}\left(S_{z}\right) S_{-}\right) \\
& +\gamma\left(S_{+}^{2} f_{2}\left(S_{z}\right)+f_{2}\left(S_{z}\right) S_{+}^{2}\right)+\gamma^{*} \cdot\left(S_{-}^{2} f_{2}\left(S_{z}\right)+f_{2}\left(S_{z}\right) S_{-}^{2}\right) \\
& +\delta\left(S_{+}^{3} S_{z}+S_{z} S_{+}^{3}\right)+\delta^{*}\left(S_{-}^{3} S_{z}+S_{z} S_{-}^{3}\right) \\
& +\varepsilon S_{+}^{4}+\varepsilon^{\mu} S_{-}^{4} \tag{2.13}
\end{align*}
$$

For rhombic symmetry the following expressions are then used:-

$$
\begin{align*}
& \sigma=\frac{1}{2}\left[D\left(3 \cos ^{2} \theta-1\right)+3 E \sin ^{2} \theta \cos 2 \psi\right]  \tag{2.14}\\
& \rho=\frac{1}{4}\left[D \sin ^{2} \theta+E\left(\cos 2 \psi \cos ^{2} \theta+\cos 2 \psi\right)+2 i E \cos \theta \sin 2 \psi\right]  \tag{2.15}\\
& \lambda=\frac{1}{2} \sin \theta\left[\cos \theta(D-E \cos 2 \psi)^{-i E \sin 2 \psi]}\right. \tag{2.16}
\end{align*}
$$

and we noglect all cubic terms, and have put $A_{2}^{2}=E \cdot \sqrt{6} / 2$ to conform to the most common notation.

For trigonal symmetry we use:-

$$
\begin{align*}
& \sigma=\frac{D}{2}\left(3 \cos ^{2} \theta-1\right)  \tag{2.17}\\
& P=\frac{n}{4} \sin ^{2} \theta  \tag{2.1日}\\
& \lambda=\frac{D}{4} \sin 2 \theta  \tag{2.19}\\
& \alpha=\frac{\mathrm{a}}{1,440}\left(35 \cos ^{4} \theta-30 \cos ^{2} \theta+3 \pm 20 \cdot \sqrt{2} \cdot \sin ^{3} \theta \cos \theta \cos 3 \psi\right)  \tag{2.20}\\
& \beta=\frac{a}{576}[7 \sin 2 \theta \cos 2 \theta+\sin 2 \theta \mp 4 \sqrt{2} \\
& \left.\left(3 \sin { }^{2} \theta \cos 3 \psi-4 \sin ^{4} \theta \cos 3 \psi+i 3 \sin ^{2} \theta \cos \theta \sin 3 \psi\right)\right](2.21)  \tag{2.21}\\
& \gamma=\frac{\theta}{2 \theta \theta}\left[6 \sin ^{2} \theta-7 \sin ^{4} \theta \pm 2 \sqrt{2}\left\{2 \cos ^{3} \theta \sin \theta \cos 3 \psi-i\right.\right. \\
& \left.\left.\left(3 \sin ^{3} \theta-2 \sin \theta\right) \sin 3 \psi\right\}\right]  \tag{2.22}\\
& \gamma=\frac{a}{2 \theta \theta}\left[6 \sin ^{2} \theta-7 \sin ^{4} \theta \pm 2 \sqrt{2}\left\{2 \cos ^{3} \theta \sin \theta \cos 3 \psi-i\right.\right. \\
& \delta=\frac{\theta}{144}\left[7 \operatorname { s i n } ^ { 3 } \theta \operatorname { c o s } \theta \mp \sqrt { 2 } \left\{\cos 3 \psi\left(4 \cos ^{2} \theta+4 \sin ^{4} \theta-7 \sin ^{2} \theta\right)\right.\right. \\
& \left.\left.+i \sin 3 \psi\left(4 \cos \theta-9 \sin ^{2} \theta \cos \theta\right)\right\}\right] \tag{2.23}
\end{align*}
$$

$\varepsilon={ }_{576}\left[\sin ^{4} \theta \mp 4 \cdot \sqrt{2}\left\{\cos 3 \psi\left(4 \sin \theta \cos ^{3} \theta+3 \sin ^{3} \theta \cos \theta\right)\right.\right.$
$\left.\left.+i \sin 3 \psi\left(4 \sin \theta-3 \sin ^{3} \theta\right)\right\}\right]$

## CHAPTER III

## EXPRESSIONS FOR LINE POSITIONS

### 3.1 Line Positions far Fine Structure.

To obtain an expression for the fisld intensity at which an induced transition may occur, which is often sufficient to describe the fine structure to the accuracy warranted, we need only consider diagonal terms in our Hamiltonian. The energy eigenvalues are then, for triganal symmetry :-
$E(M)=\left(M\left|H^{\prime}\right| M\right)$

$$
=g \beta H \cdot M+\frac{D}{2}\left(3 \cos ^{2} \theta-1\right)\left[M^{2} \frac{-5(5+1)}{3}\right]
$$

$$
+\frac{\mathrm{a}}{1 ; 440}\left[35 \cos ^{4} \theta-30 \cos ^{2} \theta+3 \pm 20 \cdot \sqrt{2} \cdot \sin ^{3} \theta \cos \theta \cos 3 \psi\right]
$$

$$
\cdot\left[35 m^{4}-305(5+1) m^{2}+25 m^{2}-65(5+1)-35^{2}(5+1)^{2}\right]
$$

This expression is equivalent to that derived by Kikuchi \& Mataresse (1960), noting that a rotation $(\psi, 8)$ about $0 Z$ and then $\Delta Y^{\prime}$ is equivalent to a rotation $\left(\frac{\pi}{2}-\psi, \theta\right)$ about $O Z$ and then $\Delta X^{\prime}$, as these authors have used.

The expression for the eigen values derived by Dorain (1958) is considered by this author to be incorrect.

The resonance condition is then given by :-

$$
\nu_{0}=g \beta H_{0}=E(M)-E(M-1)
$$

For $\theta=0$, we then obtain:-

$$
\begin{aligned}
& H_{5 / 2}=H_{0}-4 D+\frac{4 a}{3} \\
& H_{3 / 2}=H_{0}-2 D-\frac{5 a}{3}
\end{aligned}
$$

$$
\begin{align*}
& H_{1 / 2}=H_{0}  \tag{3.1}\\
& H_{-1 / 2}=H_{0}+2 D+\frac{5 a}{3} \\
& H_{-3 / 2}=H_{0}+4 D-\frac{4 a}{3}
\end{align*}
$$

where the parameters $D$ and "a" are now expressed in Dersted.

### 3.2 Hyperfine Structure.

When the nucleus possesses a non-zero spin, the Hamiltonian may be supplemented by : (Al'tshuler \& Kosyrev 1964)

$$
H_{N}=A S_{z} I_{z}+B\left(S_{x} I_{x}+S_{y} I_{y}\right)+\frac{Q}{2}\left[1_{z}^{2}-\frac{1}{3} I(I+1)\right]\left(3 \cos ^{2} \theta-1\right)-g_{N} \beta_{N} H I_{z}
$$

For the $\dot{M n}^{2+}$ ion, $A \doteqdot B$ (Ingram 1967) and putting $S_{x}=\frac{S_{+}+S_{-}}{2}$, etc., We use -

$$
\begin{array}{r}
H_{N}=A S_{z} I_{z}+\frac{A}{2}\left(S_{+} I_{-}+S_{-} I_{+}\right)+\frac{Q}{2}\left[I_{z}^{2}-\frac{1}{3} I(I+1)\right]\left(3 \cos ^{2} \theta-1\right) \\
-g_{N} \beta_{N} H I_{z}
\end{array}
$$

To first order the correction to the line positions is then

$$
H=-A m
$$

for the allowedam = o transitions, and

$$
H=-\frac{A}{2}(2 m-1)
$$

for the $\Delta m= \pm 1$ forbidden transitions.

### 3.3 Secand Order Corrections to Line Positions.

The corrections to the eigenstates are found to be :-

$$
\begin{aligned}
& E_{M m}^{(2)}=\sum_{M^{\prime} m^{\prime}}^{M^{\prime} \neq M} \frac{\left(M_{m}\left|H^{\prime}\right| M^{\prime} m^{\prime}\right)\left(M^{\prime} m\left|H^{\prime}\right| M m^{\prime}\right)}{E_{M_{m}}-E_{M^{\prime} m^{\prime}}} \\
& =\frac{A^{2}}{2 g H_{0}}\left[m\left\{M^{2}-5(S+1)+M(I+1)-m^{2}\right\}\right] \\
& +\frac{I \lambda I^{2}}{g H_{0}^{2}}\left[2 M\left\{8 M^{2}-4 S(S+1)+1\right\}\right] \\
& +\frac{|\rho|^{2}}{g \beta H_{0}}\left[2 M\left\{25(5+1)-2 M^{2}-1\right\}\right]
\end{aligned}
$$

where we have included only terms in $D, E$ and $A$. The term in $A^{2}$ has been given by Bleaney \& Rubins (1961), Folen (1962), Waldner. (1962) and the terms including $D$, have been derived by Bleaney \& Ingram (1951). From these terms the following correction to line positions is calculated:-

$$
\begin{align*}
H & =\frac{A}{2}_{2 g H_{0}^{2}}\left[m^{2}-I(I+1)-m(2 M-1)\right] \\
& -\frac{2|\lambda|^{2}}{g \beta H_{0}}[24 M(M-1)-45(5+1)+9] \\
& =\frac{2|\rho|^{2}}{g \beta H_{0}}[25(5+1)-6 M(M-1)-3] \\
\text { For } M & =+\frac{1}{2} \\
H & =\frac{A^{2}}{2 g \beta H_{0}}\left(m^{2}-\frac{35}{4}+\frac{64|\lambda|^{2}}{g \beta H_{0}}-\frac{32|\rho|^{2}}{g \beta H_{0}} \quad(\Delta m=0)\right. \\
& =\frac{A^{2}}{2 g \beta H_{0}}\left(m^{2}-m+\frac{1}{4}\right)+\frac{64|\lambda|^{2}}{g \beta H_{0}}-\frac{32 \mid \rho I^{2}}{g \beta H_{0}} \quad(\Delta m=+1) \tag{3.2}
\end{align*}
$$

$$
=\frac{A^{2}}{2 g \beta H_{0}} \cdot\left(m^{2}-m-\frac{67}{4}\right)+\frac{64|\lambda|}{g \beta H_{0}}{ }^{2}-\frac{32|\rho|^{2}}{g \beta H_{0}} \quad(\Delta m=-1)
$$

To second order, for rhombic symmetry, agreement is obtained with the expressions derived by Morigaki et al (1958) and Kasai (1962). Brovetto et al (1953), Takeda (1967) and Bir (1964) list various different expressions which are considered incorrect by this author.

### 3.4 Third Order Corrections.

Third order perturbation calculations, relevant to the $\mathrm{Mn}^{2+}$ ion in a site of axial crystal field symmetry, have been carried out by a number of authors (Bleaney \& Rubins 1961, Waldner 1962, Folen 1962, Wolga \& Tseng 1964, Nicula et al 1965, Ddenhal 1963), with remarkably little agreement between the expressions derived. In an attempt to resolve which; if any, of the expressions wes carrect, the calculation was carried out by this author, the full calculation being set out in appendix B.

The general form of the degenerate perturbation solution may be derived from expressions listed by Condan and Shortley (1951), viz. -

$$
\begin{align*}
E_{3}(M, m)= & \sum_{M^{\prime} m^{\prime}}^{M^{\prime} \neq M}\left(M_{m}\left|H^{\prime}\right| M^{\prime} m^{\prime}\right)\left\{a^{\left.M^{\prime} m^{\prime} \mid 2^{M m}\right\}}\right.  \tag{3.3}\\
\left\{a^{M^{\prime} m^{\prime}} \mid 2^{M m}\right\}= & -\frac{\left(M^{\prime} m^{\prime}\left|H^{\prime}\right| M_{m}\right)\left(M_{m}\left|H^{\prime}\right| M_{m}\right)}{\left(E_{M^{\prime}}-E_{M}\right)^{2}} \\
& -\sum \sum \frac{\left(M^{\prime} m^{\prime}\left|H^{\prime}\right| M^{\prime \prime} m^{\prime \prime}\right)\left\{a^{M^{\prime \prime} m^{\prime \prime}} \mid 1^{M m}\right\}}{\left(E_{M^{\prime}}-E_{M}\right)} \tag{3.4}
\end{align*}
$$

$$
\begin{align*}
& \left\{a^{M m} \mid 1^{M m}\right\}=0  \tag{3.5}\\
& \left\{a^{M \prime \prime \prime \prime} \mid 1^{M m}\right\}=\frac{\left(M^{\prime \prime} m^{\prime \prime}\left|H^{\prime}\right| M m\right)}{E_{M}-E_{M \prime \prime}}  \tag{3.6}\\
& (M " \neq M) \\
& \left\{a^{M m^{\prime \prime}} \mid 1^{M m}\right\}=\sum_{M^{\prime \prime} m^{\prime \prime} \prime}^{M^{\prime \prime} \neq M} \frac{\left(M_{m}{ }^{\prime \prime}\left|H^{\prime}\right| M^{\prime \prime} '^{\prime \prime \prime} 1\right)\left(M^{\prime \prime}\left|m^{\prime \prime}\right|\left|H^{\prime}\right| M m\right)}{\left(E_{M^{\prime}} E_{M^{\prime \prime} I^{\prime}}\right)\left(E_{M m}-E_{M m \prime \prime}\right)} \tag{3.7}
\end{align*}
$$

$$
\left(m^{\prime \prime} \neq m\right)
$$

Substituting (3.4) in (3.3) produces:-

$$
\begin{align*}
E_{3}(M, m)= & \sum_{M^{\prime} m^{\prime}}^{M^{\prime} \neq M} \frac{\left(M m\left|H^{\prime}\right| M^{\prime} m^{\prime}\right)\left(M^{\prime} m^{\prime}\left|H^{\prime}\right| M m\right)\left(M_{m}\left|H^{\prime}\right| M_{m}\right)}{\left(E_{M^{\prime}}-E_{M^{\prime}}\right)^{2}} \\
& -\sum_{M^{\prime} \neq M}^{M^{\prime}} \sum_{M^{\prime \prime} m^{\prime \prime}} \frac{\left(M_{m}\left|H^{\prime}\right| M^{\prime} m^{\prime}\right)\left(M^{\prime} m^{\prime}\left|H^{\prime}\right| M^{\prime \prime} m^{\prime \prime}\right)\left\{a^{\left.M^{\prime \prime} m^{\prime \prime} \mid, M_{m}\right\}}\right.}{\left(E_{M^{\prime}}-E_{M}\right)} \tag{3.8}
\end{align*}
$$

If equation (3.6) is now substituted directly in (3.8), the axpression listed and used by Waldrer (1962) and Nicula et al (1965) is obtained. This substitution is not correct, however, as (3.6) is defined strictly for $M^{\prime \prime} \neq M$, whereas the summation $\sum_{M^{\prime \prime} m^{\prime \prime}}$ in (3.8) or (3.4) involves a summation over all $M^{\prime \prime}$ (and $\mathrm{m}^{\prime \prime}$ ), including $\mathrm{M}^{\prime \prime}=\mathrm{M}$. The correct expression for the third order perturbation may be found by writing this summation as -

$$
\begin{aligned}
& \sum_{M^{\prime \prime} m^{\prime \prime}} \frac{\left(M^{\prime} m^{\prime}\left|H^{\prime}\right| M^{\prime \prime} m^{\prime \prime}\right)\left\{a^{\prime \prime \prime} m^{\prime \prime} \mid 1^{M m}\right\}}{\left(E_{M^{\prime}}-E_{M}\right.}=\frac{\left(M^{\prime} m^{\prime}\left|H^{\prime}\right| M_{m}\right)\left\{a^{M m} \mid 1^{M m}\right\}}{\left(E_{M^{\prime}}-E_{M}\right)} \\
+ & \sum_{m^{\prime \prime}}^{m^{\prime \prime} \neq m} \frac{\left(M^{\prime} m^{\prime}\left|H^{\prime}\right| M_{m} m^{\prime \prime}\right)\left\{a^{M \prime \prime} \mid 1^{M m}\right\}}{\left(E_{M^{\prime}}-E_{M}\right)}+\sum_{M^{\prime \prime} m^{\prime \prime}}^{M^{\prime \prime} \neq M} \frac{\left(M^{\prime} m^{\prime}\left|H^{\prime}\right| M^{\prime \prime} m^{\prime \prime}\right)\left\{a^{M \prime \prime} m^{\prime \prime} \mid 1^{M m}\right\}}{\left(E_{M^{\prime}}-E_{M}\right)}
\end{aligned}
$$

Substitution of (3.5), (3.6) and (3.7) in this expansion of the summetion then produces:-
$E_{3}(M, m)=-\sum_{M^{\prime} m^{\prime}}^{M^{\prime} \neq M} \frac{\left(M m\left|H^{\prime}\right| M^{\prime} m^{\prime}\right)\left(M^{\prime} m^{\prime}\left|H^{\prime}\right| M m^{\prime}\right)\left(M_{m}\left|H^{i}\right| M m\right)}{\left(E_{M^{\prime}}-E_{M}\right)^{2}}$

$$
-\sum_{M^{\prime} m^{\prime}}^{M^{\prime} \neq M} \sum_{M^{\prime \prime} m^{\prime \prime}}^{M^{\prime \prime} \neq M} \frac{\left(M_{m}\left|H^{\prime}\right| M^{\prime} m^{\prime}\right)\left(M^{\prime} m^{\prime}\left|H^{\prime}\right| M^{\prime \prime} m^{\prime \prime}\right)\left(M^{\prime \prime} m^{\prime \prime}\left|H^{\prime}\right| M m\right)}{\left(E_{M^{\prime}}-E_{M}\right)\left(E_{M^{\prime}}-E_{M^{\prime \prime}}\right)}
$$



The first two terms only in this expression are given by Waldner
(1962) and Nicula et al (1965).

Performing the calculation, using (3.10), the following is then derived for the third order correction to the eigenvalues, where we list only terms invalving both quantum numbers $m$ \& $M$, which contribute to the expression for line positions of the central hyperfine transitions.

$$
\begin{aligned}
E_{j}(M, m)= & {\left[\frac{D \sin 2 \theta}{4 g \beta H_{0}}\right]^{2} \frac{A m}{M}\left[\left(M^{2}-5(S+1)\right)^{2}-M^{2}\right] } \\
& +\left[\frac{D \sin ^{2} \theta}{4 g \beta H_{a}}\right]^{2} 2 A M m\left[2 M^{2}+1-25(S+1)\right] \\
& +\frac{D A^{2}}{8\left(g \beta H_{0}\right)^{2}} \begin{array}{l}
.\left(3 \cos ^{2} \theta-1\right) \cdot[\{S(5+1)-M(M+1)\} \cdot\{I(I+1)-m(m-1)\} \\
\\
\\
\end{array} \quad(2 M+1)-\{S(5+1)-M(M-1)\} \cdot\{I(I+1)-m(m+1)\}
\end{aligned}
$$

$$
\begin{align*}
+\frac{A^{3}}{\left(2 g \beta H_{0}\right)^{2}} & {[\{S(5+1)-M(M+1)\}\{I(I+1)-m(m-1)\}\{m-M-1\}} \\
+ & +S(S+1)-M(M-1)\}\{I(I+1)-m(m+1)\}\{M-m-1\}] \tag{3.11}
\end{align*}
$$

Comparing this expression with those derived by other authors we find :-

1) Complete agreement is obtained with the expressions derived by Odential (1963) and de Wijn and van Balderen (1967).
2) The first term in this expression is the resultant of terms derived from the single, double and triple summations in the perturbation calculation. As shown in the appendix we find for this term in $A D^{2} \sin ^{2} 2 \theta:-$
a) $\Sigma \rightarrow-\left[\frac{D \sin 2 \theta}{4 g \beta H}\right]^{2} \cdot A M m\left[(2 M+1)^{2}\{S(S+1)-M(M+1)\}+(2 M-1)^{2}\{5(5+1)-M(M-1)\}\right]$ which is the expression given by Waldner;
b) $\Sigma+\Sigma \Sigma \rightarrow\left[\frac{D \sin 2 \theta}{4 g \beta H_{0}}\right]^{2} A m\left[(2 M+1)^{2}\{S(S+1)-M(M+1)\}-(2 M-1)^{2}\{S(S+1)-M(M-1)\}\right]$ which is the expressian given by Nicula et al;
c) $\Sigma \Sigma \Sigma \rightarrow 18\left[\frac{D \sin 2 \theta}{4 g \beta H_{g}}\right]^{2} \frac{A m}{M}\left[M^{2}-5\left(\frac{5+1}{3}\right)\right]^{2}$
which is the expression originally given by Bleaney \& Rubins (1961.). This term, as these authors have stated, is the most important term (in magnitude).
3) As shown in the appendix, terms in $\frac{\underline{D}^{3}}{\mathrm{H}^{2}}$, which are functions of only one quantum number ( $M$ ) are also obtained, but these terms do not contribute to the expression for line positions for $\left(\dot{M}=+\frac{1}{2} \longrightarrow M=-\frac{1}{2}\right)$.
4) The third order corrections for the case of rhombic symmetry $(E \neq 0)$ may be derived from the above equations (3.11) by substituting -
$\sigma=\frac{1}{2}\left[D\left(3 \cos ^{2} \theta-1\right)+3 E \sin ^{2} \theta \cos 2 \psi\right]$ for $\frac{D}{2}\left(3 \cos ^{2} \theta-1\right)$ etc.

### 3.5 Line Positions Including Third Order Corrections.

From the expression for third order correctians to energy levels obtained in the previous section, corrections to the expressions for line positions may be obtained. Performing these calculations and collecting all terms we obtain the following expressions for line positions:-
$\Delta m=0 \quad: H=H_{0}-A m+\frac{A^{2}}{2 H_{0}^{2}}\left(m^{2}-\frac{35}{4}\right)-\frac{A^{3} m}{2 H_{0}^{2}}\left(m^{2}-\frac{65}{4}\right)+H_{1}(A, D, Q, \theta, m)$ (3.12)
$\Delta m=+1: \quad H=H_{0}-\frac{A}{2}(2 m-1)+\frac{A^{2}}{2 H_{0}}\left(m^{2}-m+\frac{1}{4}\right)-\frac{A^{3}}{4 H_{0}^{2}}(2 m-1)\left(m^{2}-m+\frac{73}{4}\right)$
$(H I G H$ FIELD $)$

$$
\begin{equation*}
+Y H_{0}+H_{2}(A, D, Q, \theta, m) \tag{3.13}
\end{equation*}
$$

$\begin{aligned} & \Delta m=-1 \\ & \text { (LOW FIELD) }\end{aligned}: \quad H=H_{0}-\frac{A}{2}(2 m-1)+\frac{A^{2}}{2 H_{0}}\left(m^{2}-m-\frac{67)}{4}-\frac{A^{3}}{4 H_{0}^{2}} 2^{(2 m-1)\left(m^{2}-m-\frac{195)}{4}\right.}\right.$

$$
\begin{equation*}
-\gamma_{0}+H_{3}(A, D, Q, Q, m) \tag{3.14}
\end{equation*}
$$

where the parameters are all expressed in oersted, $\gamma=\frac{g_{N} \beta_{N}}{g \beta}$, and the $H_{i}(A, D, Q, Q, m)$ are angular dependent terms, which for convenience we write as :-

$$
\begin{equation*}
H_{i}=E_{i}\left(3 \cos ^{2} \theta-1\right)+F_{i}\left(\sin ^{2} 2 \theta\right)+G_{i} \sin ^{4} \theta \quad(i=1,3) \tag{3.15}
\end{equation*}
$$

|  | $E_{i}$ | $F_{i}$ | $\mathrm{G}_{\mathrm{i}}$ |
| :---: | :---: | :---: | :---: |
| $\begin{gathered} i=1 \\ (\Delta m=0) \end{gathered}$ | $\frac{-4 D A^{2} m}{H_{0}^{2}}$ | $\frac{4 D^{2}}{H_{0}}-\frac{36 A D^{2} m}{H_{a}^{2}}$ | $-\frac{2 D^{2}}{H_{0}}+\frac{2 A D^{2} m}{H_{0}^{2}}$ |
| $\begin{gathered} i=2 \\ (\Delta m=+1) \end{gathered}$ | $\frac{-Q}{2}(2 m-1)$ | $\frac{4 D^{2}}{H_{0}} \frac{-18 A D^{2}}{H_{0}^{2}}(2 m-1)$ | $\frac{-2 D^{2}}{H_{0}}+\frac{A D^{2}}{H_{0}^{2}}(2 m-1)$ |
| $\begin{gathered} i=3 \\ (\Delta m=-1) \end{gathered}$ | $\frac{Q}{2}(2 m-1)-\frac{4 D A^{2}}{H_{0}^{2}}(2 m-1)$ | $\frac{4 D^{2}}{H_{0}} \frac{-18 A D^{2}}{H_{0}^{2}}(2 m-1)$ | $\frac{-2 D^{2}}{H_{0}}+\frac{A D^{2}}{H_{0}^{2}}(2 m-1)$ |

N.B. The term $H_{0}$ in expressions derived by perturbation methods is an approximation for the field at which resonance occurs. Better agreement between theory and experiment was obtained substituting :-

$$
\begin{array}{ll}
H_{0}-A m & (\Delta m=0) \\
H_{0}-\frac{A}{2}(2 m-1) & (\Delta m= \pm 1)
\end{array}
$$

for $H_{0}$, in the denominators of expressions. This substitution is used in all future calculations of line positions for axial spectra.

## TRANSITIUN FROBABILITIES

### 4.1 Transition Probabilities by Second Order Perturbation -

## Axial Fields.

The theory of the variation of intensity of the forbidden ( $\Delta m= \pm_{1}$ ) transitions was first considered by Friedman and Low (1960). The expression derived by these authors predicted a $\sin ^{2} 2 \theta$ variation in intensity of the forbidden transitions, which for small values of $D$ is observed experimentally (see later), but could not account for the observed variation of intensity with the applied static field. An expression for the intensity variations was finally obtained by Bleaney \& Rubins (1961) which predicted the $\sin ^{2} 2 \theta$ variation, and a $\frac{1}{H}$ variation with applied static field.

A derivation of the expression given by Bleaney \& Rubins is now outlined to illustrate the general method, which will be used later to derive a correct expression for the intensity variation in the case of cubic crystal field symmetry. (Appendix A)

The transition probability describing the transition from a state $\Phi_{M, m}$, to a higher state $\Phi_{M^{1}, m^{\prime}}$, is given by -

$$
\begin{equation*}
I \propto\left|\left(\Phi_{M^{\prime} m^{\prime}}\left|s^{\prime}\right| \Phi_{M, m}\right)\right|^{2} \tag{4.1}
\end{equation*}
$$

where $5^{\prime}$ is a spin operator which reflects the polarization of the inducing R.F. field. For linear polarization in the $Y$ direction of the crystal axis, which is the case experimentally

$$
5^{\prime} \propto\left(5_{+}+5_{-}\right) \quad(\text { Shulz-Dubois 1959) }
$$

To obtain an expression for the intensity we first expand the | $\Phi \mathrm{M}, \mathrm{m}$ ) as a linear combination of zero-order wave functions, i.e. -

$$
\left.\left|\Phi_{M, m}\right\rangle=\sum_{m+m, m "} \quad a_{M, m}^{M \prime m^{\prime \prime}} \mid M \prime, m^{\prime \prime}\right)
$$

whence -

$$
\begin{equation*}
I \propto \mid\left(\sum_{M^{\prime}, m^{\prime}}^{M \prime \prime}, m^{\prime \prime}\left(M^{\prime \prime}, m^{\prime \prime}\left|\left(5_{+}+S_{-}\right)\left(\sum_{M, a^{\prime \prime}}^{M \prime \prime} m^{\prime \prime} \mid M^{\prime \prime}, m^{\prime \prime}\right)\right|^{2}\right.\right. \tag{4.2}
\end{equation*}
$$

The coefficients $a_{M \prime}^{M ", m " m}$ in the expansion of the perturbed wave function may be calculated to second order in perturbation theory, using the general expression given by Condon \& Shortley (1951), which in our present notation may be written:-

For our perturbation Hamiltonian we use:-

$$
\begin{align*}
H^{\prime} & =\frac{D}{2}\left[S_{z}^{2}-\frac{1}{3} S(S+1)\right] \cdot\left(3 \cos ^{2} \theta-1\right)+\frac{D}{4}\left[S_{z}\left(S_{+}+S_{-}\right)+\left(S_{+}+S_{-}\right) S_{z}\right] \cdot \sin 2 \theta \\
& +\frac{D}{4}\left[S_{+}^{2}+S_{-}^{2}\right] \cdot \sin ^{2} \theta+A S_{z} I_{z}+\frac{A}{2}\left(S_{+} I_{-}+S_{-} I_{+}\right) \tag{4.4}
\end{align*}
$$

For the operators in this expression, the possible terms in the summation are:-

$$
\frac{\left.\left(M, m+1\left|S^{\prime}+\right| M-1, m+1\right) \cdot\left(M-1, m+1\left|5^{\prime} I^{\prime}\right| M, m\right) \mid M, m+1\right)}{\left(E_{M}-E_{M-1}\right)\left(E_{M, m}-E_{M, m+1}\right)}
$$

$$
\frac{\left.\left(M, m+1\left|5_{-}^{\prime} I_{+}^{\prime}\right| M+1, m\right) \cdot\left(M+1, m\left|S_{+}^{\prime}\right| M, m\right) \cdot \mid M, m+1\right)}{\left(E_{M}-E_{M+1}\right)\left(E_{M, m}-E_{M, m+1}\right)}
$$

$$
\begin{align*}
& \frac{\left(M, m-1 \left\lvert\, \frac{\left.5!\mid M+1, m-1)\left(M+1, m-1\left|5_{+}^{\prime} I^{\prime}\right| M m\right) \mid M, m-1\right)}{\left(E_{M}-E_{M+1}\right)\left(E_{M, m}-E_{M, m-1}\right)}\right.\right.}{\left.\left(M, m-1\left|5_{+}^{\prime} I^{\prime}\right| M-1, m\right)\left(M-1, m\left|S_{-}\right| M m\right), \mid M, m-1\right)} \\
& \left(E_{M}-E_{M-1}\right)\left(E_{M, m}-E_{M, m-1}\right) \tag{4.5}
\end{align*}
$$

where $S_{+}^{\prime}=\frac{D}{4}\left[\left(S_{z} S_{+}+S_{+} S_{z}\right)\right] \sin 2 \theta \quad$ etc.
Taking $E_{M}=g_{g} \beta H_{0} M$ and $E_{M, m}=g \beta H_{0} M+A M m$ as approximations, we then obtain:-

$$
\begin{aligned}
\mid \Phi_{M, m} & =\{M, m)+c_{1}(M, m+1)+c_{2}(M, m-1) \\
\text { where } c_{1} & =\frac{D \sin 2 \theta\left\{S(S+1)-3 M^{2}\right\}\{I(I+1)-m(m+1)\}^{\frac{1}{2}}}{4 g \beta H_{0}} \\
\text { and } c_{2} & =\frac{-D \sin 2 \theta\left\{S(S+1)-3 M^{2}\right\}\{I(I+1)-m(m-1)\}^{\frac{1}{2}}}{4 g \beta H_{0}}
\end{aligned}
$$

Forbidden transitions occur between states $(M, m) \rightarrow(M-1, m+1)$, and for the $\Delta m=+1$ transitions, the transition probability is then:-

$$
\begin{equation*}
I_{F} \propto\left|\left(\Phi_{M, m}\left|\left(s_{+}+s_{-}\right)\right| \Phi_{M-1, m-1}\right)\right|^{2} \tag{4.7}
\end{equation*}
$$



$$
\begin{aligned}
\left(\Phi_{M-1, m-1}\right) & =\mid M-1, m-1)+C_{3}(M-1, m)+C_{4}(M-1, m-2) \\
\text { where } C_{3} & =\frac{D \sin 2 \theta\left\{5(5+1)-3(M-1)^{2}\right\}\{I(I+1)-m(m-1)\}^{\frac{1}{2}}}{4 g \beta H_{0}(M-1)} \quad \text { (4.日) } \\
\text { and } C_{4} & =\frac{-D \sin 2 \theta\left\{5(5+1)-3(M-1)^{2}\right\}\{I(I+1)-(m-1)(m-2)}{4 g \beta H_{0}(M-1)}
\end{aligned}
$$

Substituting in the expression for the intensity we then obtain:-

$$
\begin{align*}
& I_{F} \propto \mid\left(M, m \mid+C_{1}^{*}(M, m+1 \mid\right.+C_{2}^{*}(M, m-1 \mid)\left(S_{+}+S_{-}\right)(\mid M-1, m-1) \\
&\left.\left.+C_{3} \mid M-1, m\right)+C_{4} \mid M-1, m-2\right)\left.\right|^{2} \\
&=\left|F_{-}(M)\left(C_{2}+C_{3}\right)\right|^{2} \text { where } F_{-}(M)=[S(S+1)-M(M-1)]^{\frac{1}{2}} \tag{4.10}
\end{align*}
$$

Substituting for the coefficients $ᄃ_{2}$ and $ᄃ_{3}$ we find:$I_{F} \propto\left[F_{-}^{2}(M)\left[\frac{3 D \sin 2 \theta}{4 g \beta H_{0}}\right]^{2} \cdot\left[1+\frac{S(S+1)}{3 M(M-1)}\right]^{2}[I(I+1)-m(m-1)]\right]$

For the allowed transition $(M, m) \longrightarrow(M-1, m)$ we obtain in a similar manner:-

$$
\begin{align*}
I_{A} \propto\left[F _ { - } ( M ) \left\{1+\left[\frac{D \sin 2 \theta}{4 g \beta H_{0}}\right]^{2}\right.\right. & \frac{\left\{5(5+1)-3 M^{2}\right\}\left\{5(5+1)-3(M-1)^{2}\right\}}{M(M-1)} \\
& \left.\left.\left\{2\left[I(I+1)-m^{2}\right]\right\}\right\}\right]^{2} \tag{4.12}
\end{align*}
$$

For $D \ll H_{0}, I_{A} \propto F_{-}^{2}(M)$, and for the intensity of the forbidden transitions relative to the allowed transitions, we thus obtain the expression derived by Bleaney \& Rubins:-

$$
\begin{equation*}
\left[\frac{3 D \sin 2 \theta}{4 g \beta H_{0}}\right]^{2} \cdot\left[1+\frac{S(S+1)}{3 M(M-1)}\right]^{2} \cdot[I(I+1)-m(m-1)] \tag{4.13}
\end{equation*}
$$

### 4.2 Relative Intensity in Powder Spectrum.

Bleaney \& Rubins (1961) have stated that for the purpose of estimating the magnitude of the parameter $D$, using the relative intensity of forbidden to allowed transitions observed in a powder spectrum, the $\sin ^{2} 2 \theta$ term in equation (4.13) should be replaced by $8 / 15$. A value of $|D|=125$ De was then calculated by these authors for the measured
relative intensity observed in the $M_{n}{ }^{2+}$ spectrum from a sample of modelling clay (plasticine).

The manufacturers (under licence) in Australia, of Harbutt's plastic̣ine (Bellco Ltd., Melbourne), kindly provided this author with samples af the ingredients used in the manufacture of this material. The component responsible for the $\mathrm{Mn}^{2+}$ spectrum was found to be powdered calcite. If we assume that the $\mathrm{Mn}^{2+}$ spectrum from the plasticine sample used by Bleaney \& Rubins, was also due to $\mathrm{Mn}^{2+}$ in calcite, ( $|\mathrm{D}|=81$ De, Hurd et al 1954), the computed value of $|D|=125$ De from the plasticine sample spectrum is then seen to be in error by $\sim 50 \%$. Fig. 4.1 shows a spectrum recorded from a powdered sample of Magnesite $\left(\mathrm{MgCO}_{3}\right)$, from which a value of |D|~130 De was obtained from the relative intensities of forbidden to the first allowed transition $(m=-5 / 2)$, using the Bleanoy \& Rubins' expression for a powder spectrum. From single crystal measurements, however, a value of $|D|=85.5$ De has been obtained (Vinokurov et al 1961), and once again a value of the parameter $|D|$, larger by $\sim 50 \%$ than the single crystal determination, is obtained from powder measurements. An even larger relative error was found in a similar determination of 'D' from the spectrum of powdered $\mathrm{Zn}\left(\mathrm{Mn}^{2+}\right) \mathrm{Ca}_{\mathrm{J}}$, fig. 4.2. From the relative intensity of forbidden lines observed in this spectrum, a value of $|\mathrm{D}| \sim 90$ De was obtained. From single crystal measurements however, $|D|=44$ De (Burley 1964). It must then be assumed that the determination of the axial splilting parameter $D$, by applying the expression for the relative


$\mathrm{Mn}^{2+}$ SPECTRUM FROM SMITHSONITE (POWDER)
$X-B A N D: ~ R O O M ~ T E M P E R A T U R E ~$
intensity of forbidden transitions in a powder spectrum, given by Bleaney \& Rubins (1961), to experimentally determined values, may produce relatively large errors. The expression derived by these authors for the relative intensity observed in single crystal spectra, equation (4.13), does however predict values which are in reasonable agreement with experiment, for the $M_{n}{ }^{2+}$ spectrum observed from crystalline calcite. For this spectrum, the predicted intensity ratios of forbidden to allowed transitions, in the central group $\left(M=\frac{1}{2}\right)$ of lines at $X$-band, and $\theta=45^{\circ}$, as determined from (4.13) with $D=81 \mathrm{De}, H=3,300 \mathrm{De}$, are approximately :-

| $m=$ | $=3 / 2$ | $\underline{-1 / 2}$ | $\underline{1 / 2}$ |
| :---: | :---: | :---: | :---: |
| Relative Intensity | $1: 5.2$ | $1: 3.2$ | $1: 2.9$ |

From the spectrum shown by Ursu et al (1966), corresponding experimental ratios of

$$
1: 4.2 \quad 1: 3.2 \quad 1: 3.1
$$

are obtairied.
It would then appear that the relatively large error in the determination of 'D' from powder spectra, is due to the substitution of $8 / 15$ for $\sin ^{2} 2 \theta$ in (4.13). The factor of $8 / 15$ was obtained by Blearey \& Rubins by an averaging method. The failurs of this averaging process to produce a factor which would enable reasonable agreement to be obtained between the theoretical expression and experimental values of relative intensities in powder spectra, would then seem to cast a doubt on similar averaging methods used to predict relative shifts of line positions in powder spectra. (Nicula et al 1965, Waldner 1962.)

### 4.3 Transition Probabilities by Second Drder Perturbation -

 Rhombic Fields.When the electrostatic crystalline field possesses rhambic symmetry, the analogous expression for the relative intensity of the forbidden transitions may be found by substitution of $|\lambda|$ for Dsin2日, viz. :-

$$
\begin{align*}
& {\left[\frac{3|\lambda|}{g \beta H}\right]^{2}\left[1+\frac{S(S+1)}{3 M(M-1)}\right]^{2}[I(I+1)-m(m-1)] }  \tag{4.14}\\
& \text { with }|\lambda|=\frac{\sin \theta}{2}[\cos \theta(D-E \cos 2 \psi)+i E \sin 2 \psi]
\end{align*}
$$

4.4 Intonsity Variations Using Computer Diagonalization of the $36 \times 36$ Energy Interaction Matrix.

When off-diagonal terms in the energy matrix ( $M^{\prime \prime}, m^{\prime \prime}|H| M!m^{\prime}$ )
are no longer small compared to diagonal elements, perturbation methods are no longer accurate, and exact methods are necessary to calculate (say) the coefficients of the zero-order wave functions in the expansion of perturbed wave functions.

Suppose $E_{M, m}$ denotes the eigenvalue of the eigenstate $1 \Phi_{M, m}$ )
i.e. $\left.\quad H \mid \Phi_{M, m}\right)=E_{M, m}\left(\Phi_{M, m}\right)$

Substitution of the expansion in terms of zero-order functions, multiplication by (M", $\mathrm{m}^{\prime \prime}$ ) , and integration, then allows us to write:-

$$
\sum_{M^{\prime} m^{\prime}} A_{M m}^{M^{\prime \prime} m^{\prime}}\left(M^{\prime \prime} m^{\prime \prime}|H| M^{\prime \prime} m^{\prime}\right)-E_{M, m}\left(M^{\prime \prime} m^{\prime \prime} \mid M^{\prime} m^{\prime}\right)=0
$$

or:-

$$
\begin{aligned}
A_{M m}^{1}\left[(1|H| 1)-E_{M, m}\right]+A_{M m}^{2}(1|H| 2) & +A_{M m}^{3}(1|H| 3)+\ldots \\
& \ldots \ldots+A_{M, m}^{36}(1|H| 36)=0
\end{aligned}
$$

$$
A_{M m}^{1}(2|H| 1) \quad+A_{M, m}^{2}\left[(2|H| 2)-E_{M, m}\right]+A_{M, m}^{3}(2|H| 3)+\ldots \ldots
$$

$$
\ldots .+A_{M, m}^{36}(2|H| 36)=0
$$

$$
\begin{equation*}
A_{M m}^{1}(361 H \mid 1)+\ldots \ldots+A_{M, m}^{36}\left[(36|H| 36)-E_{M, m}\right]=0 \ldots \tag{4.17}
\end{equation*}
$$

With mactern digital computers the (iG $x$ (G) enorgy intepaci, iun matrix (M"m"|H|M'm') may be readily diagonalized ta find the eigenvalues $E_{M, m}$. Substitution of a particular eigenvalue in equations (4.17) above, then enable the coefficients $A_{M m}^{M^{\prime} m^{\prime}}$ to be found. In practice ane coefficient $A_{M m}^{M m}$ is set equal to urity, and the other coefficients expressed in terms of $\mathrm{A}_{\mathrm{Mm}}^{\mathrm{Mm}}$. Any 35 of the 36 simultaneous equations may then be solved to find these coefficients.

Noting that the operators $S_{+}$and $S_{-}$only link states ( $\mathrm{M}_{-1}^{+}$) and $(M)$, and that $\left.\left.5^{+} \mid M, m\right)=F^{+}(M) \mid M_{-1}^{+}, m\right)$, the intensity of a forbidden transition may then be written:-

$$
\begin{aligned}
& \left.\left.I \propto \mid\left[\sum_{M^{\prime \prime} m^{\prime \prime}} A_{M+1, m+1}^{M^{\prime \prime}, m^{\prime \prime}}\left(M^{\prime \prime}, m^{\prime \prime \prime}\right]\right]_{+} 5_{-}\right)\left[\sum_{M^{\prime} m^{\prime}} A_{M, m^{\prime}}^{M^{\prime}, m^{\prime}} \mid M^{\prime}, m^{\prime}\right)\right]\left.\right|^{2} \\
& \quad=\left|\sum_{M^{\prime \prime} m^{\prime \prime}} A_{M+1, m+1}^{M^{\prime \prime} m^{\prime \prime \prime}}\left[A_{M, m}^{M^{\prime \prime}+1, m^{\prime \prime}} F_{+}\left(M^{\prime \prime}+1\right)+A_{M, m}^{M^{\prime \prime}-1, m^{\prime \prime} F_{-}\left(M^{\prime \prime}-1\right)}\right]\right|_{\text {(4.18) }}^{2} \\
& \\
& \text { where } F+(M)=\left[5(5+1)-M\left(M^{+}-1\right)\right]^{\frac{1}{2}}
\end{aligned}
$$

The intensity variation for the central forbidden doublet, for $D=81$ De, obtained using the method described above, is shown in figure 4.3. As described in Chapter VI, the computations necessary to obtain intensity variations may be reduced by a factor of $\sim 10^{3}$, using a method described by $\operatorname{Eir}$ (1964).

## N. B .

The vertical scale in fig. 4.3 is completely arbitrary. The absolute values computed for the forbidden transition intensity by this methad would have to be normalized, using the $\theta=0^{\circ}$ value obtained in a similar manner for allowed transitions.


Intensity of forbidden transition by computer diagonalization.
( $36 \times 36$ Matrix)
FIG. 4.3

## CHAPTER V

## Line Positions in Powder Spectra.

### 5.1 Line Shifts Using Bleaney and Rubins' Method.

Having derived required expressiors, we are now in a position to return to the problem or line shifts, etc., observed in powder spectra.

The observed splitting of the $\Delta m=$ o hyperfine lines observed from $\mathrm{Mn}^{2+}$ in a sample of powdered calcite ( CaCO ) has been adequately explained by Bleaney and Rubins (1961) by considering extreme values of the intensity function -

$$
\begin{equation*}
I^{\prime}(\theta)=\frac{\sin \theta I(\theta)}{2 \frac{d H}{d \theta}} \tag{5.1}
\end{equation*}
$$

For the forbidden transitions we may use, for values of $|D| l e s s$ than about 100 0e (as shown later), the intensity variation with angle -

$$
\begin{equation*}
I_{F}(\theta) \propto \sin ^{2} 2 \theta \tag{5.2}
\end{equation*}
$$

and for the same range of $D$, we assume that for the allowed transitions -

$$
\begin{equation*}
I_{A}(\theta)=\text { constant. } \tag{5.3}
\end{equation*}
$$

Using $\quad H_{i}=E_{i}\left(3 \cos ^{2} \theta-1\right)+F_{i} \sin ^{2} 2 \theta+G_{i} \sin ^{4} \theta \quad(i=1,3)$

$$
\begin{equation*}
\frac{d H_{i}}{d \theta}=\sin 2 \theta\left(U_{i}+V_{i} \sin ^{2} \theta\right) \tag{5.4}
\end{equation*}
$$

where

$$
\begin{aligned}
U_{i} & =4 F_{i}-3 E_{i} \\
V_{i} & =2 G_{i}-8 F_{i} \text { where } E_{i}, F_{i} \text { and } G_{i} \text { are defined }
\end{aligned}
$$

irl section 3.5.

We then have for our intensity or line shape functions for allowed and forbidden transitions by substitution of (5.2), (5.3) and (5.4) in (5.1) :-

$$
I_{A}^{\prime}(\theta) \propto \frac{1}{\cos \theta\left(U_{i}+V_{i} \sin ^{2} \theta\right)}
$$

$I_{F}^{\prime}(\theta) \propto \quad \sin \theta \sin 2 \theta$

$$
U_{i}+V_{i} \sin ^{2} \theta
$$

For allowed transitions, extreme values occur for $\theta=\frac{\pi}{2}$ ard $\theta=\arcsin \sqrt{\frac{-U_{i}}{V_{i}}}$, and for the forbidden transitions we have one
extreme valum at $\theta=\arcsin \sqrt{\frac{-U_{i}}{V_{i}}}$, which corresponds approximately to $\theta \sim 40^{\circ}$, and will be referred to as $\theta \sim 40^{\circ}$ peaks in the later discussion. Typical intensity or line shape functions are shown plotted irifig. 5.1.

$$
\theta=\arcsin \sqrt{\frac{-U}{V_{i}}} \text { is a turning point (or maximum) of the } H(\theta)
$$

versus $日$ curve. The physical significance of the peak correspondjing to this value of $\theta$ is that for resonance in the range $H\left(\theta \sim 40^{\circ}\right)$ to $\mathrm{H} \pm \mathrm{dH}$, there is a much larger number of spins contributing to the resonance, compared with another general range (except $H\left(\theta=90^{\circ}\right.$ ) to $\left.H^{+} \mathrm{dH}\right)$.

The shift in the line position from that calculated using only non-angular dependent expressions, can now be evaluated by substitution


Intensity functions for $\frac{F I G .5 .1}{\text { powder samples. } D=-80, ~} A=-94$
of the value of $\theta$ for a maximum, in the appropriate angular dependent expression $H_{i}(\theta)$.
5.2 Application to the $\left(\mathrm{Mn}^{2+}\right)$ Powder Spectrum from Calcite.

As a test of the theory we may first consider in more detail the powder spectrum of $\mathrm{Mn}^{2+}$ in powdered calcite, for which the appropriate parameters are $A=-940 e, D=-810 e$ and $g=2.0$ (approximately). (Hurd, Sachs and Hershberger (1954), Mataresse (1961)) Experimentally determined variations of intensity with angle between the crystal axis and the applied static magnetic field, are shown in fig. 5.2. These intensity variations were obtained using a natural calcite crystal. (picked from crushed marble), which was slightly strained (as evidenced by l.aue backscatter photographs). In this, and other strained crystals, such as CaWl $_{4}$ discussed later, the outer sextets of hyperfine lines are so broadened, that away from $日=0^{\circ}$, observations of the central transitions are not obscured as the crystal is rotated in the applied magnetic field (fig. 5.3). For these outer transitions $(M= \pm 5 / 2 \longleftrightarrow M= \pm 3 / 2$ and $M= \pm 3 / 2 \longleftrightarrow$. $M= \pm 1 / 2$ ) the field position at which resonance occurs is much more angular dependent than field positions for the central transitions, and variations in the direction of the crystal field axis throughout the ionic sites in the crystal due to strains, would thus produce much greater broadmning of the outer transitions, than for the central resonances. With the assumption that observed intensity variations for a strained crystal do not differ greatly from those in an


Experimental intensity variations for $M=1 / 2$ transitions in calcite. (strained crystal. X-band; room temperature)

FIG. 5.2


unstrained crystal, our previous assignment of a $\sin ^{2} 2 \theta$ variation far forbidden transitions, and constant intensity for the allowed transitions is qualitatively (at least) justified. (Quantitatively the assumption of constant intensity for $\Delta m=0$ lines is not justified.)

The predicted shifts for the forbidderi transitions and camponents of the split allowed transitions, using the method described in the previous section, are shown in fig. 5.4.

From these calculated shifts we could thus expect:-

1) The spacings between the low field $\left(\theta=90^{\circ}\right)$ components of the split allowed transitions should be slightly less (~0.2 De) than spacings predicted using non-angular expressions.
2) Spacings between high-field $\left(\theta \sim 40^{\circ}\right.$ ) comporments should be widex ( $\sim 2$ De) than predicted by the nom-angular expression.
3) The forbidden doublets should be approximately midway between the Hjgh-field components of the allowed transitions.

Fig. 5.5 shows a spectrum recorded from powdered calcite. By comparison with spacings calculated using mon-angular expressions, and by observation, it is readily seen that predictions 1-3 are confirmed experimentally.

[^0]

explained. In a sample in which the lines are broadened by any mech:anism, the component of each allowed transition may be so broad that only a single resonance for each allowed transition will be observed. The centre of this observed line will lie approximately midway between the centres of each unresolved component, and from fig. 5.4 we can readily see that the forbidden transitions will then be shifted towards the high field side of the spectrum mare than the observed allowed transitians, with the relative shift between forbidden doublets and allowed lines increasing with field, as is observad experimentally. Experimentally this is also found for the spectrum of a powdered sample of calcite which contains a higher percentage cf $\mathrm{Mn}^{2+}$ than the calcite sample which produced the spectrimm discussed marlier. For this heavily doped sample, fig: 5.6, the lines are ¿ipolar broadened, no splitting of the allowed transitions is observed, and forbidden doublets are seen to be shifted towards the high field side relative to the allowed transitiors.

### 5.4 The Calculation of Parameters from Powder Spectra.

To further test the theory presented, a computer programme was written to evaluate farameters by a best-fit between theoretical and experimental line positions,using an iterative least squares method described by Marriage (1965).

The following assumptiors were made:-

1. The position of lines in a powder spectrum are given by equations (3.12), (3.13) and (3.14),
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with $\theta=\pi / 2$ and arc sin $\sqrt{\frac{-U_{i}}{V_{i}}}$ for allowed components, and $\theta=\arcsin \sqrt{\frac{-U_{i}}{V_{i}}}$ for forbidden transitions.
2. When allowed components are broadened into a single observable line, the centre of this brodedened line is at the mid-point of centres of the components.

The programme was tested on the broadened calcite powder spectrum shown previously in fig. 5.6. A best fit was obtained for the following value of parameters -

## Powder:

$A=94.30 巴$
$D=-75.8 \quad "$
c.f.
D $=-81.0 \mathrm{l}$
$Q=-0.2^{\prime \prime}$

The theoretical line positions and spacings obtained for these values of the parameters for this powder spectrum, and the experimentally determined values, are shown in table 5.1. The theoretical values are shown in brackets.

## Table 5.1:

Experiment and Theoretical Line Positions and Spacings for $\mathrm{MrI}^{2+}$ in Powdered Calcite (X-Band-Room Temperature)

| Line 5pacings (0e) |  |  | Line Positions (0e) |
| :---: | :---: | :---: | :---: |
| 88.4 | (89.5) |  | 3,065.5 (3,064.3) |
|  |  | 36.0 (36.8) | 3,101.5 (3,101.1) |
|  |  | 20.7(21.1) |  |
|  |  |  | 3,122.2 (3,122.2) |
|  |  | 31.7 (31.6) |  |
| 91.8 | (92.2) | 37.3 (38.2) | 3,153.9 (3,153.8) |
|  |  |  | 3,191.2 (3,192.0) |
|  |  | 23.1 (23.4) |  |
|  |  | 31.4 (30.6) |  |
| 94.6 | (94.8) | 39.6 (39.5) | 3,245.7 (3,246 |
|  |  |  | 3,285.3 (3,285.5) |
|  |  |  | 3,310.7(3,310.9) |
|  |  | 29.6 (29.9) |  |
| 97.8 (98.4) |  | 41.8 (40.9) | 3,382.1 (3, 381.7) |
|  |  | 26.6 (27.2) |  |
|  |  | 29.4 (29.3) | 3,408.7 (3,40日.9) |
| 100.2 | (100..1) | 43.1 (42.3) | 3,438.1 (3,438.2) |
|  |  |  | 3,481.2 (3,480.5) |
|  |  | 28.5 (28.8) |  |
|  |  | 28.6 (29.0) | 3,509.7 (3,509.3) |
|  |  |  | 3,538.3 (3,538.3) |

Better agreement between the parameters determined from this powder spectrum, and parameters determined by single crystal measurements, may be obtained however, if it is assumed that a small relative shift of lines may occur as outlined in the next sectiori.

### 5.5 Line Shifts due to Line Shape Functions.

By previous theory, the line shape or intensity functions, used to predict peaks in powder spectra, have infinite values at certain points. In practice the value of the iritensity at these points must be finite, and il could be expected that for (say) the allowed transitions the line shape functions would rise gradually to maxima at $\theta \sim 40^{10}$ and $\theta=90^{\circ}$, as shown exaggerated in fig. 5.7, together with a lire shape function drawn (qualitatively) as a function of field strength. the resultant ohape of the ihsurption curve expected may then be calculated from the I'(H) function by assumirıg a line shape (Loreritzian or Gaussian generally), and summing the contributions at each point, of the Loreritzian or Gaussian lines (modulated by the appropriate value of the intensity function $I^{\prime}(H)$ ) originating from all paints at which resonance may occur. If this is done it is readily seen, as shown in fig. 5.8, that the maxima of the resultant absorption curve do not coincide uith maxima of the intensity function $I^{\prime}(H)$, i.e., the peaks in a powder spectrum wauld be shifted from field positions corresponding to $\theta=90^{\circ}$ and $\theta \sim 40^{\circ}$ by an amount determined by both the shape of
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the intensity or line shape function, and the natural line-widths of the resonance lines. From fig. 5.8 it may be seen that the $\theta \sim 40^{\circ}$ components would be shifted towards the low field side and $\theta=90^{\circ}$ components shifted towards the high field side, by such a mechanism. We might then expect that the splitting of the allowed hyperfine lines in a powder spectrum, would be less than the field difference between turning points of the $H(\theta)$ variatiar. Experimentally this appears to be the case for the splitting of the hyperfine lines in the calcite spectrum shown earlier in fig. 5.5. Theoretically a field difference of 15.9 De between turning points of the $H(日)$ variation for the $m=+5 / 2$ transitions, is predicted using line positions listed in section 3.5. Experimentally, a field difference of $15.3( \pm 1.0)$ De was found for turning points in the $(m=+5 / 2)$ line position observed, as a single crystal of calcite is rotated in the applied field. The measured splitting of the $m=+5 / 2$ allowed transition in the calcite powder spectrum, shown in fig. 5.5, is found to be 14.3 ( $\pm$ 1.0) De however, indicating a possible shift of powder lines of $\sim 0.5$ 0e. Canversely, it might be expected that a determination of 'D' from observed splitting of allowed transitions in a powder spectrum, would yield of value of 'D' slightly lower than that obtained from single crystal measurements. It may be noted that Bleaney \& Rubins calculated a value of $|D|=70-80$ De from the splitting of allowed transitions observec in the spectrum of plasticine (calcite), which may be compared to the single crystal value, $|D|=81 \mathrm{De}$.

In a powder spectrum in which the $\theta \sim 40^{\circ}$ and $\theta=90^{\circ}$ components of an allowed transition are broadened into a single line, the field position of this broadened line may not be shifted by this mechanism. The $日 \sim 40^{\circ}$ forbidder doublets would, however, be shifted towards the low field side relative to the observed allowed transitiors. If this were so, it would be expected that the parameter fitting method, described in the previous section: would return values of parameters closer to single crystal values, if small positive increments were artificially added to each of the experimentally determined forbidden line positions, or a small equivalent negative shift included in the theoretical expression for forbidden line positions. Such was found to be the case.

As increments are added to each of the experimental forbidden line positions, shown in table 5.1, the values of the parameters $A$ and $D$ determined by the parameter fitting programme, decrease and inctease, respectively.

The best fit between the values of parameters determined from single crystal measurements ( $A=-94.0 \mathrm{De}$ and $\mathrm{D}=-81.0 \mathrm{De}$ ) and values determined from the calcite powder spectrum ( $A=-94.2$ De $D=-81.4$ De) was obtained when an increment of 0.8 De was added to each of the forbidden line positions, e.g. 3102.3 De c.f. 3101.5 חow, used for the first forhidten ling pasition, elice.

As well, for this value of the increment, the sum of the squares of the differences of experimental and theoretical line
positions (denoted 5) is smaller (4.09 De ${ }^{2}$ ) than calculated wheri no increment has been added ( $4.580 e^{2}$ ).

The parameter fitting programme was also applied to line positions given by Waldner (1962), for $\mathrm{Mn}^{2+}$ in powdered $\mathrm{MgAl}_{2} \mathrm{O}_{4}$. For this spectrum, however, the sign of the parameter ' $D$ ' is mot known. The third-order corrections to line positions contain a term in $D A^{2} / H_{c l}^{2}$, and the sign of this tern, depends ori the sign of 'D'. It was thus necessary to obtain best-fits for the parameters of this spectrum, for both negative and positive 'II'. Without the addition of increments to forbidden line positions, the following parameters were determined from the fourteen line positions listed by Waldner.

|  |  | (+ ve) |  | D) $($ - Ve $)$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | = | -60.9 | Ue |  | 80.13 | 0 0 |
| D | $=$ | 52.3 | " |  | 52.0 | " |
| Q | $=$ | 0.17 | " |  | 0.12 |  |
| 5 | $=$ | 1.13 | $0 e^{2}$ |  | 0.47 | $0 e^{2}$ |

As evidenced by the relatively small values of 5 , an extremely good fit between theory and experiment is obtained.

Lower values of 5 were again obtained, however, by the addition of increments to forbidden line positions. The parameters corresponding to the minimum values of 5 , together with the corresponding increments, were:-


It must be noted, however, that the better agreement obtained far parameters obtained from single crystal measurements and powder spectra measurements, by the addition of a small increment to forbidden line positions in powder spect.ra, to compensate for a shifft attributed to the line shape factor, may also be explained, if one of our original assumptions in section 5.4 is incorrect. It was there assumed that in a broadened spectrum, the line position for an observed allowed transition lies midway between the line positions of the broadened components. If the line position of an allowed transition in a broadened spectrum does in fact lie towards the high field side of the midpoint of line positions of the components, by a small amount, the spacings between forbidden and allowed lines would differ by this amount from that predicted, by the method described in the previous section. A small increment added to the measured forbidden line positions observed in the powder spectrum, would then produce closer agreement with single crystal parameters using the best-fit method described, with assumption (2) of section 5.4 taken to be valid.

A more detailed investigation of a comparison of line positions at turning points of the $H(8)$ variation observed with single crystals, and line pusitions in powder spectra, is planned in an attempt to clarify the mechanism(s) for this small relative shift of the forbidden doublets in powder spectra. The addition of small increments to the experimentally determined forbidden line positions does produce an increase of the parameter ' $\mathrm{D}^{\prime}$ ' and a decrease of the parameter 'A' using the method described in the previous section. The values of these parameters determined using this method, without the addition of increments, may be taken as an indication of lower and upper limits or ' $D$ ', and ' $A$ ', respectively.

### 5.6 Parameters for the Adsorbed $\mathrm{Mri}^{2+}$ Spectrum.

Gorter (1932) has shown that the axial field parameter ' D ' is positive when, an ion fite $i: s$ surrounded by an octaherfran of water molecules, which is the case for the adsorbed Mrn't irn. We parameters then obtained for the spectrum of $\mathrm{Mn}^{2+}$ adsorbed on the ionexchange resin shown irl fig. 1.2, by the method previously described in section 5.4, were:-

$$
\begin{aligned}
& A=-96.4 \mathrm{De} \\
& D=78.6 \mathrm{\prime} \mathrm{\prime} \\
& \mathrm{D}=0.8 \mathrm{\prime} \mathrm{\prime} \\
& H_{\mathrm{a}}=3270.0 \mathrm{\prime} \mathrm{\prime}
\end{aligned}
$$

A comparison of experimentally determined line pooitions and spacings, and corresponding values calculated for these values of the parameters, are shown in table 5.2. Theoretical values are shown in brackets.

## Table 5.2:

Line Positions and Spacings for $\mathrm{Mn}^{2+}$ Adsorbed on
Amberlite $I R-120(H)$ Ion-Exchange Resin.

$$
\left(X \text {-Band }: T=9_{77}^{0} K\right)
$$



For these line positions, $5=4.20 e^{2}$. A minimum of 5 occurs at $4.07 \mathrm{De}^{2}$ for a shift of the forbidden doublets of 0.7 Oe , with the following values of parameters:-

$$
\begin{aligned}
& A=-96.2 \mathrm{De} \\
& D=83.4 \mathrm{\prime} \mathrm{\prime} \\
& \mathrm{Q}=0.8 \mathrm{\prime} \mathrm{\prime} \\
& H_{0}=3270.0 \mathrm{\prime} \mathrm{\prime}
\end{aligned}
$$

From the Bleaney \& Rubins' expression, equation (4.13), a $\frac{1}{\mathrm{H}}$ variation is predicted for the relative intensity of forbidden transitions. Fig. 5.9 shows the spectrum of $\mathrm{Mrl}^{2+}$ adsorbed on Amberlite resin, recorded on the $\mathbb{Q}$-band microwave spectrometer at the Department of Physics, Monash University, by courtesy of Mr. Gardon Troup. The doublets, which have a relatively large interisity in $X$-hand spectra, are barely resalvanle at the higher frequency.
 with applied frequency and magretic field, are then adequately explained if these doublets are forbidden transitions, as originally postulated.

From the relative intensity of these forbidden doublets, a value of the parameter ' $D$ ' of $\sim \pm 1000 \mathrm{De}$, is obtained by using the method of Bleanoy \& Rubins, discussed in section 4.2. This estimation of the parameter 'D' is then $\sim 25 \%$ larger than the value calculated from line positions. Other powder spectra were shown to predict values larger than single crystal values by $>50 \%$. As

shown later in section 8.3, a rhombic component of the crystal field may reduce the relative intensity of forbidden transitions in powder spectra. The overestimation of the parameter ' $D$ ' by only $\sim 25 \%$, compared with the value obtained from line position measurements, may then be taken as a possible indication that a small rhombic component is present in the crystal field at the adsorbed $\mathrm{Mn}^{2+}$ ion site.

### 5.7 The Determination of the Parameter 'A' from Powder Spectra Using Non-Anqular - Dependent Expressions.

From the predicted shifts shown in fig. 5.4, it may be seen! that if the components of allowed transitions are broadened into a single observed peak, the centres of the measured allowed transitions will have field saparations wider than those predicted or calculated using only non-angular expressions. Conversely, it could be expected, that if experimentally determined spacings between the observed allowed peaks, and non-angular theoretical expressions were used to calculate the magnitude of the hyperfine parameter 'A', a value of $A$ larger by $\sim 1$ De than the value as determined by single crystal measurements would be obtained. Experimentally this is found for the broadened calcite powder spectrum shown in fig. 5.6, for which a value of $A=-95.4$ De was determined using non-angular expressions. This value may be compared to the value of $A=94.0 \mathrm{De}$ obtained from single crystal measurements (Hurd at al 1954), and the
value of $A=-94.3$ De obtained using the methad described in section 5.4. Similarly, the value of $A=-97.3$ De, determined from experimental line positions of the adsorbed $\mathrm{Mn}^{2+}$ ion in section 1.3, is higher by $\sim 1$ Oe, than the value obtained when angular terms and shifts are used, as given in the provious section.

## 5.日 Failure of Theory to Explain Features: of Other Observed

 Spectra.The theary of powder spectra as presented hias only limited application, as a brief survey of spectra from available powder samples, containing $\mathrm{Mn}^{2+}$ in trace amounts, quickly showed. The theory of Bleaney \& Rubins, as presented and applied to explain features of the powder spectra of $\mathrm{Mr}^{2+}$ in sites of electrostatic crystal field symmetry characterized by an axial field parameter|DI of less than $\sim 100$ De, is uriable to even qualitatively explain features observed in high-D $\mathrm{Mn}^{2+}$ powder spectra. For example, if we consider the powder spectrum of $\mathrm{Mn}^{2+}$ in apatite ( $\mathrm{Ca}_{10}\left(\mathrm{P} \mathrm{C}_{4}\right)_{6}(\mathrm{~F}, \mathrm{EI})$ ), reported by Kasai (1962), we find that for the values of $|D| \sim 433 \mathrm{Be}$, and IAI~ 96 De, obtained from single crystal measurements (Burley 1964), we should expect to find, using the Bleaney \& Rubins' theory, a splitting of the allowed hyperfine lines of the order of hundreds of oersted. It is immediately seen; however, on inspection of the spectrum shown by Kasai, or the spectrum of a powdered sample of apatite from Erenfriedersdorf, fig. 5.10, which contains $\mathrm{Mn}^{2+}$ ion impurities, that no splitting of the allowed transitions is
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observable at all. As well, rio forbidden doublets are resolvable, whereas the simple expression for forbidden transition intersities derived by Bleaney \& Rubins (1961) predicts, that for this value of D, the forbidden transitions would rival the allowed transitions in intensity. For intermediate values of the axial parameter $D$, the powder spect.ra are extremely complex. Fig. 5.11 shows the $\mathrm{Mn}^{2+}$ spectrum recorded from a powdered sample of Scheelite (CaW0 ${ }_{4}$ ), for which from single crystal measurements the $\mathrm{Mn}^{2+}$ ion is in a site for which $101 \sim 150$ De (Lyons and Kedzie, 1966). For both spectra, complete line identification is not possible with any degree of certainty by existing theory. However, as will now be outlined, interpretation of all $\mathrm{Mn}^{2+}$. powder spectra is obtained wheri exact methods are used to predict intensity variations.


## CHAPTER VI

## TRANSITION PROBABILITIES - BIR'S METHOD.

### 6.1 Introduction

The expression for the variation of intensity of the forbidden transitions as derived by Bleaney \& Rubins has only limited application, as acknowledged by these authors themselves. When the axial crystal field splitting is large, perturbation methods are no longer accurate enough, and it is necessary to use exact methods to obtain intensity variations, as outlined in section 4.4. Simplification of the computations necessary may be made by using a method given by Bir (1964).

The derivation of expressions, which enables a calculation of intensities for the case of trigonal symmetry, is now given, including terms in the parameter "a" which Bir has neglected because of their general smallness.

### 6.2 General Theary

Bir considered that when hyperfine interaction occurred, the direction of quantization for the nuclear spin was not the direction of the applied field, but instead the direction of the effective field due ta the magnetic moment of the unpaired electron. This effective field, was much larger than the applied field, and its direction depended on the electron state and the angle $\theta$ between the applied field and the axis of the crystalline field. The dependence of the effective field on the electron state, then led to
a non-arthogonality between the nuclear spin functions for different electron states, and the nuclear spin projections, which resulted in the $\Delta m= \pm 1$ transitiors becoming allowed, with a corrosponding , reduction in the normal allowed transitions.

Bir considered that the eigenfunction $\$ \mathrm{M}, \mathrm{m}$, which diagonalized the 5 pin Hamiltonian, could be written as a product of electron and nuclear functions.

$$
\begin{equation*}
\text { i.巴. } \quad \Phi M, m=\psi_{M} \cdot \phi_{m}^{(M)} \tag{6.1}
\end{equation*}
$$

where $\psi_{M}$ is the eigenfunction which diaganalized the fine structure Hamiltonian, and $\phi_{\mathrm{m}}^{(\mathrm{m})}$ were nuclear spin functions corresponding to an electron state, denoted (M). If . $_{\mathrm{m}}^{\mathrm{a}}$ represented eigenfunctions in the absence of a crystal field, the $\boldsymbol{\phi}_{\mathrm{m}}^{(M)}$ could be expressed as a linear combination

$$
\begin{equation*}
\phi_{m}(M)=\sum_{T n^{\prime \prime}}\left[l_{1}^{m m \prime}\left(g^{\left(M H^{\square}\right)}\right) \phi_{m "}^{\square}\right. \tag{6.2}
\end{equation*}
$$

where the $D_{I}^{\text {nm" }}\left(\mathrm{g}\left(M \mid{ }^{\circ}\right)\right.$ ) were matrix elements of the irreducible representation of the rotation group of weight $I=5 / 2$, and ${ }^{\left(M H^{\circ}\right)}$ is the transformation which rotates the direction of the effective field $H^{\circ}$ in the absence of a crystal field, to the direction of the effective field $H^{M}$ for a given electron state, when a crystal field was present at the site of the ion. The components of the field, $H^{M}$, could be found by calculating the expectation value of the electron spin in the state denoted (M).

$$
\begin{equation*}
\text { i.e. } \quad H_{\alpha}^{(M)}={ }_{{ }_{g}} \frac{A}{\beta}{ }_{N}\left(\psi_{M}\left|s_{\alpha}\right| \psi_{M}\right) \quad(\alpha=x, y, z) \tag{6.3}
\end{equation*}
$$

Bir then showed that the transition probability between states labelled $(M, m)$ and ( $\left.M^{\prime}, m^{\prime}\right)$ was proportional to the product of the square of the modulus of the metrix element of the electronic transition (which produced only small angular variations of intensity), and the square of the modulus of the product of the spin functions $\Phi_{\mathrm{m}}^{(M)}$ and $\Phi_{\mathrm{m}^{8}}^{\left(M^{\prime}\right)}$, which was strongly angular dependent.
i.e. I (angular) $\propto \subset\left|\begin{array}{|c|c} \\ m\end{array} \Phi_{m}\left(M^{\prime}\right)\right| 2$

Bir then derived -

$$
\begin{equation*}
I \propto\left|d_{I}^{m m '}\left(\mu_{M M}\right)\right|^{2} \tag{6.5}
\end{equation*}
$$

where the $d_{I}^{m m}\left(\mu_{M M 1}\right)$ are known functions and $\mu_{M M P}=\cos \alpha_{M M 1}$, with $\alpha_{M M}$, the angle between the quantization axis of the nuclear spin for electronic states $M$ and $M^{\prime}$.

This expression for the intensity is correct far the transitions $M= \pm 5 / 2 \leftrightarrow M= \pm 3 / 2$, and $M= \pm 3 / 2 \leftrightarrow M= \pm \frac{1}{2}$, but is not strictly correct for the central hyperfine sextet $\left(M=\frac{1}{2} \rightarrow M=-\frac{1}{2}\right)$. This is shown most easily by considering axial symmetry, for which the effective field has components, using Bir's expressions, for a general angle $\theta$ between the applied field and the crystal field axis

$$
\begin{align*}
& H_{x} \propto M^{2}-\frac{1}{3} 5(S+1) \\
& H_{y}=0  \tag{6.6}\\
& H_{z} \propto M
\end{align*}
$$

The effective field directions for the (25+1) electronic states, is then shown diagramatically in fig. 6.1. In the absence of a
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crystal field the expectation values of $S_{x}$ and $S_{y}$ are zero, and hence $H_{x}$ and $H_{y}$ are both zero, and the direction of the effective field acting at the nucleus, is then parallel to the direction of the applied field for electronic states $M=+5 / 2,+3 / 2$ and $+\frac{1}{2}$; and antiparallel for $M=-\frac{1}{2},-3 / 2$ and $-5 / 2$.

With our convention for positive rotation, defined in section 2.2, we then have for our expansions:-

$$
\phi_{m}^{\left(+\frac{1}{2}\right)}=\sum_{m \prime \prime} D_{I}^{m m "}\left(g^{\left(+\frac{1}{2}, H^{0}\right)}\right) \underset{m^{\prime \prime}}{(0)} \text { with } g^{\left(+\frac{1}{2}, H^{0}\right)}=+\beta
$$

Similarly -

$$
\phi m^{\prime}\left(-\frac{1}{2}\right)=\sum_{m}{ }^{\prime \prime} D^{m^{\prime} m^{\prime \prime}}\left(g^{\left(-\frac{1}{2}, H^{\square}\right)}\right) \phi_{m^{\prime \prime}}^{(\square)} \text { with } g^{\left(-\frac{1}{2}, H^{\circ}\right)}=-\beta
$$

Then -

$$
\begin{aligned}
& I \propto\left|\sum_{m^{\prime \prime}} D_{I}^{m m^{\prime \prime}}(\beta) D_{I}^{m^{\prime \prime} m^{\prime \prime}}(-\beta)\right|^{2} \quad u \operatorname{sing} \phi_{m}^{0} \phi_{m^{\prime}}^{0}=\delta_{m m} \\
& =\left|\sum_{m^{\prime \prime}} d_{I}^{m m^{\prime \prime}}(\beta) d_{I}^{m^{\prime m}}(-\beta)\right|^{2} \\
& =\left|\sum_{m^{\prime \prime}} d_{I}^{m m^{\prime \prime}}(\beta) d_{I}^{m^{\prime \prime} m^{\prime}}(\beta)\right|^{2} \quad \text { as } d_{I}^{m^{\prime} m^{\prime \prime}}(-\beta)=d_{I}^{m^{\prime \prime}, m^{\prime}}(\beta) \\
& =d_{I}^{m m}(2 \beta)^{2} \text { from the closure praperties of the } d_{I}^{m m} \text {. }
\end{aligned}
$$

From the diagram, $2 \beta=\pi-\alpha_{\frac{1}{2},-\frac{1}{2}}$ whence:

$$
\begin{align*}
& \text { I } \propto\left|d_{I}^{m m^{\prime}}\left(\pi-\alpha_{\frac{1}{2}},-\frac{1}{2}\right)\right|^{2} \text { or as a function of } \mu_{\frac{1}{2},-\frac{1}{2}}=\cos \alpha_{\frac{1}{2},-\frac{1}{2}} \\
& \text { I } \propto\left|d_{I}^{m m}\left(-\mu_{\frac{1}{2}},-\frac{1}{2}\right)\right| 2 \tag{6.7}
\end{align*}
$$

The non-appearance of the negative sign in the general expression given by Bir for the transition probability, is compensated by the
non-appearance of'anegative sign, when $M=\frac{1}{2} \longrightarrow M=-\frac{1}{2}$, in his general expression for $\mu_{M, M 1}$, as will be shown later.

For the functions $d_{1}^{m m}(\mu)$, Bir has used the expressions listed by Gel'fand et al (1963), viz. :-

$$
\begin{aligned}
d^{m^{\prime} m^{\prime}}\left(\mu_{M M}\right)= & \frac{(-1)^{I-m}}{(I-m)!} \cdot \frac{i^{m^{\prime}}}{2} I^{\prime m} \cdot \sqrt{\frac{(I-m)!\left(I+m^{\prime}\right)}{(I+m)!\left(I-m^{\prime}\right)}!} \\
& .(1-\mu)^{-\frac{\left(m^{\prime}-m\right)}{2}} \cdot(1+\mu)^{-\frac{\left(m^{\prime}+m\right)}{2} \cdot \frac{d}{d \mu^{I}-m^{\prime}}\left((1-\mu)^{I-m} \cdot(1+\mu)^{I+m}\right)}
\end{aligned}
$$

For continuity, we will use the equivalent expression defined in section 2.2

$$
\begin{align*}
d_{I}^{m m^{\prime}}\left(\mu_{M M 1}\right)=\sum_{n}(-1)^{m^{\prime}-m+n} & \frac{\sqrt{(I+m)!(I-m)!\left(I+m^{\prime}\right)!\left(I-m^{\prime}\right)!}}{n!(I+m-n)!\left(I-m^{\prime}-n\right)!\left(n+m^{\prime}-m\right)!} \\
& \cdot \frac{1+\mu}{2} \frac{2 I-2 n+m-m^{\prime}}{2} \cdot \frac{\mu-1}{2} \frac{2 n+m^{\prime}-m}{2} \tag{6.0}
\end{align*}
$$

For the $M=\frac{1}{2} \rightarrow M=-\frac{1}{2}$ transitions, the intensities for allowed and forbidden linas are then :-

Allowed ( $\Delta m=0$ )
m

| $\pm 5 / 2$ | $\pm 3 / 2$ | $\pm \frac{1}{2}$ |
| :---: | :---: | :---: |
| $\left\|d_{5 / 2}^{5 / 2,5 / 2}(-\mu)\right\| 2$ | $\left\|d_{5 / 2}^{3 / 2,3 / 2}(-\mu)\right\|^{2}$ | $\left\|d_{5 / 2}^{\frac{1}{2}, \frac{1}{2}}(-\mu)\right\|^{2}$ |

## Forbidden $(\Delta \mathrm{m}= \pm 1)$

$m$| $\pm 3 / 2 \leftrightarrow \pm 5 / 2$ | $\pm \frac{1}{2} \leftrightarrow \pm 3 / 2$ | $\frac{1}{2} \leftrightarrow-\frac{1}{2}$ |
| :---: | :---: | :---: |
| $\left\|d_{5 / 2}^{5 / 2,3 / 2}(-\mu)\right\|^{2}$ | $\left\|d_{5 / 2}^{3 / 2, \frac{1}{2}}(-\mu)\right\|^{2}$ | $\left\|d_{5 / 2}^{\frac{1}{2}, \frac{1}{2}}(+\mu)\right\|^{2}$ |

where we have used $\left|d_{I}^{m, m^{\prime}}(\mu)\right|^{2}=\left|d_{I}^{m^{\prime}}, m(\mu)\right|^{2}$

$$
\text { and }\left|d_{I}^{m,-m^{\prime}}(\mu)\right|^{2}=\left|d_{I}^{m, m^{\prime}}(-\mu)\right|^{2}
$$

For the expressions of interest we obtain using equation 6.8 :-

$$
\begin{aligned}
& \left|d_{5 / 2}^{5 / 2,5 / 2}(-\mu)\right|^{2}=\frac{(1-\mu)^{5}}{2} \\
& \left|d_{5 / 2}^{3 / 2,3 / 2}(-\mu)\right|^{2}=\frac{(1-\mu)^{3}}{2} \frac{(3+5 \mu)^{2}}{2} \\
& \left|d_{5 / 2}^{\frac{1}{2}, \frac{1}{2}}(-\mu)\right|^{2}=\frac{(1-\mu)}{2} \frac{\left(5 \mu^{2}+2 \mu-1\right)^{2}}{2} \\
& \text { (6.9 c) } \\
& \left.\left|a_{5 / 2}^{5 / 2,3 / 2}(-\mu)\right|^{2} \quad=\frac{(1-\mu)^{4}}{2} \frac{(1+\mu)}{2} \quad \text { ( } 1.9 .911\right) \\
& \left|d_{5 / 2}^{3 / 2, \frac{1}{2}}(-\mu)\right|^{2}=\frac{(1-\mu)^{2}}{2}(1+\mu)(1+5 \mu){ }^{2} \text { (6.9e) }
\end{aligned}
$$

Note that the power of three is missing in the equivalent expression for ( 6.9 b ), given by Bir \& Sochava (1964), and the error has been duplicated by Manoogion (1968).

In the absence of a crystal field we have $\alpha \frac{1}{2},-\frac{1}{2}=\pi \rightarrow \mu=-1$ 。 The intensity of the allowed transitions is then unily, i.e. no change with angular variation, and the probability of transition for $\Delta m= \pm 1$ is zero.

### 6.3 Components of the Effective Field for Trigonal Symmetry.

To derive an analytic expression for $\mu(=\cos \alpha \mathrm{MM})$, we must
first derive expressions for the components of the effective field:-

$$
\begin{equation*}
H_{\alpha}^{M}={ }_{g_{N}} \frac{A}{\beta}\left(\psi_{M}\left|S_{\alpha}\right| \psi_{M}\right) \quad(\alpha=x, y, z) \tag{6.10}
\end{equation*}
$$

Expanding the $\Psi_{M}$ in terms of zero-order eigenfunctions of $5_{z}$,
we have:-

$$
\left|\Psi_{M}\right\rangle=(M)+a_{M}^{M+1}(M+1)+a_{M}^{M+2}(M+2)+a_{M}^{M-1}(M-1)+a_{M}^{M-2}(M-2)+\ldots
$$

where by first-order perturbation theory

$$
\left.a_{M}^{M^{1}}=\frac{\left(M 1 H^{1} \mid\right.}{E_{M}-M_{M^{1}}}\right)
$$

and to first order in $\left(\frac{D}{H}\right)$ it is only necessary to calculate

$$
a_{M}^{M+1} \text { and } a_{M}^{M-1}
$$

As our perturbation Hamiltonian we use:-

$$
\begin{aligned}
H^{\prime}=\lambda\left(S_{z}\left(S_{+}+S_{-}\right)+\left(S_{+}+S_{-}\right) S_{z}\right) & +\beta\left(S_{+} f\left(S_{z}\right)+f\left(S_{z}\right) S_{+}\right) \\
& +\beta^{*}\left(S_{-} f\left(S_{z}\right)+f\left(S_{z}\right) S_{-}\right)
\end{aligned}
$$

where $\lambda=\frac{D}{4} \sin 2 \theta$

$$
\begin{array}{r}
\beta=\frac{a}{576}\left(7 \sin 2 \theta \cos 2 \theta+\sin 2 \theta \pm 4 \cdot \sqrt{2}\left(-4 \sin ^{4} \theta \cos 3 \psi+3 \sin ^{2} \theta \cos 3 \psi+\right.\right. \\
\left.\left.i 3 \sin { }^{2} \theta \cos \theta \sin 3 \psi\right)\right)
\end{array}
$$

$$
f\left(S_{z}\right)=75_{z}^{3}-35(5+1) s_{z}-5_{z}
$$

Then $a_{M}^{M+1}=\frac{\left(\lambda(2 M+1)+\beta^{*}(f(M+1)+f(M))\right) F_{+}(M)}{-g \beta H_{0}}$

$$
\begin{equation*}
a_{M}^{M-1}=\frac{\left(\lambda(2 M-1)+\beta(f(M-1)+f(M)) F_{-}(M)\right.}{g \beta H_{0}} \tag{6.11}
\end{equation*}
$$

where $F^{+}(M)=\left(S(5+1)-M\left(M^{+}-1\right)\right)^{\frac{1}{2}}$ and we have taken $E_{M}=g \beta H_{0} M$ as an approximation •

The components of the effective field may now be calculated -

$$
\begin{aligned}
& H_{x}^{M}=\frac{A}{g_{N} \beta_{N}}\left(\psi_{M}\left|S_{x}\right| \psi_{M}\right) \\
& =\frac{A}{g_{N} \beta_{N}}\left[a_{M}^{* M-1}\left(M-11+a_{M}^{* M+1}(M+1)+(M)\right]\left(5_{+}^{+5_{-}}\right) / 2\right. \\
& \cdot\left[|M|+a_{M}^{M+1}(M+1\rangle+a_{M}^{M-1}(M-1)\right] \\
& =\frac{A}{2 g_{N} \beta_{N}}\left[a_{M}^{* M-1} F_{-}(M)+a_{M}^{M+1} F_{-}(M+1)+a_{M}^{* M+1} F_{+}(M)\right. \\
& \left.+a_{M}^{M-1} F_{+}(M-1)\right] \\
& =2 g_{N} \frac{A}{\beta_{N}}\left[F-(M)\left(a_{M}^{* M-1}+a_{M}^{M-1}\right)+F_{+}(M)\left(a_{M}^{* M+1}+a_{M}^{M+1}\right)\right] \\
& =\frac{A}{2 g_{N} \beta_{N}}\left[\frac{F_{-}^{2}(M) \cdot\left\{(2 M-1)\left(\lambda^{*}+\lambda\right)+(f(M-1)+f(M))\left(\beta^{*}+\beta\right)\right\}}{g \beta H_{0}}\right. \\
& \frac{-F_{+}^{2}(M) \cdot\left\{(2 M+1)\left(\lambda^{*}+\lambda\right)+(f(M+1)+f(M))\left(\beta^{*}+\beta\right)\right\}}{g \beta H_{0}} \\
& \begin{aligned}
&= \\
& g_{N} \beta_{N} \beta^{G} \beta H_{0}\left[F^{2}(M) \cdot\{(2 M-1) \lambda+(f(M-1)+f(M)) R(\beta)\}-F^{2}(M) .\right. \\
&\cdot\{(2 M+1) \lambda+(f(M+1)-f(M)) R(\beta)\}] \quad(6.12)
\end{aligned}
\end{aligned}
$$

where $R(\beta)=$ real part of $\beta$, and $R(\lambda)=\lambda$.

For $M=+\frac{1}{2}:(2 M-1)=f(M-1)+f(M)=0$

$$
\begin{aligned}
& F_{+}^{2}(M)=8 \\
&(2 M+1)=2 \\
& f(M+1)+f(M)=-30, \\
& M=-\frac{1}{2}:(2 M+1)=f(M+1)+f(M)=0 \\
& F_{-}^{2}(M)=8 \\
&(2 M-1)=-2 \\
& f(M-1)+f(M)=+30
\end{aligned}
$$

and we obtain :-

$$
\begin{equation*}
H_{x}^{\frac{1}{2}}=H_{x}^{-\frac{1}{2}}=\frac{-16 A(\lambda-15 R(\beta)}{g_{N} \beta_{N} g \beta H_{0}} \tag{6.13}
\end{equation*}
$$

Similarly -

$$
H_{y}^{M}=\frac{A}{g_{N} \beta_{N}}\left(\psi_{M}\left|s_{y}\right| \psi_{M}\right)=\frac{A}{g_{N} \beta_{N}}\left(\psi_{M}\left|\frac{s_{+}^{-5}-}{2 i}\right| \psi_{M}\right)
$$

and on substitution oi the expansion of the $\psi_{M}$ and reduction we obtain -

$$
\begin{equation*}
H_{y}^{\frac{1}{2}}=H_{y}^{-\frac{1}{2}}=\frac{-16 A}{g_{N} \beta_{N} \beta H_{0}}(-15 I(\beta)) \tag{6.14}
\end{equation*}
$$

and

$$
\begin{align*}
& H_{z}^{M}=\frac{A}{g_{N} \beta_{N}}\left(\psi_{M}\left|s_{z}\right| \psi_{M}\right)=\frac{A M}{g_{N} \beta_{N}} \\
& H_{z}^{\frac{1}{2}}=-H_{z}^{-\frac{1}{2}}=\frac{A}{2} g_{N} \beta_{N} \tag{6.15}
\end{align*}
$$

### 6.4 Calculation of $\mu=\cos \alpha_{M M}$

The cosine of the angle between the directions of the effective fields corresponding to electron states M \& MI may be calculated in terms of the components, viz. :-

$$
\begin{equation*}
\mu=\frac{H_{x}^{M} H_{x}^{M^{y}}+H_{y}^{M} H_{y}^{M^{\prime}}+H_{z}^{M} H_{z}^{M^{\prime}}}{\left[\frac{\left.\left\{\left(H_{x}^{M}\right)^{2}+\left(H_{y}^{M}\right)^{2}+\left(H_{z}^{M}\right)^{2}\right\}\left\{\left(H_{x}^{M^{\prime}}\right)^{2}+\left(H_{y}^{M^{\prime}}\right)^{2}+\left(H_{z}^{M 1}\right)^{2}\right\}\right]^{\frac{1}{2}}}{}\right.} \tag{6.16}
\end{equation*}
$$

For $D \ll H_{0}$ and 'a' $\ll H_{0} ; H_{y}^{M}$ and $H_{x}^{M}$ are both $\ll H_{z}^{M}$ and we may use the Binomial approximation to reduce this expression to :-

$$
\mu=\frac{H_{z}^{M^{M} H^{M^{8}}}}{\left[\left(H_{z}^{M}\right)^{2}\left(H_{z}^{M^{1}}\right)^{2}\right]^{\frac{1}{2}}}\left[1-\frac{1}{2}\left\{\frac{H_{x}^{M}}{\frac{H_{z}^{M}}{H_{z}^{M}}} \frac{H_{z}^{M^{\prime}}}{H^{M}}\right\}^{2}-\frac{1}{2}\left\{\begin{array}{cc}
\frac{H^{M}}{H^{M}}-\frac{H^{M^{8}}}{H_{z}^{M}} \tag{6.17}
\end{array}\right\} \quad{ }^{2}\right]
$$

For $M= \pm 5 / 2 \Longrightarrow M= \pm 3 / 2$ and $M={ }^{+}-3 / 2 \Longrightarrow M= \pm \frac{1}{2}$,

$$
\frac{H_{z}^{M} H_{z}^{M^{\prime}}}{\left[\frac{\left(H_{z}^{M}\right)^{2}\left(H_{z}^{M 1}\right)^{2}}{\frac{1}{2}}\right.}=+1
$$

(as $H_{z}^{M} \propto M$, and noting that the denominator must be positive). For the transitions $M=\frac{1}{2} \rightarrow M=-\frac{1}{2}$, however, this term $=-1$, and we obtain -

$$
\mu=-\left[1-\frac{1}{2}\left\{\begin{array}{cc}
\frac{H_{x}^{\frac{1}{2}}}{\frac{-1}{\frac{1}{2}}}  \tag{6.18}\\
H_{z}^{\frac{1}{2}} & \frac{y}{H_{z}^{\frac{1}{2}}}
\end{array}\right\}^{2}-\frac{1}{2}\left\{\begin{array}{cc}
H_{x}^{-\frac{1}{2}} & -H_{y}^{-\frac{1}{2}} \\
\frac{H_{z}^{-\frac{1}{2}}}{H_{z}^{-\frac{1}{2}}}
\end{array}\right\}\right]
$$

Substituting for these components from (6.13), (6.14) and (6.15)

$$
\begin{align*}
\mu= & -\left[1-\frac{2.04 \theta}{\left(g \beta H_{0}\right)^{2}}\left\{[\lambda-15 R(\beta)]^{2}+[15 I(\beta)]^{2}\right\}\right] \\
= & -\left[1-\frac{2.04 \theta}{\left(g \beta H_{0}\right)^{2}}\left\{\left[\left\{\frac{D}{4} \sin 2 \theta\right.\right.\right.\right. \\
& \left.-\frac{15 a}{576}\left\{7 \sin 2 \theta \cos 2 \theta+\sin 2 \theta-4 \cdot \sqrt{2}\left(-4 \sin ^{4} \cdot \theta \cos 3^{4}+3 \sin ^{2} \theta \cos 3 \psi\right)\right\}\right]^{2} \\
& \left.\left.+\left[\frac{15 a}{276} \cdot 12 \cdot \sqrt{2} \cdot \sin ^{2} \theta \cos \theta \sin 3 \psi\right]^{2}\right\}\right] \tag{6.19}
\end{align*}
$$

6.5 Discussion.

Writing $\mu=-f(D, a, E, \psi)$ we find that for $a=\square, f(D, \square, \theta, \square)$ is identical with the expression for $\mu$ derived by Bir (for $M=\frac{1}{2} \longrightarrow$ $M=-\frac{1}{2}$, and $E=0$ ), and that identical expressions are obtained for intensity variations, i.e. -

Bir:

$$
\mu=+f(D, 0, \theta, 0) \text { and } I \propto\left|d_{1}^{m m^{\prime}}(+\mu)\right|^{2}=\left|d_{1}^{m m^{\prime}}(f(D, 0, \theta, D))\right|^{2}
$$

This author:
$\mu=-f(D, 0, \theta, 0)$ and $I \alpha\left|d_{1}^{m m^{\prime}}(-\mu)\right|^{2}=\left|d_{1}^{m m^{\prime}}(f(0,0, \theta, 0))\right|^{2}$
This double change of sign may be regarded as trivial, if the approximate expressions only, are used, in the calculation of intensity variations. When exact methods are used, however, to predict these variations for the $M=\frac{1}{2}$ transitions, this double change of sign must be taken into account.

Only first-order perturbation methods are necessary to derive the expressian for $\mu$ and it wauld be expected that for values of 1 DI
which are not small compared with $H$, more exact treatment would be required. For $\mid D I>\sim 400$ De, we in fact find fram this approximation, that at $\theta=45^{\circ}$, the value of $\mu(=\cos \alpha$ MMI $)$ becomes greater than unity. Rather than derive expressions for $\mu$, using higher orders of $D / H$, and higher order perturbation methods, an exact solution was then found. A corputer programme was written which found all coefficients in the expansion of the perturbed wave function, by computer diagonalization of the $6 \times 6$ energy matrix for the fine structure, and values of $\mu$ were found by direct substitution of the calculated components of the effective field, in equation 6.16. The cumputed intensity variations by exact methods, for various values of parameters, are shown later in figures $7.1,7.2,7.5,7.11-7.16$.

As stated hafore, the number of calculations necemsary for obtain predicted intensity variations by this method, are of the order af three orders of magnitude less than the number required using the method described in section 4.4. The total computer time required ta abtain intensity variations for six lines, in the range $\theta=0$ to $\theta=\pi / 2$, at $2 \frac{1}{2}^{0}$ intervals, was in fact less than onehalf that required to obtain a single point of the intensity variation, by diagonalization of the $36 \times 36$ matrix, as described in sectiun 4.4.

The effects on the predicted intensity variation of a forbidderi transition, of variations in the parameter 'a' are shown in fig. 6.2.


Theoretical variation of first forbidden doublet. $m=5 / 2 \leftrightarrow m=3 / 2$
FIE. 6.2

Qualitatively these variations may be taken as having no effect on the resultant intensity vaxiation, but quantitatively, significant variation may occur if the "cubic" terms are neglected, fox small values of D.

For the purpose of the following wark, irl which interpretatian at powdex spectra is mainly qualitative, the cutic terms will be neglected.
6.6 Intensity Variations For Rhombic Crystal Field.

For xhombic crystalline field symmetry we obtain:-

$$
\mu=-\left[\begin{array}{c}
1-2,2(140) \\
(0 \mid 1+1)^{2}
\end{array}\right]
$$

with $|\lambda|=\frac{\sin \theta}{2}[\cos \theta(1-\operatorname{Ecos} 2 \psi)+i E \sin 2 \psi]$

## CHAPTER VII

## Interpretation of Other Axial Powder Spectra.

### 7.1 Intioduction.

We have seen that features of some $\mathrm{Mn}^{2+}$ powder spectra are adequately explained using the intensity or line shape function:-

$$
I^{\prime}(\theta)=\frac{\sin \theta \cdot I(\theta)}{2^{d H} / d \theta}
$$

and $I^{\prime}(\theta) \propto$

$$
\begin{equation*}
\frac{I(\theta)}{\cos \theta\left(U_{i}+V_{i} \sin ^{2} \theta\right)} \tag{7.1}
\end{equation*}
$$

where we have previously used -

$$
\begin{array}{rll}
I(\theta) \propto \sin ^{2} 2 \theta & (\Delta m= \pm 1) \\
\text { and } I(\theta)=\text { constiariti } & (\Delta m=0)
\end{array}
$$

Quantitatively, features of all axial powder spectra may be explained, by considering maxima of the line shape function, oquation (7.1) above, using intersity varialions $I(日)$, predicted using Bir's methad.

For our interfretation we assume that the $I(\theta)$ variation modulates the _...........................on, which has finite values

$$
\cos \theta\left(U_{i}+V_{i} \sin ^{2} \theta\right)
$$

at $\theta=\pi / 2$ and $\theta=$ arcsin $\sqrt{\frac{-U_{i}}{V_{i}}}, \sim 40^{\circ}$, rather than undefined
values.
7.2(a) Apatite : Transition Probabilities in Single Crystals.

The intensity variations predicted, for allowed and forbidden transitions of the central hyperfine sextet, are shown in figures 7.1 and 7.2 , using the exact methods described in section 6.5. Experimental verification of these predicted variations far all lines was not possible because of the overlap of outer transitions, and the rapid rise of $\Delta m= \pm 2$ (and possibly $\Delta m= \pm$ 3) transitions, as the angle between the crystal axis and the applied static magnetic field was increased from zero. It was, however, possible to follow the variations of intensity for the first allowed line ( $m=-5 / 2$ ) and the first forbidden transition ( $m=-5 / 2 \rightarrow m=-3 / 2$ ) over a large range of angles for a single crystal of apatite fram Erenfiriedersdorf. These variations are shown in fig. 7.3, and by comparison with the predicted variations we obtain excellent qualitative agreement between theory and experiment. The experimental intensities near $\theta \sim 45^{\circ}$ are smaller than the predicted intensities. This would be expected, however, as overlapping by adjacent lines would produce a reduction in the observed peak to peak of the derivative of the absorption curve, which was taken as a measure of the intensity.

[^1]

Predicted intensity of allowed transitions for apatite. $D=4330 \mathrm{e}$ Computer diagonalization of $(6 \times 6)$ Matrix. (Bir's method)

FIG. 7.1



Experimental variations of intensity for $\mathrm{Mn}^{2+}$ in apatite.
FIG. 7.3
the intensity variations are as predicted, but with the measured peak to peak intensities smaller near $\theta \sim 45^{\circ}$ than shown in figs. 7.1 and 7.2 , we may conclude that the intensities of all lines are very small near $日 \sim 40-45^{\circ}$. When this modulation is applied to the function $\qquad$ we could then expect that for a powder sample the $\theta \sim 40^{\circ}$ Feaks predicted by this function would only be of very small intensity, and may not be observable. For the allowed transitions we could then expect only $日=90^{\circ}$ peaks, i.e., in a powdered sample of apatite, we would not expect to observe splitting of the allowed transitions, as is observed for low $D$ samples, and we would expect the observed line positions of these lines, to coincide approximately with line positions observed for a single crystal at $H=90^{\circ}$. Such is the cage for the apetitio powder spectrum shown irifig. 5.10.

Kasai's (1962) assumption that the $\mathrm{Mn}^{2+}$ apatite powder spectrum corresponded to the $\theta=90^{\circ}$ single crystal spectrum, in his determination of parameters, is therefore justified. It may be noted that Kasai has used only second order calculations in his analysis which predict equal angular shifts for each hyperfine line. Third order terms predict unequal angular shifts for the central hyperfine lines, and as shown previously in section 5.2 , predict that the spacings between adjacent allowed hyperfine lines, at $\theta=90^{\circ}$, is less than the spacings calculated using anly second order terms.

Conversely it would be expected that if the hyperfine parameter $A$ (or $A_{\| \prime}$ and $A_{\perp}$ ) was determined by fitting experimental $\theta=90^{\circ}$ line positions from a powder spectrum, to theoretical terms containing only up to second order corrections, a value of $A$ lower than that obtained from single crystal measurements would be abtained. This could then explain why Kasai's determined values $\left(A_{\|}=94.4, A_{\perp}=92.4\right)$ are slightly lower than values obtained from single crystal measurements $\left(A_{\|}=95.0, A_{\perp}=92.6\right.$ : Ohkubo (1963); $A_{/ \prime}=96.2, A_{\perp}=95.5:$ Burley (1964); $A_{\|}=96( \pm 1), A_{\perp}=93( \pm 1):$ Vinokurov et al (1964 b)).

For the forbidden transitions, the modulation by I(日) produces a small broad peak in the intensity function at $日 \sim 70^{\circ}-80^{\circ}$. It could then be expected, that in the powder spectrum, the forbidder doublots, possibly broadened irulio a single broad resonance, could be observed at line positions corxesparding to $\theta \sim 70^{\circ}-80^{\circ}$, , , 20 - 30 De towards the high field side relative to the mid point between the allowed transitions. For the spectrum shown in fig. 5.10 , such broad resonances are observed.

In the single crystal studies of apatite, a much weaker spectrum was observed underlyjng the main spectrum, fig. 7.4. This weaker spectrum has been reported by Vinakurov et al (1964 b) and Ohkubo (1963).

It has been assumed that the apatite powder spectrum discussed in this section was actually the spectrum due to the main ion site.


As shown later in sections 7.4 and 8.4, if two or more nonequivalent $\mathrm{Mr}^{2+}$ ion sites exist in a material, the features of a powder spectrum may be dominated by the site of lower axial crystal field splitting. This may occur, even though the single crystal $\mathrm{Mn}^{2+}$ spectrum of the lower ' $D$ ' ion site, may be of relatively small intensity, compared to the single crystal spectrum from $\mathrm{Mr}^{2+}$ ions in the higher ' $D$ ' site. Because of this, a brief investigation was carried out to verify that the apatite powder spectrum previously discussed, was in fact, due to the ion site which produces the main spectrum in single crystal studies.

## 7.2(c) Apatite - Single Crystal Spectra and Annealing Experiments.

 There are two non-equivalent Ca-sites in the apatite crystal structure (St. Naray - Szabo 1930). The CaI site is on a trigonal symmetry axis in the centre of a slightly twisted prism of six oxygerı atoms (point group symmetry $\mathrm{C}_{3}$ ). In fluorapatite the CaII site is irl a reflection plane containing an adjacent fluoride ion also in the reflection plane (point group symmetry $\mathrm{C}_{1 \mathrm{~h}}$ ). In the chlorapatite the halide lies on the same hexagonal screw axis as the fluaride, but between the reflection planes (Johnson 1962). Butler and Jerame (1950), and Ouweltjes (1951), have concluded that the shift in the luminescence emission of $\mathrm{Mn}^{2+}$ with change of C1 ${ }^{-}$and $\mathrm{F}^{-}$composition, is evidence that the $\mathrm{Mn}^{2+}$ is in the CaII site. Narita (1961), however, has calculated the effect of changein lattice constants on the emission spectrum of. $\mathrm{Mn}^{2+}$ in halophosphates,assuming the manganese to be in the CaI site, and found that the calculated shift was in accord with the experimentally observed effect or the $\mathrm{Mr}^{2+}$ emission spectrum, of changing the $\left[\mathrm{Cl}^{-}\right] /\left[\mathrm{F}^{-}\right]$ratio. Johnson (1962) has applied symmetry arguments to explain the observed spontaneous polarization of luminescence of single halophosphate crystals, and has concluded, that in fluorapatite the $\mathrm{Mn}^{2+}$ is predominantly in the CaI site, in chlorapatite the CaII site is preferentially occupied, and in mixed halides, including natural crystals, both sites are occupied. Kasai (1962), on the basis of the electrostatic symmetry at the two sites, concluded that the paramagnetic resonance of $\mathrm{Mn}^{2+}$ in powder synthetic apatite phosphors, was due to the $\mathrm{Mn}^{2+}$ ion occupying the more symmetric CaI site. Vinokurovet al (1964 b) have come to the
 observed in natural apatite crystals. These authors reported observations of a much weaker spectrum underlying the main spectrum, which they attributed to $\mathrm{Mn}^{2+}$ ions in the CaII site. Ohkubo (1963) has published spectra from naturally occurring apatite crystals, showing this much weaker set of lines, which he alsa attributed to $\mathrm{Mn}^{2+}$ in the CaII site. The parameters for the $\mathrm{Mn}^{2+}$ spectrum, generally attributed to this ion occupyirig the Cal site, have teen giver by Burley (1964), Virıkurov et al (1964 b), Kasai (1962) and Ohkubo (1963). No parameters have yet been determined for the $\mathrm{Mn}^{2+}$ ion in the CaII site.

Johnson (1962) reported that E.S.R. observations of synthetic chlorapatite crystals containing $\mathrm{Mn}^{2+}$ impurities, indicated that this ion was in the CaII position. In reply to a letter by this author requesting the parameters for $\mathrm{Mn}^{2+}$ in the CaII site, Johnṣon (November, 1967) has stated that "due to large departures from stoichiometry resulting in many centres of the type studied by Piper et al (1965) having hyperfine interaction with the two Cl isotopes, the E.S.R. spectra of chlorapatite crystals are hopelessly complex" !

Apple and Ishler (1962) observed that the rate of cooling from Qlevated temperatures affected the structure and luminescence of calcium halophosphates with Sb and Mr. These authors proposed that very fast quenching (~sec) from high temperatures (800-1,000 ${ }^{\circ}$ ), "freezes in" a more random distribution of Mn over the two Ca sites, whereas on slow-cooling, the $\mathrm{Mn}^{2+}$ tends to migrate to, and occupy, the CaI site, and suggested that E.S.R. measurements on annealed samples could help to substantiate or disprove their proposals.

Ohkubo (1963) reported that the weaker CaII - $\mathrm{Mn}^{2+}$ spectrum was reduced in intensity with annealing, which would seem to substantiate the proposal of Apple \& Ishler (1962), that $\mathrm{Mn}^{2+}$ would migrate from CaII sites to CaI sites, with annealing. Quenching and anrealing experiments were carried out by the author, using single crystals, but in all cases a large reduction of the intensity of the weaker spectrum was the only effect observed. This large
reduction of intensity of the weaker spectrum with quenching, would then seem ta cast a doubt on the proposal of Apple \& Ishler, if this weaker spectrum is due to $\mathrm{Mn}^{2+}$ in the CaII site. No large reduction of the intensity of lines observed in $\mathrm{Mn}^{2+}$ apatite powder spectrum occurred with annealing. If the lines in the powder spectrum were due to $\mathrm{Mn}^{2+}$ ions, which produced the weaker spectrum in single crystal studies, these powder lines should be reduced in intensity with annealing or quenching. We may then conclude that lines in the powder spectrum discussed in the previous section, are, as originally assumed, due to $\mathrm{Mn}^{2+}$ in the ion site which produces the main spectrum in single crystal studies.

## 7.3(a) Scheelite: Transition Probabilities.

The existance of strained single crystals of CaW0 4 containing mariganese for which only the central $\left(M=\frac{1}{2} \rightarrow M=-\frac{1}{2}\right)$ transitions are observable (Lyans \& Kedzie, 1966), enables the study of intensity variations of allowed and farbidden lines in the central transition, without the complication of overlapping fine structure. Natural crystals of $\mathrm{CaWO}_{4}$ of unknown locality, which contained $\mathrm{Mr}^{2+}$, and produced intensity variations similar to that described for the synthetic crystals, was found among specimens in the Geology Department of the University of Adelaide. Near $\theta=0^{\circ}$, all fine structure in the $\mathrm{Mn}^{2+}$ spectrum was otservable, but for $\theta$ greater than about $5^{\circ}$, the fine structure was so broadened that observations of the


Experimental intensity variations for $\mathrm{CaWO}_{4}\left(\mathrm{Mn}^{2+}\right)$.
( X -band - room temperature)


Intensity variations for allowed and forbidden transitions.
Computer diagonalization. $D=150.0$ ee
FIG. 7.6


#### Abstract

central structure were not hindered. Experimentally determined intensity variations obtained from this natural crystal are shown in fig. 7.5 and predicted variations shown in fig. 7.6.

Taking into account the reduction of observed intensity due to overlapping by adjacent lines, excellent agreement between experimental and theoretical variations is once again obtained.

The experimentally determined intensities were all taken relative to a D.P.P.H. signal. At certain angles between the $Z$ crystal field axis of the turgstate crystal, and the applied field, this D.P.P.H. line overlapped the central forbidden lines of the tungstate spectrum. Because of this, the intensity variations of these forbidden lines were not, fully determined.


## 7.3(b) Scheelite: Powder Spectrum.

For the allowed transitions it is seen from the predicted intensity variations shown, that at $\theta \sim 40^{\circ}$, the first $(m=-5 / 2)$, and last $(m=+5 / 2)$, of these transitions still have a relatively large intersity, whereas the other allowed lines ( $m= \pm 3 / 2, \pm \frac{1}{2}$ ) are relatively weak.

We could thus expect that for the powder spectrum, the $日 \sim 40^{\circ}$ peaks in the interisity function would be relativaly large for the first and last allowed transitions, and relatively small for the central four allowed lines. Splitting of the allowed transitions would then be observed anly far the $m= \pm 5 / 2$ resanances.

For the forbidden transitions（ $\Delta m= \pm 1$ ），the intensity at $\theta \sim 40^{\circ}$ is relatively large，and the intensity variation could be approximated by a $\sin ^{2} 2 日$ variation．In the powder spectrum we would thus expect forbidden peaks corresponding to $\theta \sim 40^{\circ}$ ．These predictions，both for the allowed and forbidder transitions，are verified experimentally．
－For this，and all other powder spectra from samples for which the $\mathrm{Mn}^{2+}$ ior is in a site of axial field symmetry，we could perhaps generalize，and state，that the resultant powder spectra can be regarded as the resultant of the single crystal spectira at $日=90^{\circ}$ and $\theta \sim 40^{\circ}$ ．This is shown for the tungstate spectrum in fig．7．7， where the powder spectrum，and $\theta=90^{\circ}$ and $\theta \sim 40^{\circ}$ spectra from ＇the strained single crystal，have been aligned using a D．P．P．H． marker，making possible a complete identification of major lines in this powder spectrum．

## Line <br> Identification

```
1
3 Forbidden (m=-5/2->m=-3/2,\Deltam=+1)
4. Allowed (m = -3/2, \Deltam = 0)
    + Farbidden (m=-3/2->m=-5/2,\Deltam=-1)
```




```
7 Allowed (m = +\frac{1}{2},\Deltam=a) + Farbidden (m = - 京 }->m=+\frac{1}{2},\Deltam=+1
```



```
B Allowed \((m=3 / 2, \Delta m=0)\)
9 Forbidden ( \(m=3 / 2 \rightarrow m=\frac{1}{2}, \Delta m=-1\) )
10 Allowed ( \(\theta=90^{\circ}\) component) \((m=5 / 2, \Delta m=0)\)
    + Forbidden \((m=3 / 2 \rightarrow m=5 / 2, \Delta m=+1)\)
11 Forbidden \((m=5 / 2 \rightarrow m=3 / 2, \Delta m=-1)\)
12 Allowed ( \(\quad \sim 40^{\circ}\) component) \((m=5 / 2, \Delta m=0)\)
```


### 7.4 Dolamite : Single Erystal and Powder Spectra.

The spectrum of $\mathrm{Mr}^{2+}$ in dolamite, $\mathrm{CaMg}\left(\mathrm{CO}_{3}\right)_{2}$, has been reported by Vinokurov et al (1961). These authors reported the existance of two overlapping spectra, ore characterised by |D| $=150 \mathrm{De}$, and the other of relatively small intensity by $D \sim 0$. The $\mathrm{Mrl}^{2+}$ spectrum from a sample of powdered dolamite is shown in fig. 7.8, together with $\theta \sim 40^{\circ}$ and $\theta=90^{\circ}$ single crystal spectra, the three spectra being aligned using a D.P.P.H. marker. (For this sample of dolamite, the outer fine structure also fall rapidly in intensity away from $\theta=\square^{\circ}$, enabling abservation of the central hyperfine transitions.) Complete identification of the lines in the powder spectrum is then possible and it is seen that the major linas in the powder spectrum are due to the $\mathrm{Mn}^{2+}$ ion in the $\mathrm{D} \sim \mathrm{D}$ site, which produced relatively weak lines in the single crystal spectra. Transitions of the $|D|=150$ De site are much more angular dependerit than corresporiding transitions of the $D \sim 0$ site. The powder spect.rum of this $|D|=150$ De site would then be spread over a much larger field regior, with a coxresponding larger reduction

in the observed peak to peak intersity, than would occur for the powder spectrum of the $D \sim 0$ site.

### 7.5 Ankerite: Single Crystal and Powder Spectra.

The spectrum of $\mathrm{Mn}^{2+}$ in ankerite, $\mathrm{Ca}\left(\mathrm{Mg}, \mathrm{Fe}^{2+}, \mathrm{Mn}\right)\left(\mathrm{CO}_{3}\right)_{2}$ has been reported by Vinokurov et al (1961). These authors, however, were unable to determine parameters accurately, due presumably to the broadness of the lines observed for the sample used, which they stated were briadened by an Fe - Mn dipolar interaction. The $\theta=0^{\circ}$ spectirum from a single crystal of ankerite from Western Australia, obtained from Mineral Specimens Ltd., S.A., is shown in fig. 7.9. For this spectrum a best fit between experimentally determined line positions and theoretical line positions was obtained for the following values of parameters -

$$
\begin{aligned}
& g=2.00( \pm 0.005) \\
& A=-94.1( \pm 0.5) \mathrm{De} \\
& D= \pm 154( \pm 5) \mathrm{De} \\
& a=\mp 11( \pm 5) \mathrm{De} \quad\left(T=20^{\circ} \mathrm{C}, \quad=9.17 \mathrm{Gc} / \mathrm{s} .\right)
\end{aligned}
$$

The values of these parameters appear identical (within experimental error) with those determined by this author for dolomite. The spectrum of a powdered ankerite sample is shown in fig. 7.10 and appears to be just a broadened version of the dolamite powder spectrum (fig. 7. 日). As the dolomite powder spectrum was shown to consist of two overlapping sets of lines, it is reasonable to assume, from a comparisan of the powder spectra, that there are two sites available for $\mathrm{Mn}^{2+}$ ions in ankerite as well, with a weaker spectrum masked and unobservable in the single crystal observations.



Powdered ankepite.

### 7.6 Summary of Theory for Axial Spectra.

At this point we may summarize the theory of axial powder spectra as follows:-

1. For any value of the axial parameter 'D', a powder spectrum may be regarded qualitatively, as the sum of the $\theta=90^{\circ}$ and $\theta \sim 40^{\circ}$ single crystal spectra.
2. For values of $|\mathrm{D}|<\sim 100 \mathrm{Oe}$, the intensity of all allowed transitiors at $\theta \sim 40^{\circ}$ is relatively large, and a powder spectrum should consist of both $\theta=90^{\circ}$ and $\theta \sim 40^{\circ}$ allowed peaks, which may be broadened into only a single observable line. Forbidderi douhlets should be observable (carresponding to $\theta \sim 40^{\circ}$ ), and in broadened spectra will appear shifted towards the high field side of the spectrum,relative to the observed allowed transitions. 3. An additional small relative shift of the forbidden doublets towards the low field side, may possibly be attributed to the line shape factor.
3. The determination of the parameter 'D', using the Bleaney and Rubins' expression for relative intensities in a powder spectrum, may be larger than the value determined from single crystal measurement by $>50 \%$ (for values of $\mid D K \sim 100$ De). The method is nat applicable for large values of iDl.
4. For $|D| \sim 150$ De, the intensities of only the first and last $(m= \pm 5 / 2)$ allowed transitions might be sufficiently large, near $\theta \sim 40^{\circ}$, to have an effect on a powder spectrum. Doubling of only
these allowed lines may therefore be observable in a powder spectrum．$\quad 日 \sim 40^{\circ}$ forbidden lines should be observable，but may be so shifted relative to the allowed $\theta=90^{\circ}$ peaks，that overlap occurs．e．g． $\mathrm{CaWD}_{4}$ powder spectrum，fig．5．ll．

6．For $|D|=250$ De and $|D|=350$ De，predicted intensity variations are shown in figs．7．11，7．12，7．13 and 7．14．From the variations for allowed transitions，it is seen that near $\theta \sim 40^{\circ}$ the transition probability is relatively small for all lines． In axial powder spectra of $\mathrm{Mn}^{2+}$ in sites for which $|\mathrm{D}| \sim 250-350 \mathrm{Oe}$ ， we might then expect that all $\theta-40^{\circ}$ allowed components may be of relatively small intensity，compared with $\theta=90^{\circ}$ peaks，and may not be observable．For forbidden transitions，the predicted inter－ sity near $日 \sim 40^{\circ}$ is relatively large for only the first and last pair of transitions $(m=\mp 3 / 2 \leftrightarrow m=\mp 5 / 2)$ ，and only these pairs of lines may be observable in a powder spectrum．High－field lines have a larger variation of field position for resonance，as $\theta$ is varied，than low field lines．High field lines in powder spectra， are therefore broaderied more than low field lines，and it might be expected that the low field forbidden doublet（ $m=-3 / 2 \leftrightarrow m=-5 / 2$ ）， would have a larger intensity than the high field doublet， $(m=+3 / 2 \leftrightarrow m=+5 / 2)$ ，and may even be the only forbidden lines clearly discernable．

7．For larger values of ${ }^{\prime} D^{\prime}(\sim 450 \mathrm{Ce})$ the intersities of all transitions at $日 \sim 40^{\circ}$ may be sufficiently small that peaks in a


Predicted intensity variations-Allowed transitions $D=250$ Oe

## FIG. 7.11




Predicted intensity variations - Allowed transitions $D=350 \mathrm{Oe}$
FIG. 7.13


Predicted intensity variations - Forbidden transitions $D=350$ Oe
powder spectrum, corresponding to crystallites possessing this orientation, may noti occur. The resultant powder spectrum then consists basically, of allowed transitions, corresponding to $\theta=90^{\circ}$. e.g. Apatite powder spectrum, fig. 5.10. 8. Predicted intensity variations for $|D|=876$ De are shown in figs. 7.15 and 7.16. From these, we may predict, that for values of 'D', of this order, $\theta=90^{\circ}$ allowed peaks should still be the dominant feature of a powder spectrum.

It is of interest to compare the intensity variations, for $I=5=5 / 2,|D|=876 \mathrm{Oe}, \mathrm{c}=\mathrm{L}=\mathrm{lculated}$ by Bir's method, with intensity variations for $I=7 / 2, S=3 / 2,|D|=876 \mathrm{De}$, shown by Bleaney and Rubins (1961), calculated by computer diagaralization of the $36 \times 36$ energy interaction matrix. For $m= \pm \frac{1}{2}(\Delta m=0$, $\Delta m= \pm 1$ ), the variations predicted by the two methods are qualitatively in agreement, as may be seen by a comparison of figs. 7.15 and 7.16 , with fig. 3 of Bleaney and Rubins (1961).


Predicted intensity variations-Allowed transitions $\mathrm{D}=876.0 \mathrm{Oe}$


## CHAPTER VIII

## The Effect of Rhombic Crystal Field Symmetry

8.1 Introduction.

Hayashi and Ono (1953) have reported the existence of four non-equivalent $\mathrm{Mn}^{2+}$ ion sites in ${\mathrm{Mg} 5 \mathrm{O}_{4}}^{2+} \cdot 7 \mathrm{H}_{2} \mathrm{O}$. These ion sites were characterized by the parameters $A=-94.7 \mathrm{De}, \mathrm{D}=42 \mathrm{De}$, E~D. The $Z$ axes of the crystal fields at these sites possessed direction cosines relative to the crystal axes $a, b$ and $c$ cf $( \pm 0.282,0.952,0.122),( \pm 0.282,0.952,-0.122)$.

For this value of the parameter ' $\mathrm{D}^{\prime}$, the theory presented above predicts that the spectrum from a powder sample of $\mathrm{MgSa}_{4} \cdot 7 \mathrm{H}_{2} \mathrm{O}\left(\mathrm{Mn}^{2+}\right)$, should consist basically, of six $\mathrm{B}=90^{\circ}$ allowed lines. Contrary to this prediction, the spectrum obtainod was extremely complex (fig. 日.1), which suggented that, the published parameters were incorrect, and single crystal studies were then undertaken. Agreement with Hayashi and Ono was obtained for the magnitude of the parameter ' $D$ ', but a relatively large value of $E(\sim 80$ (0e) was necessary to describe the observations that for ratation irl the $X-Y$ plane ( $日=90^{\circ}$ ), large variations of line positions and line intensities occurred. It was then postulated that the complexity of the $\mathrm{Mg}_{5} \mathrm{O}_{4} \cdot 7 \mathrm{H}_{2} \mathrm{O}\left(\mathrm{Mn}^{2+}\right)$ powder spectrum was due to the rhombic component of the crystal field, and the theory of such a component, and its effect on powder spectra, was then investigated.


It has been assumed by some authors that the only affect of a rhombic component of the crystalline field, on a spectrum from a powdered sample containing $M n^{2+}$, is a broadening of lines. (Kasai 1962, de Wijn \& Van Balderen 1967.) It will now be shown, however, that if a rhombic component exists -
a) the $\theta \sim 40^{\circ}$ components of the powder spectrum are preferentially broadened, compared to the $\theta=90^{\circ}$ lines.
b) 5plitting of the $日=90^{\circ}$ lines may occur.

## 8. 2 The effect of Random Orientation.

For a powder sample we have seen in section 1.5 that the probability of the direction of the applied field lying in the巴lementary solid angle dw, about the direction $\theta, \psi$, is:-

## $\frac{\sin \theta d \theta d \psi}{4 \pi}$

From the symmetry of the $\psi$ variation, it then follows that for a given $\theta$, the intensity or line shape function for the $\psi$ variatior is:-

$$
\begin{equation*}
\left.I^{\prime}(\psi) \propto \frac{I(\psi)}{d H / d \psi}\right|_{Q=\mathrm{cons}}=\frac{I(\psi)}{\partial H / \partial \psi} \tag{8.2}
\end{equation*}
$$

The angular variation of line positions for rhombic symmetry, may be derived from line positions for axial symmetry, given in section 3.5

## Substituting -

$$
\sigma=\frac{1}{2}\left[D\left(3 \cos ^{2} \theta-1\right)+3 E \sin { }^{2} \theta \cos 2 \psi\right] \text { for } \frac{D}{2}\left(3 \cos ^{2} \theta-1\right)
$$

$$
\left.\left.\begin{array}{rl}
|\lambda|^{2}= & \frac{1}{4}\left[\{\sin \theta \cos \theta(D-E \cos 2 \psi)\}^{2}+\left\{E^{\sin \theta} \sin 2 \psi\right\}^{2}\right] \\
& \text { for }(D \sin 2 \theta)^{2}
\end{array}\right|^{2}=\frac{1}{1}\left[\left\{D \sin ^{2} \theta+E\left(\cos 2 \psi \cos ^{2} \theta+\cos 2 \psi\right)\right\}^{2}+\{2 E \cos \theta \sin 2 \psi\}^{2}\right]\right\}
$$

we obtain -

$$
\begin{equation*}
H_{i}(\theta,)=R_{i} \sigma+S_{i} \cdot \lambda^{2}+T_{i} \cdot P^{2} \tag{8,3}
\end{equation*}
$$



Differentiation then produces:-
$\frac{\partial H_{i}}{\partial \psi}=\sin 2 \psi\left[-3 E R_{i} \sin ^{2} \theta+S_{i}\left\{E \sin ^{2} \theta \cos ^{2} \theta(D-E \cos 2 \psi)+E^{2} \sin ^{2} \theta \cos 2 \psi\right\}\right.$ $\left.+\frac{T_{i}}{4}\left\{4 E^{2} \cos ^{2} \theta \cos 2 \psi-E\left(\cos ^{2} \theta+1\right)\left(D \sin { }^{2} \theta+E \cos 2 \psi\left(\cos ^{2} \theta+1\right)\right)\right\}\right]$ (日.4)
Extreme values of $1 / \frac{\partial H}{\partial \psi}$ then occur at $\psi=0$ and $\psi=90^{\circ}$, and may occur at intermediate values depending on the magnitudes and relative signs of the various parameters.

For $I(\psi)$ we use the expression in Chapter VI, viz. -

$$
I(\psi) \propto\left|d_{I}^{m m^{\prime}}\left(-\mu_{\frac{1}{2}-\frac{1}{2}}\right)\right|^{2}
$$

where the expression for $\mu\left(=\cos \alpha \frac{1}{2}-\frac{1}{2}\right)$, when the crystal field possesses a rhambic symmetry, has been given in section 6.6 as:-

$$
\mu=-\left(1-\frac{2.048}{H_{0}^{2}}|\lambda|^{2}\right)
$$

- At this point we may note that for $E=0$ :-

$$
|\lambda|^{2}=D^{2} \sin ^{2} 2 \theta / 16
$$

but for $E \neq 0$, and $\theta=90^{\circ}:-$

$$
|\lambda|^{2}=(2 E)^{2} \sin ^{2} 2 \psi / 16
$$

and by comparison we may conclude that the $I(\psi)$ variations at $\theta=90^{\circ}$, are similar to the $I(\theta),(E=0)$ variatiors, with $D=21$. .

## 8. 3 Discussion.

Typical values of $\frac{1}{\frac{\partial H}{\partial \psi}}, I(\psi)$ and $I^{\prime}(\psi) \propto I(\psi) / \partial H / \partial \psi$ are shown qualitatively in fig. 8.2, and the $I^{\prime}(\psi)$ variations, coupled With the spread of the lines, due to the $\psi$ rotation, calculated from equations (8.3), shown in fig. 8.3. From this latter diagram it is seen that the spread of lines is greater for $日 \sim 40^{\circ}$ than for $\theta=90^{\circ}$. The observed intensity of a line in a powder spectrum generally decreases with an increase of the field region over which resonance may occur for the randomly oriented microcrystaliites. It might therefore be expected, that, when $M_{n}{ }^{2+}$ ions are in a site

$\theta=40^{\circ}$ - forbidden
FIG. 8.2


Spread of lines in powder due to rhombic component.
of rhombic crystal field symmetry, $(E \neq O)$ the $\theta=90^{\circ}$ allowed lines dominate the spectrum from a powdered sample. Such appears to te the case for the spectrum observed from a powdered sample of querched $\mathrm{NaCl}\left(\mathrm{Mn}^{2+}\right)$, shown in fig. 8.4 for which the parameters listed in fig. B. 3 apply. (Morigaki et al, 1958) The magnitude of the parameter 'D' for this spectrum, is approximately the same as for the $\mathrm{CaWO}_{4}$ spectrum, discussed in section 7.3. If a rhombic component bradened all lines of a powder spectrum equally, the powder spectrim of $\mathrm{NaCl}\left(\mathrm{Mn}^{2+}\right)$ should then be a hroadened edition of the turigstate powdex spectrum. A comparison of thase apectrea shows that this is not so. The observed features of the chloride powder spectrum are explained however, if $\theta \sim 40^{\circ}$ components are preferentially broadened.

This preferential broadening could ther: introduce an underestimatior of the parameter 'D' from a powder spectrum, using the Bleaney \& Rubins' expression for relative intensities, derived purely for axial symmetry. The ratio of forbidden ( $日 \sim 40^{\circ}$ ) to allowed $\left(\theta \sim 40^{\circ}\right.$ and $\theta=90^{\circ}$ ) intensity would be smaller for $E \neq \square$, than for $E=\square$, for the same value of $D$. An uriderestimation of the parameter 'D' could then result if the Bleaney \& Rubins' expressior. was then applied to the measured relative intensity observed in a 'rhombic' powder spectrum.

In the case of 'axial' puwder spectra, forbidden doublets may not be Ielatively large for both very small ( $D \sim 0$ ) and large

( $\mathrm{D} \sim 400$ De) values of $D$. For rhambic spectra these doublets may not be relatively large for all values of this parameter.

For $|E|=B 0$ Oe, the computed intensity variations in the $X-Y$ plane, for allowed transitions, are shown in fig. $8.4_{\text {n }}^{(a)}$ and it is seen that the intersity of all lines is a maximum at $\psi=0^{\circ}$ and $90^{\circ}$ (i.e. $H / / \square X$ and $H / / \square Y$ ) and relatively small near $\psi=45^{\circ}$. As $1 / \partial \mathrm{H}$ 万千 alsa has maximum values at $\psi=0^{\circ}$ and $\psi=90^{\circ}$, it would be reasonable to conclude, that as the line shape function for rhambic symmetry $I^{\prime}(\psi)$, is the product of $I(\psi)$ and ${ }^{1} / \partial H / \partial \psi$, both of which have maxima at $\psi=0$ and $\psi=90^{\circ}$, that for $E \sim 80 \mathrm{De}$, $\theta=90^{\circ}$ powder peaks are not spread evenly by a rhombic component but concentrated into two components, corresponding to $\psi=0$ and $\psi=90^{\circ}$, with the magnitude of the splitting approximately constant F.g 8.4(b)
for each line. For axial symmetry we have seen that qualitatively a powder spectrum may be regarded as the sum of $\theta \sim 40^{\circ}$ and $\theta=90^{\circ}$ single crystal spectra. In a similar manner we may generalize and state that for rhombic symmetry the resultant powder spectrum could be expected to be the sum of the $H / / O X$ and $H / / O Y$ single crystal spectra.
8.4 Interpretation of the $\mathrm{Mg}_{\mathrm{g}}\left(\mathrm{Mr}^{2+}\right) \mathrm{SO}_{4} \cdot 7 \mathrm{H}_{2} \mathrm{O}$ Powder Spectrum.

Single crystal spectra with the applied static field parallel
to the DX and OY crystal field axis of one of the ion sites are
shown in fig. 8.5, together with a powder spectrum, with an


FIG: 日. 4 (a)

$D=259.4 \mathrm{Oe}$
$E=106.7 \mathrm{Oe}$

$$
A=-97.20 \mathrm{e}
$$

FIE: $8.4(\mathrm{D})$

Splitting of $\theta=90^{\circ}$ components due to rhombic crystal field.

interpretation of the powder lines illustrated bya projection of lines in the single crystal spectra. Reasonable agreement with theory presented, that for rhombic symmetry a powder spectrum may be regarded as the sum of single crystal $H / / O X$ and $H / / O Y$ spectra, is then obtained.

## $8.5 \mathrm{Mn}^{2+}$ in Tremalite.

The spectrum of $\mathrm{MrI}^{2+}$ in tremolite, $\mathrm{H}_{2} \mathrm{Ca}_{2} \mathrm{Mg}_{5}\left(\mathrm{SiO}_{3}\right)_{8}$, has been studied by Manoogian (1968 a, 1969 b). He reported the existence of a single ion site characterized by the parameters:-
$g=1.995, \quad A=-79.9 \mathrm{De}, \quad D=-442.9 \mathrm{De}, \quad E=-79.4 \mathrm{Oe}$.
For the value of the parameter 'E', it could be expected that a complex powder spectrum could be obtained. The powder spectrum observed from the first sample of tremolite obtained by this author (locality : St. Lawrence County, N.Y., U.S.A.) is shown in fig. 8.6. In contrast to the predicted camplexity, a relatively simple sixline spectrum is obtained. Because of this, single crystal investigations were carried out to check the parameters given by Manoogian, and an additional $\mathrm{Mn}^{2+}$ spectrum was detected. Structurally, tremolite and diopside are similar. (Manoogian 1968 a) Two $\mathrm{MrI}^{2+}$ ion sites have teen reported for diapside (Vinokurov et al 1964 a) and a second ion site in tremolite could be expected. Fig. B. 7 shows a single crystal spectrum recorded with the applied magnetic field parallel to the $Z$ axis of the site (denoted $I$ ) described by Manoogian. Lines of this secend spectrum (II) may


be seen on either side af, and underlying, the central hyperfine sextet of spectrum I. These lines are also observable in the spectrum of white tremalite shown by Manoagian, who has acknowledged the existence of these weaker lines (personal commurication, January, 1969), but stated that he could not definitely identify these lines as part of a $\mathrm{Mn}^{2+}$ spectrum. In the $\mathrm{X}-\mathrm{Y}$ plane of the ion-site $I$, however, the limes of spectrum II almost rival ir intensity the lines of spectrum II, for the sample of tremolite used by this author. (The lines of spectrum I are of smaller intensity for $H / / O X$ and $H / / \square Y$, than for $H / / O Z$.$) This is shown irı fig. 8.8,$ and the additional six line spectra clearly seen in these recards may be assigned as originating from $\mathrm{Mn}^{2+}$.

No fine structure could be firmly associated with this second spectrum, and parameters could not therefore be fully determined. From the spectra shown in fig. 8.日, a mean hyperfine splitting of 92.5 Cle was obtained. During rotation of the sample in the applied magnetic field, only relatively small variations of intensity and field position were cbserved for lines of spectrum II compared with variations for spectrum I indicating a much smaller value of the parameter ' $D$ ' compared to that for spectrum I. From fig. 8.6 it is seen that the powder spectrum consists of a reasonably sharp six line spectrum with no large forbidden transitions or splitting of hyperfine lines visible, centred rear the D.P.P.H. resonance.


These features all indicate that the $M_{n}{ }^{2+}$ ion site mainly responsible for the powder spectrum is characterized by $|D| \sim 50 \mathrm{De}, \mathrm{E} \sim \mathrm{O}$, or a slightly larger $D$ value with $|E| \sim 10-20 \mathrm{De}$. It may then be assumied that the powder spectrum shown in fig. 8.6 is due to $\mathrm{Mn}^{2+}$ in site II and this spectrum masks the spectrum from site I, for this particular sample of tremolite.

The relative occupation of the two sites, by $M n^{2+}$ impurities, apparently varies from sample to sample, as the spectrum from pink tremolite shown by Manoogian (1968 a) shows no second spectrum. This was confirmed by single crystal observations using samples of this pink tremolite, which was kindly sent to this author by Dr. A. Manoogiari (February, 1969). The powder spectrum from this sample was extremely broadened howevex, and showed no clear hyperfine structure. The broadering is attributable mainly to dipolar interaction, the $\mathrm{Mn}^{2+}$ cancentration in this particular sample being $\sim 3 \%$. (Manoogian 1968 a).

Another sample of tremalite obtained produced the powder spectrum shown in fig. 日.8. The seven-line spectrum abserved, could possibly be interpreted as being due to $\mathrm{Mn}^{2+}$ with "OX" and "OY" peaks of spectrum I, overlapping, as shown in this figure. The sample from which this powder spectrum was obtained was polycrystalline, and single crystal studies were not possible. The "OX" and "OY" spectra, shown in this figure, are from the New lersey sample.

The thermal breakdown of tremolite to a pyroxer:e of diopside clinoenstatite type by dehydroxylation, has been studied by Fremem and Taylor (1960). Attempts to follow these chariges, by obeserving changes in the $\mathrm{Mri}^{\text {t }}$ spectrin, met with no success howeser. After heat treatment at $1,000^{\circ}-1,200^{\circ}$ C for periods up to 24 hours, no hyperfine structure could be observeri in the samples. It is known (Wittels, 1952) that iron impurities in tremolite uridergo a change of oxidation state at $\sim 800^{\circ} \mathrm{C}$, and this would probably occur with $\mathrm{Mn}^{2+}$ impurities as well.

```
0.6 Mm}\mp@subsup{}{}{2+}\mathrm{ in Cordierite (Dichroite, Iolite) Al_3 Mg
```

Cordierite, a natural silicate of aluminium and magnesium, is a semi-precious gemstone (water saphire). The spectrum of $\mathrm{Mn}^{2+}$ in this mineral has been reported by Hedgecock and Chakravartty (1966), who were however mainly concerned with an investigation of a $\mathrm{Fe}^{3+}$ spectrum also observable, and gave no parameters for the $\mathrm{Mn}^{2+}$ spectrum. Quoting these authors - "Preliminary observations indicate that manganese occupies a single site, having nearly axial symimetry about the C axis and with a comparitively small crystalline field. (The groups of hyperfine lines overlap at $X$ band.) Presumably manganese is located substitutionally at the Mg sites." The spectrum obtained from a powdered sample of cordierite was recorded, and is shown in fig. 8.10. It was apparent from the features of this spectrum (six broad lines, no observed splitting

of allowed transitions and no large forbidden lines), that the $\mathrm{Mn}^{2+}$ ion was not, occupying a site of "comparitively small crystalline field" - "having nearly axial symmetry" and single-crystal investigations were therefore cerried out.

Samples of cordierite from three localities were obtained (Ceylon, Hart's Range (Australia) and Tsihombe (Madagascar)). These samples had the appearance of a glass with no recognizable crystal faces, and exhibited the intense dichroism characteristic of this material. Viewed in uripolarized white light the samples appeared blue in a direction paxallel to the $C$ axis (Miers 1929), and yellow away from this direction, as described for the Madagascar cordierite used by Hedgecock and Chakravartty. The spectrum obtained from the Ceylon sample with the applied static magnetic field parallel to the C axis is shown in fig. 8.11. Identical spectra were obtained for the samples from Hart's Range and Madagascar, and it is readily seen that forthis $X$-band recording, the groups of hyperfine lines do not overlap, in contrast to the observations by Hedgecock and Chakravartty. The parameters obtained from single crystal measurements were -

$$
\begin{array}{ll}
g=2.00( \pm 0.005) & \nu_{0}=9.257 \mathrm{G} \text { Hertz } \\
A=92.50 \mathrm{e}( \pm 0.5) & T=290^{\circ} \mathrm{K} \\
D=430.00 \mathrm{e}( \pm 10) & \\
E \sim 10 \mathrm{De} &
\end{array}
$$



The features of the powder spectrum discussed above, are then in agreement with theory presented previously, for these values of parameters.

It could only be assumed by this author, thet the observations by Hedgecock \& Chakravartty were made in the $X-Y$ plane of the crystal field. This was confirmed in a letter received from Hedgecock (January, 1969). In this letter Hedgecock has also pointed out that the "comparitively small crystalline field" at the $\mathrm{Mn}^{2+}$ ion gite, was meant to jmply that the field was small camprared to the field at the $\mathrm{Fe}^{\mathrm{J}}$ tite, for which $\mathrm{D}=14.6 \mathrm{k}$ Oe.

The following parameters for the $\mathrm{Mn}^{2+}$ spectrum in cordierite were also cammunicated by Hedgecock.

$$
\begin{array}{ll}
\underline{300^{0} k} & \underline{77^{0} K} \\
b_{2}^{a}=422 \pm 2 & 432 \pm 2 \\
b_{2}^{2}=27 \pm 3 & 18 \pm 3 \\
b_{4}^{a}=-4 \pm 1 & b_{2}^{a}=D \\
b_{4}^{2}=-13 \pm 9 & b_{2}^{2}=3 E \\
b_{4}^{4}=-23 \pm 12 & -14 \pm 12 \\
9 & =1.997 \pm 0.003 \\
A & =-90 \pm 5
\end{array}
$$

B.7 $\mathrm{Mn}^{2+}$ in Pectolite : $\mathrm{Ca}_{2} \mathrm{Na} \mathrm{H}\left(\mathrm{SiO}_{3}\right)_{3}{ }^{\text {. }}$

The spectrum from a powdered sample of pectolite is shown in fig. 日.12. The difficulty of obtaining precise information about the crystal field symmetry and parameters, from certain powder spectra, is illustrated by considering this spectrum as an example. The broadness of the observed allowed transitions could possibly indicate a large $D$ value, if the crystal field symmetry was completely axial. However, the same effect could be produced if the field possessed rhambic symmetry, with E relatively small (~30 0e), and $|\mathrm{D}|<\sim 100-200$ De. The same choice would apply when cansidering the lack of any relatively large forbidden doublets in the powder spectrum.

The parameters for the $M_{n}{ }^{2+}$ spectrum from this naturally occurring silicate have not been published, to this author's knowledge. The normal habit of this mineral is acicular crystals, or, fibrous masses of radiating structure, which are not suitable for single crystal studies. A sample of columnar pectolite (New Jersey, U.S.A.) was, hawever, obtained from the Adelaide Museum, which produced crystals $\sim 1 \mathrm{~mm} \times 1 \mathrm{~mm} \mathrm{\times 3mm}$, and allowed single crystal observations.

Spectra obtained from these crystals are shown in figs. 8.13 and 8.14. The parameters determined from these spectra were:-

$$
\begin{array}{ll}
\mathrm{g}=2.001( \pm-0.001) & \mathrm{D}=250( \pm 10) \mathrm{De} \\
\mathrm{~A}=-93.5( \pm 0.5) \mathrm{De} & E \sim 25 \mathrm{Oe}
\end{array}
$$





The features of the powder spectrum discussed earlier, are then explained by the rhombic crystal field symmetry, with E relatively small.

The structure of pectolite has been determined by Buerger (1956) and a projection in the a-b plane, showing only Ca and oxygen sites, is shown in fig. 8.15. The perfect cleavages $\{100\}$ and $\{001\}$, and the relatively large refractive index variations in the a and c directions (Dana 1932), enabled alignment of the crystals ir the applied magnetic field. Experimentally, the $Z$ axis of the crystal field was found to lie at an angle of $50^{\circ}\left( \pm 2^{\circ}\right)$ to the b axis, and at an angle of $5^{a}\left( \pm 2^{0}\right)$ to the a-b plane. This direction is approximately parallel to the directions betweer the oxygen sites marked ' 1 ' and ${ }^{\prime} 2^{\prime}$, or ${ }^{\prime} 3^{\prime}$ and ${ }^{\prime} 4^{\prime}$ in the structure diagram, which are the most distant of the six oxygen sites about the calcium sites.
8.8 The Powder Spectrum of $\mathrm{NH}_{4} \mathrm{Mg}_{\mathrm{g}}\left(\mathrm{SO}_{4}\right)_{2}\left(\mathrm{Mn}^{2+}\right)$.

The hypothesis that a large rhombic component of the crystal field may cause complexity in powder spectra, by splitting of lines, appears to be further verified by a comparison of powder spectra obtained fram the Tutton salt, $\mathrm{NH}_{4} \mathrm{Mg}_{9}\left(\mathrm{SO}_{4}\right)_{2}\left(\mathrm{Mn}^{2+}\right)$, fig. 0.16 , and the powder spectrum of pectolite, fig. 8.15. For the Tutton salt (Bleaney \& Ingram 1951), the magnitude of the axial parameter 'D' is comparable with that obtained for pectolite, but the rhombic parameter 'E' is much larger at room temperature and $T=90^{\circ} \mathrm{K}$ for


## PECTOLITE

FIG. 8.15



FIG. 8.16
$\mathrm{Mn}^{2+}$ SPECTA FROM POWDERED $\mathrm{NH}_{4} \mathrm{Mg}\left(\mathrm{SO}_{4}\right)_{2}$
the Tutton salt, than for pectolite. The complexity of the powder spectra from this salt, compared with the powder spectrum of pectolite, may thus be attributed to splitting of allowed $\theta=90^{\circ}$ lines, due to the relatively larger rhombic componerit of the crystal field at the ion sites in this salt.

With a decrease in sample temperature, the magritudes of the parameters 'D' and 'E', for the Tutton salt, increase and decrease respectively. The value of $\mid$ DI increases from $\sim 260$ De to $\sim 294$ De, and the value of $|E|$ decreases from $\sim 107$ De to $\sim 750 \mathrm{Be}$, as the temperature is reduced from room temperature, to $T=90^{\circ} \mathrm{K}$ 。 (Bleaney \& Ingram 1951.) For these changes of parameters, relatively large changes in the splitting of allowed H//OX and H//OY powder peaks are predicted. The marked differences eviderit in the powder spectra recorded, and shown in fig. 8.16, may then be attributed to the differences of splitting of these powder peaks, at the two temperatures.

## The Spectrum from Cemont and Cement Camponents.

Spectra obtained from two dry cement samples are shown in fig. 9.1. The main features of these spectra are -

1) a six-line powder spectrum attributable to $\mathrm{Mr}^{2+}$
2) A broad signal at $g=4.23$, attributable to $\mathrm{Fe}^{3+}$ in a site of low crystal field symmetry (Castner 1960).
3) a broad signal underlying the $\mathrm{Mn}^{2+}$ spectrum, which may also be attributed to $\mathrm{Fe}^{3+}$

The relative intensities of these three signals, observable in all cement samples examined, varied with the type of cement.

Calcium carbonate is one of the principal ingredients in the preparation of cement, and during the manufacturing process is converted to calcium oxide which then combines with other components to form various calcium-aluminium-iron silicates. Manganese is a common impurity in naturally occurring calcium carbonates, and possibly other ingredients used in the cement industry, and should be incorporated in various silicates formed. As the microwave spectrum from $M_{n}{ }^{2+}$ ions can indicate the crystal field symmetry at the ion sites, changes in the ionic 日urroundings of the $\mathrm{Mn}^{2+}$ ion may be detected. During the hydration of the various silicates in the cement-setting process, changes in the ionic surroundings of the incorporated $\mathrm{Mn}^{2+}$ ions might occur, which would result ir changes in the E.S.R. powder spectra, and any observed changes might then


FIG. 9.1
provide some useful information about the cement setting process. In view of this, a brief investigation was carried out on cement samples, to see whether changes in the manganese powder spectrum could be detacted during the setting process.

Samples of various types of cement wore mixed with water, allowed to set at roam temperature, and periodically examined over a period of six months. Samples were also autoclaved (15 p.s.i.) for 24 hour periods. In all cases, no observable changes in the $\mathrm{Mn}^{2+}$ microwave spoctra were recorded.

Powder samples of two of the main component silicates, doped with $0.05 \% \mathrm{Mr}^{2+}$, were kindly prepared by the Division of Applied Minexalogy, C.S.I.R.D., Fishermien's Bend, Victoria, in an attempt to identify the component(s) containing the $F e^{3+}$ and $M_{n}{ }^{2+}$ producing the observed signals. Figs. 9.2 and 9.3 show spectra recorded from dry $\mathrm{C}_{3} 5$ (tricalcium aluminium silicate) and $C_{4} A F$ (tetracalciumalumirium - Fe phase): The $\mathrm{Mn}^{2+}$ spectrum observed from the $\mathrm{C}_{3} \mathrm{~S}^{2+}$ sample appears similar to that obsørved in the various cement samples, and within experimental exror possesses the same hyperfine splitting. No changes in this $M n^{2+}$ spectrum from these comporients were observeo following a 24 hour autoclave.

It can only be concluded that during the setting process, no large changes in the ionic environment of the $\mathrm{Mn}^{2+}$ ion occurs.



FIG. 9.3

## CHAPTER X

## A Modulation Technique

### 10.1 General Theory.

The use of strained crystal to study intensity variations of the central $\left(M=\frac{1}{2} \rightarrow M=-\frac{1}{2}\right)$ transitions, although convenient, may be criticized because it is known that strain may produce changes in the crystal field parameters (Zaitov 1967). Beabase of this, some means of observing these central transitions, without the complication of overlapping outer structure $(M= \pm 5 / 2 \leftrightarrows M= \pm 3 / 2$ 。 $M= \pm 3 / 2 \nsupseteq M= \pm \frac{1}{2}$ ) was sought. A technique was devised, which in its simplest form showed some promise of achieving the unobscured observation of the central transitions in unstrained crystals, and also enable the identification of component lines in overlapping spectra.

If the angle $日$, between the crystal axis and the applied magnetic field is varied periodically with an amplitude E, the field position at which a resonance occurs will vary periodically, and for a given $\theta$, the amplitude, and hence the velocity, of the variation of field position for a transition to occur,will be generally larger for the more angular dependent outer transitions, than for the central transitions. As the recorded intensity of a resonance depends on the sweep rate through the resonance, it was reasoned that if $\theta$ was varied periodically during a sweep of the applied magnetic field (+ a.c. modulation) through a complete spectrum, the transitions

would be broadened, and decreased in peak to peak intensity. This broadening would be larger for the more rapidly varying outex transitions than for the central transitions. The effect may be explained more fully as follows:-

We can imagine that a periodic oscillation of tre angle $\theta$ about a mean angular position $\theta_{0}$,iss causing an oscillation of an absorption curve. We can also imagine that the applied magretic field and the small modulation field used for a.c. detection, constitute an 'information probe' which samples the slope of the absorption curve. This information probe is then swept slowly over the field region containing the oscillating resonance. Suppose the resonance for $\theta_{0}$ is centred at $H_{0}$, and the information probe is at a field position $A$, as shown in fig. $10.1(a)$. During one cycle of tha $\theta$ variation, the information probe would record the slope of the curve from $0-I(A)-D$, as shown. For the next cycle the infarmation probe can be imagined to have moved to $B$, and during this cycle will record the slope from D-I(B)-D, as shown in fig. 10.1(b). If for the next cycle the probe is at $[$, pest the field position corresponding to a point of inflection of the resonance curve, the output will be as shown in fige 10.1(c). The output as the information probe moves completely through the field region of interest,is then shown diagramatically in fig. 10.2, together with the integrated record which would be obtained. For a small amplitude of oscillation, such as may occur for the central transitions, the output is shown in fig. 10.3.
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To provide the variation in 日, a coil was mounted around the micrawave cavity to provide a varying magnetic field (~2000e) perpendiculer to the applied static field. The resultant field at the sample, being the vector sum of these two fields, could then be periodically varied in direction relative to the sample. To provide the coil current, the output of a Howlett-Fackard low frequency function generator was amplified using a d-c coupled power amplifier. A frequency of 2-3 c.p.s. Was found to produce satisfactory results for the spectrometer used.

### 10.2 Applications.

Fig. 10.4(a) shows part of the normal spectrum of single crystal calcite, near 日 $-45^{\circ}$. In fig. $10.4(b)$ the spectrum recorded with the vertical modulation applied is shown. The main ( $\Delta m=0$ ) crystal transitions of both spectra are roughly aligned. The dramatic reduction in the intensity of lines in outer hyperfine groups, may then be seen, from a comparison of the two spectra.

The technique even in its present simple form, is capable of removing the overlap of a central forbidden line by one of the outer allowed lines. This is most easily shown using video display of the spectrum, but can also be seen in the chart recordings shown in fig. 10.4. Forbidden lines in the normal spectrum, marked $2^{\prime}$ and 3', are partly, or completely overlapped, by outer transitions. This can be seen by considering the relative intensities of the doublets 2 and 2', and 3 and $3^{\prime}$. In the modulated spectrum, the overlapping
正
lines have almost completely been removed, as can be seen by the relative intensities of 2 and $2^{\prime}$, and 3 and $3^{\prime}$, in this spectrum.

The use of this modulation technique in identifying components of overlapping spectra is shown in fig. 10.5. The lower record was obtained from a single crystal of the Tutton salt $\mathrm{NH}_{4} \mathrm{Mg}^{\left(\mathrm{SO}_{4}\right)} \mathrm{Z}_{2}\left(\mathrm{Mn}^{2+}\right)$, with the applied magnetic field parallel to the $Z$ axis of the crystal field of one of the two ion sites in this material which may be occupied by $\mathrm{Mn}^{2+}$. (Bleaney \& Ingram 1951). The transitions for this $\theta=0^{\circ}$ site are much less angular dependent, for a change $\theta$, than transitions for the other site, for which the $Z$ crystal field axis is not parallel to the applied field. With the vertical modulation applied, lines in the $\theta=0^{\circ}$ spectrum are only slightly broadened compared to lines in the other overlapping spectrum. These latter lines are then broadered out, enabling easy identification of lines in the $\theta=0^{\circ}$ spectrum. The spectra shown in this figure have been roughly aligned using a D.F.P.H. marker to allow a comparison of the reduction of lines. The central ( $\Delta m=0$ ) hyperfine sextet, of the $\theta=0^{0}$ spectrum, is easily identifiable when the modulation is applied (marked 1 - 6), whereas without this modulation line identification of this sextet is much more difficult. Df perhaps more importance in the determination of parameters for overlapping spectra, is the firm identification of outer groups of hyperfine lines. In the normal spectrum, shown in fig. $10.5(b)$, some ambiguity exists as to which lines belong to which spectrum. With the modulation applied,


posi itive identification of the $M=3 / 2$ sextet of the $\theta=0^{\circ}$ spectrum (marked 2'-61) is possible.

This extremely interesting modulation technique was devised near the completion of this thesis, and time did not permit. the investigation of any experimental refinmments, or relevant theory. One future refinement planned,is the application of an additional varying field in the direction of the static field, at the same fiequency as the perpendicular modulation. With the correct amplitude and phase, the information probe could then be kept "in step" with an oscillating line, or lines, of interest, and effectively, no broadening of these lines would then result from the vertical modulation.

## CONCLUSIONS.

A general theory of axial and rhombic powder spectira has been presented, which for all powder spectra considered, is in agreement with experimental observations.

It has been shown that for $M n^{2+}$ iors in sites of axial crystal field symmetry, not only field positions, but relative intensities, of main lines observed in powder spectra, are correlated with line positions and relative intensities observed in single crystal spectra at $\theta=90^{\circ}$ and $\theta \sim 40^{\circ}$.

It has also been shown that the use of Air's method to predict intersity variations of both allowed and forbidden transitions, produces agreement with experimentally deternined variations for the central $\left(M=+\frac{1}{2}\right)$ transitions observed in single crystal spectra for axial symmetry.

Ta this author's knowledge, the expressions derived by Bir have only been tested previously on outer transitions ( $M=5 / 2, \pm 3 / 2,-\frac{1}{2}$ ) for axial and rhombic symmetry (Bir and Sochava 1964, Manoogian 1968 b). Intensity variatiorıs ottained using this method have been used to predict features of powder spectra characterized by 1DI~250-350 De and ~850 De.

In the case of rhombic spectra, it has been shown that $8 \sim 40^{\circ}$ components of a $\mathrm{Mn}^{2+}$ powder spectrum are preferentially broadened, resulting in $\theta=90^{\circ}$ components being the dominant feature of these powder spectra. Using the intensity variations predicted by Bir's
method, for rotation in the $X-Y$ plane $\left(~ B=90^{\circ}\right.$ ), evidence has been presented that splitting of $\theta=90^{\circ}$ powder lines may be observed for large rhombic fields ( $|E| \sim 80-1000 』)$.

For axial powder spectra characterized by IDI~80 De, it has been shown that an indication of parameters may be obtained by a fit between experimentally determined line positions, and theoretical expressions given in this wark, and a determination of parameters for the case of $\mathrm{MrI}^{2+}$ adsorbed ori an iori-exchange rosin has teen made using the method.

The theory presented, and spectra shown in this thesis, will be of help to workers engaged in future E.S.R. investigations of materials for which single crystals studies are rot possible. For example, splitting of allowed lines for both rtiombic and symmetry, and the relative intensity of forbidden lines observed in some axial spectra, are all due to second and higher order effects and all decrease with field. The complexity introduced into powder spectra by these factors would then be expected to be reduced considerably by recurding spectra at higher frequencies and fields.

If (say) microwave spectroscopy was to be used by any investigator, as a mon-destructive method to determine the presence of $\mathrm{MrI}^{2+}$ impurities in powder samples, Q-band, rather than X-band, investigations wauld then seem ta be preferable. If Q-band investigations of a powdered sample of unknown symmetry produced a relatively simple $\mathrm{Mn}^{2+}$ spectrum, but $X$-band spectra from the same sample were complex,
this could be taken as an indication that either a relatively large rhombic field, or an axial field characterized by $|D| \sim 150$ De, existed at the $M_{n}{ }^{2+}$ ion site. Any attempt to obtain quantitative estimates of parameters from such complex X-band powder spectra by line position measurements, could not hope to be successful however, because of the virtual impossibility of identifying powder lines without the aid of single crystal spectra.

The determination of parameters from line position measurements at $Q$-band may be possible for samples whose spectra at $X$-band are complex. It was not possible, however, for the author to obtain Q-band spectra of $\mathrm{Mn}^{2+}$ in such materials as Scheelite and Tutton salts, at the time of completion of this work, to substantiate or disprove this suggestion.

Correct derivations of (a) third-order corrections to eigenvalues, and (b) intensity variations for cubic crystal field symmetry by perturbation methods (Appendix A), have been given, and finally, it is felt that the modulation technique described in the final chapter, will be of interest to many investigators.

## APPENDIX A.

## Transition Probabilities for Cubic Crystal Field Symmetry.

A.1. Introduction.

The theory of the intensity variations observed when ions are in a site of cubic crystal field symmetry has been considered by Cavenett (1964a, 1964b), who has derived, using second-order perturbation methocis, the following expression for the relative intensity of farbidden transitions.

$$
\left[\begin{array}{rl}
\left.\frac{73 a}{g g \beta H}\right]^{2}:[\{\sin 2 \theta(1-\cos 4 \psi) & +\sin 2 \theta \cos 2 \theta(7+\cos 4 \psi)\}^{2}  \tag{A1}\\
& \left.+\left\{4 \sin ^{3} \theta \sin 4 \psi\right\}^{2}\right] \cdot[I(I+1)-m(m+1)]
\end{array}\right.
$$

The theory has also been considered by fire et. al (196if) whor hava derived for $\mu_{\text {MMI }}:-$

$$
\begin{equation*}
\left.\mu_{M M 1}=\left\{1-\frac{1}{\theta}[6 g \beta H]^{\frac{a}{3}}\right]^{2}[\Phi(\psi, \theta)]^{2}\left[\frac{F_{M}}{M}-\frac{F_{M}}{M}\right]^{2}\right\} \cdot\left|\frac{M M^{\prime}}{|M|}\right| \tag{A2}
\end{equation*}
$$

where -

$$
F_{M}=35 M^{4}-30 M^{2} \cdot 5(5+1)+25 M^{2}-65(5+1)-35^{2}(5+1)^{2}
$$

$[\Phi(\psi, \theta)]^{2}=1^{2} m^{2}\left(1^{2}-m^{2}\right)^{2}+m^{2} 1^{2}\left(m^{2}-n^{2}\right)^{2}+n^{2} 1^{2}\left(n^{2}-1^{2}\right)^{2}$
$1=\sin \theta \cos \psi, m=\sin \theta \sin \psi, \pi=\cos \theta$
Bir (1964) has shown that for small values of parameters the relative intensity may be appraximated by -

$$
\begin{equation*}
I \sim \frac{(1+\mu)}{2}[I(I+1)-m(m+1)] \tag{A3}
\end{equation*}
$$

Substituting for $\mu$ in equation (A3), an expression is ublained which is not in agreement with that derived by Cavenett. Although
spectra from samples containing $M_{1}{ }^{2+}$ ions in a site of cubic field symmetry are not considered in this thesis, it was felt desirable that this disagreement should be investigated.

The derivation of an expression for the intensity variations using both second-arder perturbation methods (as for the case of axial . symmetry) and Bir's method was then considered, and it was found that Cavenet,t had made errors during his derivation. The following derivation, using perturbation methods similar to that used to ototain the Bleaney and Rubins' expression, is now outlined and an expression which is in agreament with that abtained using Bir's method is derived.

## A.2. Intensity Variations Using Perturbation Methods.

For a four-fold axis of symmetry, the crystal field potential expressed in operator equivalents is :-

$$
\begin{equation*}
V_{c}=\frac{a}{15}\left(T_{4}^{0}+\sqrt{\frac{5}{14}}\left(T_{4}^{4}+T_{4}^{-4}\right)\right) \tag{A4}
\end{equation*}
$$

When this potential is referred to the Zeeman diagonal system, by rotation through the Euler angles $(\psi, \theta, \square)$, the expression for the potential contains terms $T_{4}^{+1}$, which are functions of the spin operators $S_{+}, S_{-}$and $S_{z}$, necessary to obtain the expressions for intensity variations: Considering only the terms $T_{4}^{+1}$, we find on applying the transformation -

$$
\begin{align*}
R(\psi, \theta, \square) & \frac{a}{5} \cdot\left(T_{4}^{0}+\sqrt{\frac{5}{4}}\left(T_{4}^{4}+T_{4}^{-4}\right)\right. \\
\longrightarrow & \mp T_{4}^{ \pm 1} \cdot \frac{a \cdot \sqrt{20}}{4 \theta 0}(7 \sin 2 \theta \cos 2 \theta+\sin 2 \theta \\
& \left.-4 \sin ^{3} \theta \cos \theta \cos 4 \psi \pm i 4 \sin ^{3} \theta \sin 4 \psi\right) \tag{A5}
\end{align*}
$$

The form of the operators $T_{4}^{ \pm}$is given by Al'tshuler and Kozyrev (1964) and derived from the Spherical Harmonics $Y_{4}^{ \pm 1}$ in Appendix $[$ viz. :-

$$
T_{4}^{ \pm 1}=\mp \frac{\sqrt{5}}{8}\left(S_{ \pm} f\left(S_{z}\right)+f\left(S_{z}\right) S_{ \pm}\right)
$$

$$
\begin{equation*}
\text { where } f\left(S_{z}\right)=75_{z}^{3}-35(5+1) S_{z}-5_{z} \tag{A6}
\end{equation*}
$$

(Cavenett has incorrectly derived $f\left(S_{z}\right)=7 S_{z}^{3}-35(S+1) S_{z}-59 S_{z}$ )

We thus obtain for our perturbation Hamiltonian :~

$$
\begin{align*}
4^{\prime} & =\frac{a}{384}\left(S_{+} f\left(S_{z}\right)+f\left(S_{z}\right) S_{+}\right) \cdot f(日, \psi) \\
& +\frac{a}{384}\left(S_{-} f\left(S_{z}\right)+f\left(S_{z}\right) S_{-f} f^{*}(\theta, \psi)\right)+\frac{A}{2}\left(S_{+} I_{-}+S_{-} I_{+}\right) \tag{A7}
\end{align*}
$$

where $f(\theta, \psi)=7 \sin 2 \theta \cos 2 \theta+\sin 2 \theta-4 \sin ^{3} \theta \cos \theta \cos 4 \psi+i 4 \sin { }^{3} \theta \sin 4 \psi$ and $f^{*}(\theta, \psi)$ is the complex canjugate.

For forbidden transitions $(M, m) \rightarrow(M+1, m+1)$, we have for our expansions of the perturbed wave functions :-

$$
\begin{aligned}
& \left|\Phi_{M, m}\right\rangle=|M, m|+c_{1}|M, m+1|+c_{2}(M, m-1 \mid \\
& \left|\Phi_{M+1, m+1}\right\rangle=|M+1, m+1|+C_{3}\left(M+1, m+2 \mid+c_{4}(M+1, m)\right.
\end{aligned}
$$

where the coefficients $C_{i}(i=1,4)$ may be found by using the perturbation method as before.

The intensity is then -

$$
\begin{align*}
& I_{F} \propto\left|\left(\Phi_{M+1, m+1}\left|\left(S_{+}+S_{-}\right)\right| \Phi_{M, m}\right)\right|^{2} \\
& I_{F} \propto\left|F_{+}(M)\left(C_{1}+C_{4}^{*}\right)\right|^{2} \tag{AB}
\end{align*}
$$

where $F_{ \pm}(M)=(S(S+1)-M(M+1))^{\frac{1}{2}}$
(Cavenett has derived : $\left.\left.I_{f} \propto\right|_{+}(M) C_{1}\right|^{2}$ )

```
\(=\left\lvert\, F_{+}(M) \cdot \frac{a}{\exists B 4} \cdot f(\theta, \psi) \cdot \frac{1}{g \beta H_{0}}\left\{\frac{\left(F_{+}(M) F_{-}(M+1) f_{+}(m)(f(M)+f(M+1))\right.}{M}\right.\right.\)
\(-\frac{F_{-}(M) F_{+}(M-1) f_{+}(m)(f(M)+f(M-1))}{M}\)
    \(+\frac{F_{-}(M+1) F_{+}(M) f_{-}(m+1)(f(M+1)+f(M))}{M+1}\)
    \(\left.-\frac{F_{+}(M+1) F_{-}(M+2) f_{-}(m+1)(f(M+1)+f(M+2))}{M+1}\right\} \mid\)
```

where $f_{ \pm}(m)=(I(I+1)-m(m-1))^{\frac{1}{2}}$
For the central sextet of hyperfine lines in the $\mathrm{Mn}^{2+}$ microwave spectrum, $M=\frac{1}{2}$, and on substitution and reduction we obtain :-
$I_{F} \propto\left|\frac{5}{4} \cdot{ }_{g} \frac{a}{\beta} H_{0} \cdot f(\theta, \psi) \cdot F_{+}(M)(I(I+1)-m(m+1))^{\frac{1}{2}}\right|^{2}$
For the allowed transitions $I \propto F_{+}^{2}(M)$, and for the relative intensity we thus obtain -

$$
\left[\begin{array}{rl}
{\left[\frac{5 a}{g \beta H}\right.} \\
0 \tag{A10}
\end{array}\right]^{2}(I(I+1)-m(m+1))((7 \sin 2 \theta \cos 2 \theta+\sin 2 \theta)
$$

which may also be written as :-

$$
\begin{gather*}
{\left[\frac{5 a}{4 g \beta H_{0}}\right]^{2}[I(I+1)-m(m+1)]\left[\{\sin 2 \theta(1-\cos 4 \psi)+\sin 2 \theta \cos 2 \theta \cdot(7+\cos 4 \psi)\}^{2}\right.}  \tag{A11}\\
+
\end{gather*}{\left.\left\{4 \sin ^{3} \theta \sin 4 \psi\right\}^{2}\right]}^{\text {a }}
$$

On romparison with the expression qiven by Cavenett (1964a) we find that the factor of $\frac{73}{8}$ in Cavenett's expression is replaced by $\frac{5}{4}$.

For the (110) plane, $\psi=45^{\circ}$, and we obtain :$\frac{I_{F}}{I_{A}}=\left[\frac{5 a^{\prime}}{4 H_{0}}\right]^{2} \cdot[I(I+1)-m(m+1)] \cdot[2 \sin 2 \theta+3 \sin 4 \theta]^{2}$

## A.3. Intensity Variations for Cubic Field. Symmetry Using Eir's Method.

Using the perturbation Hamiltonian (Equation A5) we obtain for
$M=\frac{1}{2} \rightarrow M=-\frac{1}{2}, \quad S=5 / 2$,
$\mu=-\left[1-\frac{25 a^{2}}{8 H_{0}^{2}}\left\{\left(7 \sin 2 \theta \cos 2 \theta+\sin 2 \theta-4 \sin ^{3} \theta \cos \theta \cos 4 \psi\right)^{2}\right.\right.$

$$
\left.\left.+\left(4 \sin ^{3} \theta \sin 4 \psi\right)^{2}\right\}\right]
$$

This expression can be shown to be identical with that derived by Bir et al (1965), Equation A2.

Substituting for $\mu$ in Equation $A 3$, then produces an expression for the relative intensity which is identical with that derived by second order perturbation theory, Equation A10.

The intensity variation for rotation in the (110) plane, calculated from $I \propto\left|d_{I}^{m m^{\prime}}(-\mu)\right|^{2}$, is shown in figs. A1, and Az.

The experimentally determined intensity ratios for transitions observed by Cavenett (1964b) in the $\mathrm{ZnSa}: \mathrm{Mn}^{2+}$ spectrum, for $\mathrm{B}=31^{\circ}$ in this plane, are shown in Table (A1), with theoretical ratios shown for comparison. The experimentally observed intensities of the forbidden transitions are smaller than predicted by Cavenett's expression, whereas the observed intensities are larger than predicted by this author's expression (A12).


Intensity variation of allowed transition ( $m=5 / 2$ ).
$\psi=45^{\circ}$ Cubic field symmetry
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Table A1.
Intensity Ratios of Allowed and Forbidden Transitions.

$$
\frac{\mathrm{ZnSe}: \mathrm{Mn}^{2+}, a^{\prime}=20.6 \mathrm{De}, \mathrm{H}_{0}=3310.6 \mathrm{Oe}}{\psi=45^{\circ}, \theta=31^{\circ}}
$$

| Ratio | $\frac{\text { Lxpt }}{(\text { Cavenet })}$ | $\frac{\text { Theory }}{\text { (Cavenett) }}$ | Theory (Dobney) Second Drder Perturbation | $\begin{gathered} \frac{\text { Theory (Fir) })}{(\text { From }} \\ \text { Fig. A1) } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| $I_{A}^{9}: I_{F}^{9}$ | $30: 1$ | 17 : 1 | $100: 1$ | 101 : 1 |
| $\mathrm{I}_{\mathrm{A}}^{9}: \mathrm{I}_{\mathrm{F}}^{8}$ | 50 | $20: 1$ | $112: 1$ | 114 : |
| $I_{\text {A }}^{9}: I_{F}^{5}$ | $B 0$ : 1 | $30: 1$ | $180: 1$ | $182: 1$ |

## APPENDIX B.

Third Order Perturbation Calculations.
As our perturbation Hamiltonian we use:-

$$
\begin{aligned}
\mathcal{H}^{\prime} & =\frac{D}{2}\left(S_{z}^{2}-\frac{1 S}{3}(S+1)\right)\left(3 \cos ^{2} \theta-1\right)+\frac{D}{4}\left(S_{z}\left(S_{+}+S_{-}\right)+\left(S_{+}+S_{-}\right) S_{z}\right) \sin 2 \theta \\
& +\frac{D}{4}\left(S_{+}^{2}+S_{-}^{2}\right) \sin ^{2} \theta+A S_{z} I_{z}+\frac{A}{2}\left(S_{+} I_{-}+S_{-} I_{+}\right)
\end{aligned}
$$

The possible terms in the single, double and triple summations of equation (3.10) are than:-

$$
M^{\prime} \neq M
$$

1st Term: $\sum_{M^{\prime} m^{\prime}} \frac{\left(M m\left|H^{\prime}\right| M^{\prime} m^{\prime}\right)\left(M^{\prime} m^{\prime}\left|H^{\prime}\right| M m\right)\left(M m\left|H^{\prime}\right| M m^{\prime}\right)}{\left(E_{M^{\prime}}-E_{M}\right)^{2}}$

|  | (Mm) | Operator | ( $M^{\prime} m^{\prime}$ ) | (M'm') | Operator | ( Mm) | (Mml | Operator | (Mm) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.1 | M,m | 5 | M+1, m | M+1,m | ${ }^{+}$ | M, m | M, m | $\mathrm{S}_{z}^{2}, S_{z} \mathrm{I} z$ | M, m |
| 1.2 | " | 5 | M-1, m | M-1,m | 5 | " | " | " | " |
| 1.3 | " | $\mathrm{SI}_{-}+$ | $M+1, m-1$ | $M+1, m-1$ | 5.1 | 11 | " | " | " |
| 1.4 | " | ${ }^{+} \mathrm{I}_{-}$ | M-1, m+1 | M-1, m+1 | S I ${ }_{+}$ | " | " | " | " |
| 1.5 | " | $\mathrm{s}^{2}$ | $M+2, m$ | $M+2, m$ | $\mathrm{s}^{2}$ | " | " | " | " |
| 1.6 | " | $5^{2}$ | M-2,m | M-2,m | $5^{2}$ | " | " | " | 1 |

where $S_{-}=\frac{D}{4}\left(S_{z} 5_{-}+S_{-} S_{z}\right) \sin 2 \theta \quad$ etc.

```
                    \(M^{\prime} \neq M\)
2nd Term:-
    \(-\sum_{M^{\prime} m^{\prime}}\left(M m\left|H^{\prime}\right| M^{\prime} m^{\prime}\right)\)
            \(M " \neq M\)
            .\(\sum_{M^{\prime \prime} m^{\prime \prime}} \frac{\left(M^{\prime} m^{\prime}\left|H^{\prime}\right| M^{\prime \prime} m^{\prime \prime}\right)\left(M^{\prime \prime} m^{\prime \prime}\left|H^{\prime}\right| M m^{\prime}\right)}{\left(E_{M^{\prime}}-E_{M}\right)\left(E_{M^{\prime}}-E_{M^{\prime \prime}}\right)}\)
```

|  | (Mm) | 0 | ( $M^{\prime} \mathrm{m}^{\prime}$ ) | (M'm'1 | 0 | (M"m") | (M"m") | 0 | ( Mm) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2.1 | M, m | S | $M+1, m$ | $M+1, m$ | $S_{z}^{2}, S_{z} I_{z}$ | $M+1, m$ | M+1,m | ${ }^{5}+$ | Mm |
| 2.2 | " | 5 | " | " | $s^{2}$ | $\mathrm{M}-1, \mathrm{~m}$ | M-1,m | $5^{5}$ | " |
| 2.3 | " | 5 | " | " | 5 | $M+2, m$ | $\mathrm{M}+2, \mathrm{~m}$ | $\mathrm{s}^{2}$ | " |
| 2.4 | " | ${ }^{5}+$ | M-1, m | M-1, m | $5_{z}^{2}, S_{z} \mathrm{I}_{z}$ | M-1,m | M-1, m | ${ }^{5}$ | " |
| 2.5 | " | $5_{+}$ | " | " | $S_{+}$ | M-2,m | M-2,m | $5^{2}$ | " |
| 2.6 | " | ${ }^{5}+$ | " | " | $5^{2}$ | $M+1, m$ | $\mathrm{M}+1, \mathrm{~m}$ | $5_{+}$ | " |
| 2.7 | " | $\mathrm{S}_{-}{ }^{+}$ | $M+1, m-1$ | $\mathrm{M}+1, \mathrm{~m}-1$ | $S_{z}^{2}, S_{z} I_{z}$ | $M+1, m-1$ | $M+1, m-1$ | ${ }^{5}+{ }^{\text {I }}$ | " |
| 2.8 | " | $\mathrm{S}_{+} \mathrm{I}$ _ | $M-1, m+1$ | M-1, m+1 | $S_{z}^{2}, S_{z} I_{z}$ | M-1, m+1 | $M-1, m+1$ | S_I | " |
| 2.9 | " | $5^{2}$ | $M+2, m$ | $M+2, m$ | $S_{z}^{2}, S_{z} I_{z}$ | M+2, m | $M+2, m$ | $5_{+}^{2}$ | " |
| 2.10 | " | $5^{2}$ | " | " | ${ }^{5}+$ | $M+1, m$ | $M+1, m$ | 5 | " |
| 2.11 | " | $5_{+}^{2}$ | $M-2, m$ | M-2,m | $5^{2} \mathrm{~S}^{2} \mathrm{z} \mathrm{I}$ | M-2,m | M-2,m | $5^{2}$ | " |
| 2.12 | " | $\mathrm{s}_{+}^{2}$ | 11 | " | S. | M-1,m | M-1, m | ${ }^{5}$ | " |

3xd Term:- $\sum_{M^{\prime} m^{\prime}}^{M^{\prime} \neq M}\left(M_{m}\left|H^{\prime}\right| M^{\prime} m^{\prime}\right) \cdot \sum_{m^{\prime \prime}}^{m^{\prime \prime} \neq m} \frac{\left(M^{\prime} m^{+}\left|H^{\prime}\right| M^{\prime \prime}\right)}{\left(E_{M^{p}}-E_{M^{\prime}}\right)}$
$M " \neq M$
$\sum_{M^{\prime \prime} m^{\prime \prime}} \frac{\left(M m^{\prime \prime}\left|H^{\prime}\right| M^{\prime \prime \prime} m^{\prime \prime}\right)\left(M^{\prime \prime} m^{\prime \prime} \mid 1\right.}{\left(E_{M}-E_{M^{\prime \prime} 1}\right)\left(E_{M m}-E_{M m n}^{\prime \prime}\right)}$

|  | $M^{\prime} \neq M$ |  |  |  | $m^{\prime \prime} \neq m$ |  |  | $M^{\prime \prime} 1 \neq M$ |  |  | 0 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (Mm | 0 | (M'm') | (M'my | 0 | (Mm") | (Mm") | 0 | (M"'m"') | (M' 'mn ${ }^{\prime \prime}$ |  | (Mm) |
| 3.1 | M, m | $\mathrm{S}_{4} \mathrm{I}-$ | M-1, m+1 | $M-1, m+1$ | ${ }_{5}$ | M, mi 1 | M, m+1 | $\mathrm{S}_{4}$ | M-1, m+1 | $\mathrm{M}-1, \mathrm{~m}+1$ | $\therefore]^{1}+$ | M,m |
| 3.2 | " | 5 | $M+1, m$ | $M+1$, m | $\mathrm{S}_{+} \mathrm{I}_{-}$ | 11 | " | $S_{-} I_{+}$ | M+1,m | $M+1, m$ | ${ }^{5}$ | " |
| 3.3 | " | $\mathrm{S}_{+} \mathrm{I}$ | M-1, m+1 | M-1, m+1 | 5 | " | " | $\mathrm{S}_{-} \mathrm{I}_{+}$ | " | " | ${ }^{5}$ | " |
| 3.4 | " | 5 | $M+1, m$ | $M+1, m$ | $\mathrm{S}_{+} \mathrm{I}-$ | " | " | ${ }^{5}$ | $M+1, m+1$ | $M+1, m+1$ | S_I | " |
| 3.5 | " | $\mathrm{S}_{-} \mathrm{I}+$ | $M+1, m-1$ | $M+1, m-1$ | 5 | M, m-1 | M, m-1 | 5 | $M+1, m-1$ | $M+1, m-1$ | $\mathrm{S}_{+} \mathrm{I}_{-}$ | " |
| 3.6 | " | ${ }^{5}$ | M-1, m | M-1, m | $S_{-} \mathrm{I}_{+}$ | 1 | " | $\mathrm{S}_{+} \mathrm{I}_{-}$ | M-1, m | M-1, m | 5 | " |
| 3.7 | " | 5 I ${ }^{\text {+ }}$ | $M+1, m-1$ | $M+1, m-1$ | $5_{+}$ | " | " | $\mathrm{S}_{+} \mathrm{I}_{-}$ | " | " | S | ". |
| 3.8 | " | ${ }^{5}$ | M-1,m | M-1, m | $5_{-} I_{+}$ | " | " | 5 | M+1, m-1 | $M+1, m-1$ | $\mathrm{S}_{+} \mathrm{I}-$ | " |

## Approximations Used.

We take :- $E_{M} \quad=g_{M} M$

$$
E_{M, m} \quad=\quad g \beta H_{0} M+A M m
$$

Then -

$$
\begin{aligned}
& E_{M}-E_{M+1}=-g \beta H_{0}=E_{M-1}-E_{M} \\
& E_{M+1}-E_{M}=+g \beta H_{D}=E_{M}-E_{M-1} \\
& E_{M, m}-E_{M, m+1}=-A M=E_{M, m-1}-E_{M, m} \\
& E_{M, m+1}-E_{M, m}=+A M=E_{M, m}{ }^{-F_{M, T n-1}} \\
& E_{M}-E_{M+2} \quad=-2 g \beta H_{0} \quad \text { etc. }
\end{aligned}
$$

## Operations on Wave Functions.

Denoting $\{5(5+1)-M(M \mp 1)\}^{\frac{1}{2}}$ by $F_{\mp}(M)$ and $F_{\bar{F}}$

$$
\text { and }\{I(I+1)-m(m \mp 1)\}^{\frac{1}{2}} \text { by } f_{\mp}(m) \text { and } f_{\mp}
$$

we use :-

$$
\begin{aligned}
& S_{+} I_{-}|M, m\rangle=F_{+} f_{-}|M+1, m-1|, S_{+} I_{-}|M, m+1|=F_{+}^{f}+|M+1, m\rangle \\
& S_{-} I_{+}(M, m)=F_{-} f_{+}(M-1, m+1), S_{-} I_{+}(M+1, m-1)=F_{+}^{f}{ }_{-}(M, m) \\
& S_{+} I_{-}(M-1, m)=F_{-}^{f}(M, m-1), \quad S_{-} I_{+}(M+1, m)=F_{-}^{f}+(M, m) \\
& S_{+} I_{-}(M-1, m+1)=F_{-} f_{+}(M, m), \quad S_{-} I_{+}(M, m-1\rangle=F_{-} f_{-}(M-1, m) \\
& \left.\left.\left(S_{z} S_{ \pm}+S_{ \pm} S_{z}\right) \mid M_{-1}^{+}\right)=\left(2 M_{-}^{+}\right) F_{ \pm}\left(M_{-1}^{+}\right) \mid M_{-2}^{+}\right) \\
& \left.\left.\left(S_{z} S_{-}+S_{-} S_{z}\right) \mid M\right)=(2 M-1) F_{-}(M) \mid M-1\right)
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.\left(5_{z} 5_{-}+5_{-} 5_{z}\right) \mid M+1\right)=(2 M+1) F_{+}(M) \mid M\right) \\
& \left(S_{z} S_{+}+S_{+} S_{z}\right)(M)=(2 M+1) F_{+}(M)(M+1) \\
& \left.\left.\left(5_{z} 5_{+}+5_{+} 5_{z}\right) \mid M_{0-1}\right)=(2 M-1) F_{-}(M) \mid M\right) \\
& \left(5_{z} 5_{ \pm}+5_{ \pm} 5_{z}\right)(M+2)=\left(2 M_{+}^{-} 3\right) F_{ \pm}\left(M^{-} 2\right)(M+1) \\
& 5_{+}^{2}(M)=F_{+}(M) F_{+}(M+1)(M+2) \\
& S_{+}^{2}(M-2)=F_{+}(M-2) F_{+}(M-1) \quad(M) \\
& S_{-}^{2}(M)=F_{-}(M) F_{-}(M-1)(M-2) \\
& \left.5_{-}^{2}(M+2)=F_{-}(M+2) F_{-} M+1\right) \quad(M) \\
& \left.S_{z}^{2} \mid M\right)=M^{2}(M) \\
& \left.S_{z}^{2}\left(M_{-1}^{+}\right)=(M-1)^{2} \mid M_{-1}^{+}\right) \\
& \left.\left.S_{z} I_{z} \mid M, m\right)=M m \mid M m\right)
\end{aligned}
$$

$$
\begin{aligned}
& (1 \cdot 1) \rightarrow-\left[\frac{D \sin 2 \theta}{4 g \cdot H_{0}}\right]^{2}(2 M+1)^{2}(S(S+1)-M(M+1)) \cdot A M m \\
& (1.2) \rightarrow-\left[\frac{D \sin 2 \theta}{4 g \beta H_{0}}\right]^{2}(2 M-1)^{2}(S(S+1)-M(M-1)) \cdot A M m
\end{aligned}
$$

N.B. The sum of these terms is the expression given by Waldner.

$$
\begin{aligned}
& (2 \cdot 1) \rightarrow\left[\frac{D \sin 2 \theta}{4 g \beta H_{0}}\right]^{2}(2 M+1)^{2}(5(5+1)-M(M+1)) \cdot A \cdot(M+1) m \\
& (2 \cdot 4) \rightarrow\left[\frac{D \sin 2 \theta}{4 g \beta H_{0}}\right]^{2}(2 M-1)^{2}(5(5+1)-M(M-1)) \cdot A \cdot(M-1) m
\end{aligned}
$$

N.B. The sum of the above four terms is the expression given by Nicula, Urea \& Nistor, viz. :-

$$
\begin{aligned}
& (D \sin 2 \theta)^{2} A m\left((2 M+1)^{2}(5(5+1)-M(M+1))-(2 M-1)^{2}(5(5+1)-M(M-1))\right) \\
& \sum_{i=1}^{6}(3, i) \rightarrow-\left[\frac{D \sin 2 \theta}{4 g \beta H_{0}}\right]^{2} \frac{A}{4 M}\left((2 M-1)^{2} F_{-}^{4}\left(f_{+}^{2}-f_{-}^{2}\right)+(2 M+1)^{2} F_{+}^{4}\left(f_{+}^{2}-f_{-}^{2}\right)\right. \\
& \left.+(2 M+1)(2 M-1) F_{+}^{2} F_{-}^{2}\left(f_{-}^{2}-f_{+}^{2}\right)\right) \text { where } F_{F}=F_{-}(M) \text { and } f_{+}=f_{+}(m) \\
& =18\left[\frac{D \sin 2 \theta}{4 g \beta H_{0}}\right]^{2} \frac{A m}{M}\left(M^{2}-5\left(\frac{S+1))^{2}}{3}\right.\right.
\end{aligned}
$$

which is the term given by Bleaney \& Rubins.

The Expression in $\sin ^{4}$ 日.

$$
\begin{aligned}
& (1.5) \rightarrow-\left[\frac{D \sin ^{2} \theta}{4}\right]_{\left(2 g \beta H_{0}\right)^{2}}^{2} \frac{A M m_{-}}{\left.(M+2) F_{-}(M+1) F_{+}(M) F_{+}(M+1)\right)} \\
& (1.6) \rightarrow-\left[\frac{D \sin ^{2} \theta}{4}\right]_{\left(2 g \beta H_{0}\right)^{2}}^{2} \frac{A M m_{+}}{\left(F_{+}(M-2) F_{+}(M-1) F_{-}(M) F_{-}(M-1)\right)} \\
& (2.9) \rightarrow+\left[\frac{D \sin ^{2} \theta}{4}\right]^{2} \frac{A(M+2) m}{\left(2 g \beta H_{0}\right)^{2}}\left(F_{-}(M+2) F_{-}(M+1) F_{+}(M) F_{+}(M+1)\right) \\
& (2.11) \rightarrow+\left[\frac{D \sin ^{2} \theta}{4}\right]^{2} \frac{A(M-2) m}{\left(2 g \beta H_{0}\right)^{2}}\left(F_{+}(M-2) F_{+}(M-1) F_{-}(M) F_{-}(M-1)\right)
\end{aligned}
$$

The sum of these terms is then:-

$$
\left[\frac{D \sin ^{2} \theta}{4 g \beta H_{0}}\right]^{2} 2 A m M\left(2 M^{2}+1-25(5+1)\right)
$$

The expression in (3cos ${ }^{2}$ 日-1)

$$
\begin{aligned}
& (1.4) \rightarrow-\left(\frac{A}{2}\right)^{2} \frac{\square}{2}\left[M^{2}-\frac{1}{3} s(S+1)\right]\left(3 \cos ^{2} \theta-1\right) \cdot \frac{1}{\left(g \beta H_{0}\right)^{2}} \cdot \mathrm{~F}^{2} \mathrm{f}^{2}+
\end{aligned}
$$

$$
\begin{aligned}
& (2 \cdot \theta) \rightarrow+\left(\frac{A}{2}\right)^{2} \frac{\mathrm{D}}{2}\left[(M-1)^{2}-\frac{15}{3}(5+1)\right]\left(3 \cos ^{2} \theta-1\right) \cdot \underset{\left(g \beta H_{0}^{\prime}\right)^{2}}{1} \cdot F_{-}^{2} f^{2}+
\end{aligned}
$$

The sum of these terms is then:-

$$
\begin{aligned}
& \text { DA }^{2} \underbrace{\left(3 \cos ^{2} \theta-1\right)}(5(5+1)-M(M+1))(I(I+1)-m(n-1))(2 M+1) \\
& 8\left(g \beta H_{0}\right)^{2}-(5(5+1)-M(M+1))(I(I+1)-m(M+1))(2 M-1))
\end{aligned}
$$

The Expression in $A^{3} / H^{2}$.

$$
\begin{aligned}
& (1.3) \rightarrow-\frac{(A)^{2}}{2} \frac{A M m}{(g \beta H)^{2}}(S(S+1)-M(M+1))(I(I+1)-m(m-1)) \\
& (1.4) \rightarrow-\frac{(A)^{2}}{2} \frac{A M m}{(g \beta H)^{2}}(5(S+1)-M(M-1))(I(I+1)-m(m+1)) \\
& (2.7) \rightarrow+\frac{(A)^{2}}{2} \frac{A(M+1)(m-1)}{(g \beta H)^{2}}(5(S+1)-M(M+1))(I(I+1)-m(m-1)) \\
& (2.8) \rightarrow+\frac{(A)^{2}}{2} \frac{A(M-1)(m+1)}{(g \beta H)^{2}}(S(S+1)-M(M-1))(I(I+1)-m(m+1)) \\
& \sum \longrightarrow A^{3} \\
& (2 g \beta H)^{2}
\end{aligned}
$$

$$
+(5(5+1)-M(M-1))(I(I+1)-m(m+1))(M-m-1))
$$

The Expression in $\left.\left(D^{3}\right) H^{2}\right)\left(3 \cos ^{2} \theta-1\right) \sin ^{2} 2 \theta$.

$$
\begin{aligned}
& (2.1) \rightarrow+\frac{D^{3}}{32} \frac{\left(3 \cos ^{2} \theta-1\right)}{(g \beta H)^{2}} \sin ^{2} 2 \theta(2 M+1)^{2}(5(S+1)-M(M+1))(M+1)^{2}-\frac{1}{3} 5(5+1) \\
& (2.4) \rightarrow+\frac{D^{3}}{32} \frac{\left(3 \cos ^{2} \theta-1\right)}{(g \beta H)^{2}} \sin ^{2} 2 \theta(2 M-1)^{2}(5(5+1)-M(M-1))(M-1)^{2}-\frac{1}{3} 5(5+1) \\
& (1.1) \rightarrow-\frac{\square^{3}}{32} \frac{\left(3 \cos ^{2} \theta-1\right)}{(g \beta H)^{2}} \sin ^{2} 2 \theta(2 M+1)^{2}(5(5+1)-M(M+1)) M^{2}-\frac{1}{3} 5(5+1) \\
& (1.2) \rightarrow-\frac{D}{32}^{3} \frac{\left(3 \cos ^{2} \theta-1\right)}{(g \beta H)^{2}} \sin ^{2} 2 \theta(2 M-1)^{2}(S(S+1)-M(M-1)) M^{2}-\frac{1}{3} S(5+1) \\
& \Sigma \rightarrow D^{3} \frac{\left(3 \cos ^{2} \theta-1\right)}{32(\square \beta H)^{2}} \sin ^{2} 2 \theta(2 M+1)^{3}(5(5+1)-M(M+1))-(2 M-1)^{3} \\
& (S(S+1)-M(M-1))
\end{aligned}
$$

The Term in $\left(D^{3} / H^{2}\right)\left(3 \cos ^{2} \theta-1\right) \sin ^{4} \theta$.

$\underline{\text { The Term in }\left(D^{3} / H^{2}\right) \sin ^{2} 2 \theta \sin ^{4} \theta .}$

$$
\begin{aligned}
& (2.2) \rightarrow-\frac{D^{3}}{64} \frac{\sin ^{2} 2 \theta \sin ^{4} \theta}{(g \beta H)^{2}} F_{-}(M+1) F_{-}(M) F_{+}(M-1) F_{+}(M) \quad(2 M+1)(2 M-1) \\
& (2.3) \rightarrow+\frac{D^{3}}{64} \frac{\sin ^{2} 2 \theta \sin ^{4} \theta}{2(g \beta H)^{2}} F_{-}(M+1) F_{-}(M+2) F_{+}(M) F_{+}(M+1) \quad(2 M+1)(2 M+3) \\
& (2.5) \rightarrow+\frac{D^{3}}{64} \frac{\sin ^{2} \frac{2 \theta \sin ^{4} \theta}{2(g \beta H)^{2}} F_{+}(M-1) F_{+}(M-2) F_{-}(M) F_{-}(M-1) \quad(2 M-1)(2 M-3)}{} \\
& (2.6) \rightarrow-\frac{D^{3}}{64} \frac{\sin ^{2} 2 \theta \sin ^{4} \theta}{(g \beta H)^{2}} F_{+}(M-1) F_{-}(M+1) F_{-}(M) F_{+}(M) \quad(2 M+1)(2 M-1) \\
& (2.10) \rightarrow+\frac{D^{3}}{64} \frac{\sin ^{2} 2 \theta \sin }{2(g \beta H)^{2}} \frac{F_{-}(M+2) F_{-}(M+1) F_{+}(M+1) F_{+}(M) \quad(2 M+1)(2 M+3)}{2} \\
& (2 \cdot 12) \rightarrow-\frac{D^{3}}{64} \frac{\sin ^{2} 2 \theta \sin ^{4} \theta}{2(g \beta H)^{2}} F_{+}(M-2) F_{+}(M-1) F_{-}(M-1) F_{-}(M) \quad(2 M-1)(2 M-3) \\
& \begin{array}{r}
\sum \rightarrow \frac{D^{3} \sin ^{2} 2 \theta \sin ^{4} \theta}{64(g \beta H)^{2}}(2 M+1)(2 M+3)(5(5+1)-M(M+1))(5(5+1)-(M+1)(M+2) \\
+(2 M-1)(2 M-3)(5(5+1)-M(M-1))(S(5+1)-(M-1)(M-2)
\end{array} \\
& -2(2 M+1)(2 M-1)(5(S+1)-M(M+1))(S(5+1)-M(M-1))
\end{aligned}
$$

## C. 1.

## APPENDIX C.

The Operator Equivalent for $Y_{4}^{1}=-\frac{\sqrt{5}}{4}(x+i y)\left(7 z^{3}-3 z r^{2}\right)$.

$$
\begin{align*}
& x^{2}=x^{2}+y^{2}+z^{2} \text {, and substituting, we obtain:- } \\
& y_{4}^{1}=-\frac{\sqrt{5}}{4}\left(4 x z^{3}+i 4 y z^{3}-3 x y x^{2}-3 x z y^{2}-3 i y z x^{2}-3 i y z y^{2}\right) \tag{C,1}
\end{align*}
$$

We denote $S_{x}, S_{y}$ and $S_{z}$ by $X, Y, Z$ respectively. With this notation the commatation rules arm:-

| $X Y-Y X=i Z$ | (C.2a) |
| :--- | :--- |
| $Y Z-Z Y=i X$ | $(C .2 b)$ |
| $Z X-X Z=i Y$ | $(C .2 c)$ |

The operator mquivalmits are found by substituting $X, Y$ and $Z$ for $x, y, z$ with a mean value of all permutations of combinations of $x, y$ and $z$ being considered.

Then -

$$
\begin{align*}
4 X Z^{3} & \rightarrow X Z^{3}+Z X Z^{2}+Z^{2} X Z+Z^{3} X \\
& =X Z^{3}+Z^{3} X+(X Z+i Y) Z^{2}+Z^{2}(Z X-i Y) \\
& =2 X Z^{3}+2 Z^{3} X+i\left(Y Z^{2}-Z^{2} Y\right) \\
& =2 X Z^{3}+2 Z^{3} X+i \cdot\{(i X+Z Y) Z-Z(-i X+Y Z)\} \\
& =2 X Z^{3}+2 Z^{3} X-X Z-Z X \tag{5.3}
\end{align*}
$$

Similarly

$$
\begin{align*}
& i 4 y Z^{3} \rightarrow i\left(2 Y Z^{3}+2 Z^{3} Y-Z Y-Y Z\right)  \tag{C.4}\\
& 3 x z X^{2} \rightarrow \frac{3}{4}\left(X Z X^{2}+Z X^{3}+X^{3} Z+X^{2} Z X\right) \\
& =\frac{3}{4}\left(2 X Z X^{2}+2 X^{2} 2 X+Z X+X Z\right) \tag{C.5}
\end{align*}
$$

## ᄃ.2.

$$
\begin{align*}
3 i y z y^{2} \rightarrow & \frac{3 i}{4}\left(2 Y Z Y^{2}+2 Y^{2} Z Y+Y Z+Z Y\right)  \tag{C.6}\\
3 X Z Y^{2} \rightarrow & \frac{3}{12}\left(X Z Y^{2}+Z X Y^{2}+2 Y^{2} X+X Y^{2} Z+Y^{2} Z X+Y^{2} X Z\right. \\
& +Y Z Y X+Y X Y Z+X Y Z Y+Z Y X Y+Y Z X Y+Y X Z Y) \\
= & \frac{1}{2}\left(6 X Z Y^{2}+6 Y^{2} Z X-5 X Z-5 Z X\right)  \tag{,7}\\
3 i y Z X^{2} \rightarrow & \frac{3 i}{2}\left(6 Y Z X^{2}+6 X^{2} Z Y-5 Y Z-5 Z Y\right) \tag{С.8}
\end{align*}
$$

Then -

$$
\begin{aligned}
Y_{4}^{1} \rightarrow & -\frac{\sqrt{5}}{4}\left\{2 X Z^{3}+2 Z^{3} X-X Z-Z X\right. \\
& +i\left(2 Y Z^{3}+2 Z^{3} Y-2 Y-Y Z\right) \\
- & \frac{3}{4}\left(2 X Z X^{2}+2 X^{2} Z X+Z X+X Z\right) \\
- & \frac{3 i}{4}\left(2 Y Z Y^{2}+2 Y^{2} Z Y+Y Z+Z Y\right) \\
- & \frac{1}{4}\left(6 X Z Y^{2}+6 Y^{2} Z X-5 X Z-5 Z X\right) \\
- & \left.\frac{i}{4}\left(6 Y Z X^{2}+6 X^{2} Z Y-5 Y Z-5 Z Y\right)\right\} \\
= & \frac{\sqrt{5}}{16}\left\{8(X+i Y) Z^{3}+B Z^{3}(X+i Y)-4 Z(X+i Y)-4(X+i Y) Z\right. \\
& -6(X+i Y) Z\left(X^{2}+Y^{2}\right)-6\left(X^{2}+Y^{2}\right) Z(X+i Y) \\
& +2 Z(X+i Y)+2(X+i Y) Z\}
\end{aligned}
$$

Putting -

$$
s_{+}=x+i y \text { and } s(5+1)-s_{z}^{2}=x^{2}+y^{2}
$$

$$
\text { we obtain }-Y_{4}^{1} \rightarrow-\frac{\sqrt{5}}{8}\left\{5_{+}\left(75_{z}^{3}-35(5+1) 5_{z}-5_{z}\right)\right.
$$

$$
\left.+\left(75_{z}^{3}-35(511) 5_{z}-5_{z}\right) 5_{+}\right\}=T_{4}^{1}
$$

## APPENDIX D.

The 5 pin Operators $T_{2}^{0}, T_{2}^{1}, T_{2}^{2}$.
Spherical Harmonics in rectangular coordinates are given by Ballhausen (1962) -

$$
\begin{aligned}
& \gamma_{2}^{0}=\sqrt{\frac{5}{4 \pi} \cdot \frac{1}{4}} \cdot \frac{3 z^{2}-r^{2}}{r^{2}}=c \sqrt{\frac{1}{4}}\left(3 z^{2}-r^{2}\right) \\
& Y_{2}^{1}=-\sqrt{\frac{5}{4 \pi} \cdot \frac{3}{2} \cdot z} \cdot z \frac{(x+i y)}{r^{2}}=-c \sqrt{\frac{3}{2}}(z(x+i y)) \\
& \gamma_{2}^{2}=\sqrt{\frac{5}{4 \pi} \cdot \frac{3}{8}} \cdot \frac{(x+i y)^{2}}{r^{2}}=c \sqrt{\frac{3}{6}}(x+i y)^{2}
\end{aligned}
$$

where $C=\sqrt{\frac{5}{4 \pi}} \cdot \frac{1}{r^{2}}$
Then -

$$
\begin{aligned}
T_{2}^{\prime 0} \leftrightarrow c \sqrt{\sqrt{4}}\left(S_{z}^{2}-\frac{1}{3} S(5+1)\right) & =C^{1}\left[S_{z}^{2}-\frac{1}{3} S(S+1)\right] \\
T_{2}^{\prime 1} \leftrightarrow-c \sqrt{\frac{3}{2}} \cdot \frac{1}{2}\left(S_{z} S_{+}+S_{+} S_{z}\right) & =-C^{1}\left(S_{z} S_{+}+S_{+} S_{z}\right) \\
& =\frac{C^{1}}{\sqrt{6}}\left(S_{+}^{2}\right)
\end{aligned}
$$

where $C^{1}=\frac{3 C}{\sqrt{4}}$
Or -

$$
\begin{aligned}
& T_{2}^{0}=T_{2}^{\prime 0} / c^{1}=S_{z}^{2}-\frac{5(5+1)}{3} \\
& T_{2}^{1}=T_{2}^{\prime 1} / c^{1}=-\frac{1}{\sqrt{6}}\left(S_{z} 5_{+}+5_{+} 5_{z}\right) \\
& T_{2}^{2}=T_{2}^{\prime 2} / c^{1}=\frac{1}{\sqrt{6}}\left(S_{+}^{2}\right)
\end{aligned}
$$

## APPENDIX E

## Experimental Details

The microwave spectrometer used to record the majority of spectra shown in this work has been described by Cavenett (1964a, 1964b), and is shown in fig. E1.

The spectrometer utilizes $135 \mathrm{c} . \mathrm{P} .5$. field modulation for chart recorder output, 50 c.p.s. modulation for video display, superheterdyne detection, and a resonance cavity frequency of approximately 9.2 G c.p.s.

The cavity operated in the TE102 mode, and samples could be rotaled in the cavity about a direction parallel to the radiofrequency magnetic field. The static firld could be rotated in a horizontal plane.

Magnetic field intersities were measured using proton resonance: The frequency at which proton resonance occurred was obtained by zero beating with a signal generator, the zero beat frequency of the generator was then measured with a Hewlett-Packard counter. At the proton resonance frequency $V_{p}$, the following coriversion was used:-

$$
H=2.3487 \times 10^{-4} \cdot \nu_{p}
$$

Corrections to line positions measured by proton resonance, were made by placing a small quantity of D.P.P.H. on the sample. The field intensity at which resonance occurred for the D.P.P.H. was calculated using:-


$$
\begin{aligned}
& H_{\text {D.P.P.H. }}=h \nu_{0} / \beta \text { g.P.P.H. } \\
& \text { with } \quad h=6.62518 \times 10^{-27} \text { erg-.sec } \\
& \beta=0.92732 \times 10^{-20} \text { Emu } \\
&{ }^{\text {G.P.P.H. }}=2.0037
\end{aligned}
$$

and the klystron frequency $\nu_{0}$ was measured with a Hewlett-Packard transfer oscillator, and counter.

Line positions of forbidden doublets in the adsorbed $\mathrm{Mn}^{2+}$ spectrum, were determined by linear extrapolation between allowed transitions, using chart recordings.

Crystals of $\mathrm{MgSD}_{4} \cdot 7 \mathrm{H}_{2} \mathrm{Z}$ were grown from aqueous solutions at room temperature. Dehydration did occur if these crystals were left exposed to air. $I_{\text {nvestigations of the }} \mathrm{Mn}^{2+}$ spectra from such samples were always carried out on freshly grown crystals.

## APPENDIX F

$\mathrm{Mn}^{2+}$ Spectra from Other Minerals

Spectra attributable to $\mathrm{Mn}^{2+}$ have also been observed in three other naturally occuring silicates by the author, and are currently being investigated. A preliminary report of these spectra is given below.

Wollastonite ( $\mathrm{CaSiO}_{3}$ )
Three overlapping spectra have been observed from a sample of Wollastonite from New lersey, U.S.A. Fig. F1 shows an X-band recording with the applied sitatic field at all angle of $17\binom{\text { a }}{-1}^{0}$ tol the $c$ axis in a plane normal to the $b$ axis, and at an angle of $60( \pm 2)^{\circ}$ to the negative a axis. This direction appears to be the $z$ crystal field axis of one of the ion sites. The overlap of the spectra and the broadness of lines have prevented any determination of parameters. Specimens are being sought which may produce spectra with narrower line widths. Olivine ( $\mathrm{Mg}, \mathrm{Fe}^{2+}$ ) $\mathrm{SiO}_{4}$

Portion of a spectrum obtained from a small polished sample of the gem-stone peridot (olivine) is shown in fig. F2. The exact composition of the sample used has not as yet been determined. Investigations are planned to determine the crystallographic axes, in an attempt to correlate electrostatic crystal field axes with crystal structure.

The minerals of the olivine group show complete diadochy between the atomic pairs Mg and Fe , i.e. between forsterite, $\mathrm{Mg}_{2} \mathrm{SiO}_{4}$, and


fayalite, $\mathrm{Fe}_{2} \mathrm{SiO}_{4}$, and other samples of this group are being sought to see what effect, if any, changes in the $\mathrm{Mg}: \mathrm{Fe}^{2+}$ ratio have on the $\mathrm{Mn}^{2+}$ spectrum. It will also be of interest to compare the parameters of the spectrum shown, with those eventually published for $M_{n}{ }^{2+}$ in monticellite (CaMgSi■ $)$ which is also included in the olivine group. This latter spectrum has been observed independently 'by Mr. E. Troup of Monash University (personal communication August, 196日), and by Dr. A. Mannoogian of the University of Ottowa (personal. communication - Jamuary, 1969, to be puhlished jn the Camadian dowsal of Physices).

The powder spectrum obtained from a sample of baby powder is shown in fig. F3. The features of this spectrum indicate that the $\mathrm{Mn}^{2+}$ ion(s) is in an electrostatic crystal field of axial or rhombic symmetry. Talc usually occurs in massive foliated or fibrous aggregates or in glabular stellar groups. Rarer tabular crystals do exist, and the author has recently been able to obtain a sample of this form (locality : Harford County, Maryland, U.S.A.), which has enabled single crystals investigations. The crystals exhibit perfect $\{001\}$ cleavage, and the $a$ and $b$ axes have been determined from interference figures observed. X-band observations indicate that $\mathrm{Mn}^{2+}$ occupies a number of non-equivalent sites in the talc structure. Fig. F4 shows a spectrum recorded with the static field parallel to the $c$ axis. This direction appears to be the $Z$ crystal field axis of one of the ion-sites. Fig. F5 shows another spectrum



recorded with the direction of the static field approximately in the (110) plane and at an angle of $\sim 45^{\circ}$ to the ab plane. This direction appears to be the $Z$ axis of another ion-site or sites.

Insight into the structure of talc was first gained by $L$. Pauling (Proc. Nat. Acad. Sc.U.S.A. 16 (1930) 123). Lattice parameters have been determined by J. W. Gruner (Z. Krist 0日 (19.34) 412) and verified by 5: 日. Hendricks (Z. Krist g9 (1938) 264). The idealized talc structure is shown in fig. FG.

Talc has a layered structure in which a sheat of octahedrally. coordinated Mg ions is sandwiched between two sheets of linked $\mathrm{SiO}_{4}$ tetrahedra. The two possible ways of stacking $\mathrm{SiO}_{4}-\mathrm{OH}$ sheets, as discussed by Hendricks, are shown in fig. F7, with coordinating octahedral groups about Mg sites outlined. If the ions surrounding the site of a paramagnetic ion are octahedrally coordinated, the $Z$ axis of the electrostatic crystal field at the paramagnetic ion site might be expected to be approximately parallel to the direction between two of the surrounding ions. The direction between ions marked $1^{\prime}$ and $1^{\prime \prime}$ in fig. F7 (b) lies appraximately in the (1, 1,0) plane and is $\sim 45^{\circ}$ to the ab plane, and it could be expected that the spectrum shown in fig. F5 is due to $\mathrm{Mn}^{2+}$ substituting for magnesium at such a site. The octahedral groups of ions surrounding the $M g$ sites have the same orientation in space for a given stacking of $\mathrm{SiO}_{4}-\mathrm{OH}$ sheets, and it does not seem feasible (to this author) that the $\mathrm{Mn}^{2+}$ spectrum shown in fig. F4, for which the electrostatic crystal field $Z$ axis is approximately parallel to the $c$ axis, arises


FIG.FG
(a) Plan of the iclealized structure of tale, $\operatorname{Mg}_{3}(0 H)_{2} \operatorname{Si}_{10}^{0} 10$, projected on a plane perpendiculse to the $x$ axis.
(b) Sohematic representation of the same structure, showing the comordinating octahedra about the magresium atams.

The numbers indicate the hedghts of the various atams above the plane of projection.

from $\mathrm{Mn}^{2+}$ substituting in suct, sites as shown in fig. F7. Such a direction for the crystal field $Z$ axis could be expected however if $M_{n}{ }^{2+}$ was at positions between layers (fig. FG), with surrounding ions at the coxners of a triangular prism.

Detailed irivestigations of the microwave spectra from this mineral are continuing.
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[^0]:    5.3 Explanation of Observed Line Shifts in Adsorbed Mn ${ }^{2+}$ Spectra.

    The observed shifts of the forbidden doublets relative to the mid points between the allowed transitions in the adsorbed ion spectrum; and other powder spectra mentianed earlier and now readily

[^1]:    7.2(b) Apatite: Explariation of Features of the Powder Spectrum. Assuming that for the other allowed and farbidden lines, for which intensity variations with rotation could not be followed,

