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maize. TB, Tulanag Bawang; TP, Tajau Pecahi WA, l^lay Abung;
BR, Batu Raja; S, Sukamandi; MA, Madura. I to 10 represent
the number of upland rìce genotypes. All experiment in
raìny season of 1979/1980.

The relationship of regression coefficjents and genotype
mean yiled of 10 upland rjce genotypes wh'ich have been
intercropped with maize.

Probabi ì i ty of fa'i I ure for di fferent i ntercroppì ng systems
at given disaster levels of maize yieìd equ'ivalence.

Probabif ity of fajIure for different ìntercropping systems
at given disaster levels of relative yield.

Theoretical consideration of the two crop yields relationship
in bivariate dìsp]ay to show the constant lines of the degree
of domjnancy of the two crop y'ields and the line of equaì
LER^ (points 1 and 2 are also two theoretical intercrop
r.sül ts ) .

6.1
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Fi gure
Number

6.74

6. 15

6. 16

6.17

7.1

Title

The effect of nitrogen fertìl'izer on the yield of dry
matter of maize during the growth t'ime of experiment 7.

The effect of nitrogen fertilizer on the y'ield of dry
matter of peanut during the growth time of experiment 7.

The regression I ines of nitr"ogen fertil izer on the yie'lds
of maize and peanut of experiment 7.

The bivariate disp'lay of experiment L to show the constant
lines of LER.

The randomization scheme of sole crops that are regarded
as controls within intercrop treatments for one bìock of
ô, b, c, d and e are experiments Ir 2,5, 39 and 40
respectivel 1y.
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SUMMARY

Most statistìcal anaìyses and designs deveìoped for agricu'ltural

research are primariìy meant for sole crop experitnents. In intercropping

experiments, however, the development of both designs and analyses is

relative'ly primitive. In this thesis several biometrical techn'iques

for intercropping are investìgated. The suitabi'l'ity of these techniques

is il'lustrated by analysing data from 5L lndonesian intercropping experiments.

The biometrical techniques used here have been app'lÍed to investigate

three important aspects of intercropping experìments. The first aim is

to assess the validity of the assumptions underlying the models and also

to develop the previous models in order to assess yield advantages in

intercropping. The second is evaluation of the cropp'ing systems x

envi ronmental i nteracti ons and y'iel d stabi'l i ty fori ntercropp'ing. The

third is a discussion of the role of competitíon analysis in intercroppìng

experiments. The thesis also prov'ides guidance on experimental designs

for Indonesian intercropping experjments.

The assumption underlying two popular models in intercroppìng the

Land Equ'ivalent Ratio (tEn) (Mead and Wjlley, i9B0) and bivarr'ate analyses

(Pearce and Gjll'iver, 1978, 1,979) are examined in Section IV.1. The LER

is quite satisfactory as regards distribution and homoscedastícity as

ìong as there are no outliers in the data. It is shown that for many

data sets and analyses, the hypothesis of equality of correlation needs

to be tested as well as that of equality of treatment means in the

bivariate analysis of variance. Sjnce there are two characteristics of

interest (the two separate crop y'ie'lds), then without knowing tlre criterion

of "the best", the problems of choosìng the best treatment will not be

solved. Univariate and multivariate anaìyses are investigated in order

to determine how best to assess the degree of yield advantage for inter-

cropping systems (Section IV.2). The study emphasizes that more than one
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analysis should be done in order to get a better understandìng of the

nature of any yie'ld advantages. The ioint use of LERs and bivariate

anaìys'is ìs suggested as the two methods complement each other. In order

to have a comprehensive result, the study offers an alternative criterion

of the best treatment, a new effective LER (LER'). The best treatment

is defined as that which has the yield of the main crop meeting the

farmer's requirements and which also has the highest bioìogical efficiency

in terms of LER'.

In v'iew of the problems encountered in assessing both the interaction

of cropping systems and env'ironments and a'lso y'ield stability in inter-

cropping systems, the study treats lhese aspects extensively (Chapter V).

0n analys'ing the Indonesian intercropping data, one concludes that the

experìmenters seem not to real ize the 'importance of these factors for

intercropping systems, as few relevant experiments have been conducted.

Accordingly, any conclusions must be tentative in the extreme, but the

results have the merit of merg'ing the study of croppíng systems or

cropping comb'ination x environmental interaction for Indonesjan inter-

cropping experiments.

The usefulness of the bivariate graphical method (Pearce and Gi'lliver,

1978,1979) is highlighted in Chapter VI in examining the nature of

competition analysis for intercropping experiments. The study deveìops

this technique and emphasizes that wjthout dist'inguishing the degree of

yield advantage, most pubjished compet'ition functions are ìargeìy

uninformative. It is proposed that in order to have a better understanding

of the final yields, one must consider growth and other characters of

crops under intercropping.

Experimental design considerations and guìdelines in design'ing

Indonesian intercropping experiments are discussed in Chapter VII. The

study shows that the experimenters i n some cases have been confused about

the objectives of experiments and consequently about relevant experìmenta'l
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designs. Much closer coìlaboration is needed between experimenters and

statisticians; the lack of statisticjans or biometricians in Indonesia

may cause major problems ìn app'lying even the existing statistical methods

for intercropping experiments. This has important implications for

agrìcultural practìce in developing countries.

a

a
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I. GENERAL INTRODUCTION
wp,lT[ |NSTtTlll E

LI BRARY

Intercropping or growing crops in mixtures is one of the important

features of farming in developing countries (Jodha, 1979). It has long

been recognized as a very common practice throughout the developing trop'ics

and subtropics (Hardwood and Price, 1976; Willey, 1979). In India, its

importance has been highlighted ìn a very comprehens'ive review by Aiyer

(1949). Historicaìly, however, as Andrew (7972) and Freyman and

Venkanteswarlu (1977) mentìoned, it has been regarded as a primitive pract'ice

among subsistance farmers which would gjve way to sole cropping as a

natural and inevitable consequence of agrìcultural development. More recent'ly,

it has been realized that ìntercropping remains an extremlly widespread

practice and is 1ìkely to continue so for the forseeable future (Francis

et al . 1975; Ok'igbo and Greenland, 1975).

There are some djfferent definitions of intercropping or mixed cropping,

but most writers agree that intercropping is the growing of two or more

crops s'imultaneous'ly on the same area of ground (Crookston, I976; Pearce

and Gill iver 1979; De and Singh , 1979 and l,üilley, L979). The crops can be

in alternating rows or mixed together within rows and also they are not

necessarjly sown at exactly the same time and their harvest time may be

quite different, but they are usually s'imultaneous for a sìgn'ificant part

of their grow'ing periods. The two terms intercropping and mixed cropping

have often been used synonymously in the past.

The main objective behind most intercropp'ing experiments has been to

investigate the output of the intercrops compared with the relevant monocrops

and also to compare between'intercrops themselves (eearce and Gilliver,1978;

Mead and Wiìley, 1980). The other major reason for studying intercrops

is that ìarge areas of the tropics and subtropics have a growing season that

is too long to be effectively utilised by a single crop, but too short for

successful double cropping, i.e. one crop succeeding another in time (Andrew,
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1972; Freyman and Venkanteswarìu, 1977). Mixed cropping has given higher

returns per hectare than doub'le or sìng'le cropping. As Fisher (1977) said,

the yield advantage that would justify ìntercropping has commonly been

thoughttobe a higher yield from the mixture than from an equal area divided

between monocultures of the components in the same proportion as that'in

which they occur in the intercrop. Numerous reports of this kind of

intercropping advantage (reviewed 'in Jensen (1952) and Simmonds (1962)) gave

the impression that i ntercropping was h'ighìy desi rabl e. More recent'ly

the advantage requjred to justify intercropping has been realised to be a

superiority of the yield of the mixture over that of the better (or best)

of its components grown in monoculture over the whole c'f the same area.

Wiì'ley (1979); Gomez and Gomez (1983) also emphasized that intercropping

increases the yield stability erren during the bad years, there is still
high enough yield to satìsfy the minimum food requ'irement of the fami'ly.

This is thought tobe of particu'lar ìmportance to poorer subsistance farmers.

A major cause of yield advantages in growing crops together is that two

or more crops w'ith diverse growth habjts or durat'ion of growth, or both,

may be able to exploit pìant nutrients and moisture jn different soil layers

and intercept lìght more effectively than a singìe crop (Donald, 1963i and

Trenbath, I974, 1978). Other causes have been suggested (l,'lìlley, 1979),

perhaps the most important of which is the possibil ity of better control

of weeds, pests or diseases. The weed aspect is relatively strajghtforward,

better control being possible where intercropping provides a more competitive

commun'ity of crop plants either in space or time than sole cropp'ing

(Litsinger and Moody, 1975; Rao and Shetty, 1977). The pest and disease

aspects are much more complex. Many instances of better control have been

quoted (Aiyer, L949; IRRI,1973, 1975) and some of the possible mechanìsms

have been reviewed (Trenbath, !974; L'itsinger and Moody, 1975). However,

there have also been instances of poorer control (Osiru and hlilley, 1972;

Pínchinat et al., 1975). Other possible causes of yield advantages may be

important in certain situations but have as yet received little research
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attention, e.g. one crop may provide physical supporf for another (Aiyer,

1949), one may provide shelter for another (Radke and Hegstrom, 1975)

or a more continuous leaf cover may give better protection against erosion

(Seddoway and Bonnett, 1975).

However, it must be also appreciated that there can be some d'isadvantages

of intercroppìng (l.Ji1ìey, 1979). These can take the form of a yìeld

decrease because of adverse compet'itive effects, although such effects

are l'ike'ly to be rare. As Risser (1969) and R'ice (1974) mentioned,

allelopathic effects may also occur. A more serious disadvantage is often

thought tobe the difficulties concerned with the practical management of

intercropping, especial'ly where there is a h'igh degree of mechanization

or where the component crops have djfferent requirements for fertilizers,

herbicides, pesticides etc. (Pearice and Gill iver, 1978). These difficulties,

however, are typica'l1y associated with more developed agriculture; the

farmer in a poor or underdeve'loped country not onìy seems well able to

handle'intercropping but also seems to have a strong inherent preference

for jt (l^lilley,1979). In thìs respect, it is worth emphasizing that a

further justificatjon for more intercropping research is that it'is the

small farmer of limited means who ìs most 1ike1y to benefit.

Mead and Riìey (tggt) mentioned, it is ìmportant to distinguish between

intercroppìng experiments and conrpetìtion experiments. They emphasized

that, in intercropping, the objectives are essentialìy agronomic, to find

the best way of growing an intercrop comb'ination; an intercropping experiment

will normally 'incìude a substantial number of experimental treatments for

a part'icular crop mixture. In competition experiments, the obiectives are

more pureìy biological, to understand the mechan'ism of competition' by

examining which species or genotypes show competitive benefit when grown ìn

mixtures; a competition experiment will normally incìude mixtures and pure

stands of many species or genotypes, grown under one or a few environments

or treatments. This investigation is concentrated on intercropp'ing experiments

rather than competition experiments. Therefore, it wilì not include the
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competition expeniments, although it will be concerned with competition,

in the context of intercropping experiments.

1dhile the advantages of intercropping systems are considerabìe, it

is obvious from the literature that our understanding of assessment of a

yield advantage in intercropping experiments Ís small. Part of the probìem

is that component crops, which are oftenverydifferent in species or level

or yield, are difficult to compare. The other problem arises as the two

crop yields in mixed cropping provides different requirements to the farmers.

In the present study, my aim is to investigate the validity and their

efficiency of the prev'ious models and to get a new model that is suitable

for thÍs situation.
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II. LITERATURE REVIEI^f

1. CRITERIA FOR ASSiSSING YIELD ADVANTAGES

In many of the experiments reported, intercrops have been achieved by

adding together the plant populations used in the pure stand treatments

(Evans, 1960; Evans and Sreedharan,1962; Agboola and Fayemi, I97L). A

disadvantage of this system is that the total population of the intercrop

is then greater than that of the pure stands. Therefore, if care is not

taken to ensure that pìant popuìations are suffic'iently h'igh to achieve

maximum productiv'ity in the pure stands, the intercrops may give an

apparent yieìd benefit simpìy because they are the only. treatments with

adequate population pressure (t.lil1ey and 0siru, 1972). De Wit (1960),

in studying competjtion, deve'loped the method of the replacement series.

This simply means that an intercrop is formed by repìacing a certain proport'ion

of one species by another, thus keeping the total popuìation pressure

constant.

It is generaìly accepted that more than one analysis should be applied

to intercropping data (Mead and Stern, 1979). As there is no standard

method of analysing data from intercrop and sole crop together, it is sensible

to have first separate analyses for the so'le crop yields of each crop, for

the yields from both the sole and'intercropped plots of each crop, and

possibly for on'ly the intercropped pìot y'ieìds (Mead and Riley, 1981).

Later an analysis of combined yields of the crops can be considered. As

Mead and Riìey also mentioned, there has been little work on the anaìyses

of such combi ned y'iel ds .

Three concepts ofmethods of analysing the combined yield in intercropping

systems that are widely used by researchers are the economic anaìysis, the

index of the Land Equivaient Ratio and the bivariate analys'is of variance.

As the economic analysis is simpìy weirghing each crop y'ie'ld by each price

and then adding together to get the combined yield, it will not be included

in this review. The two concepts that will be discussed in II.1.1 and II.I.2
are the Land Equ'ivalent Ratio and the bivariate analysis.



1.1 THE C0NCEPT 0F THE LAND EQUTVALENT RATI0 (LER)

hlilley and Osiru ç.972) and Huxley and Mainggu (1978) pointed out the

danger of comparing a comtiined intercrop yield with combíned sole crop

yieìd on the bas'is of the same sown proport'ions, because competition in

intercrops usual'ly resu'lts in a djfferent proportion of finaì yields than

from sole cropping. To illustrate this argument, l,Jilley (1979) described

the three possib'le patterns of results from replacement-series experiments,

which have dominated most research into competition (Fig. 2.1.1.1). When

the actual yie'ld of each species is less than expected (Fig. 2.1.1.la)

it is called mutual inhibition, when the yield of each species if greater

than expected (Fig. 2.1.1.lb) this is called mutual cooperation, and when

one yields more than expected and the other less (Fig. 2.I.1'.lc) this is

called compensation.
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Fig. 2.I.l.l Type of compet'ition between spec'ies (from l,liì1ey, 1979).



A disadvantage of this w'ideìy-used diagrammat'ic approach is that with

compensation, the apparent overall advantage may be illusory. The "expected" yield

in Fig. 2.L.L.lc is calculated assuming that the area is div'ided into two

equal pure stand areas whereas the actua'l yieìds of the two species in a

50: 50 mixture could have been achieved by dividing the area into two pure

stand areas'in the proportion of k and (1 - k), where k I 0.5. Essentially,

when the dominant species, i.e. that yield'ing more than expected, gives the

greater yield, the diagrammat'ic comparison of intercrop with sole crops'is

biased infavour of mixìng. 0f the possibìe ways to overcome thjs problem,

t^Jilìey (1979) concluded that the most generally useful jndex for expressing

the yield advantage is probabìy the Land Equivalent Rat'io (LER), defined as

the relative land area required for so'le crops to produce the same y'ield as

intercropping. This is essent'ia'lìy the same as the Relative Yield Total (RYT)

that has been deve'loped by de Wit's group (de Wìt, 1960; de l,lit and van den

Bergh, 1965; van den Bergh, 1968), though the standardising soìe crop y'ie'lds

for the sole crops used as denominators in calculating the LER's are not

regarded as necessarily being the y'ields for the sole crops under the same

conditíons as the intercrop, but rather as a measure of the maximum achievable

sole crop.

Following the notation of Mead and Willey (1980), the Land Equivalent

Ratio (LER) can be written
M

LER=L +L (2, 1 .1. 1)
A B

where LO and L, are the LER's for the individual crops;

MO the yieìd of crop A that is'intercropped with crop B;

M, the yjeld of crop B that'is intercropped with crop A;

SR the yield of sole crop A;

S, the y'ield of sole crop B.

liead and Willey (1980) and l4ead and Riley (1981) pointed out that there are two

difficulties with the LER's as defined in Q.1.1.1), and both arise from its

use as a measure to compare different intercropping situations. S'ince the LER

-MR
SR

+ Bq
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is defined as a ratio, ìarge values can be obtained because of ìarge yieìds

in intercropping, but also because of srnall yieìds in corresponding sole crops.

The second difficu'lty in using LER's as a measure of biolog'icaì effìciency

to compare different situations is the impìicit assumption that the harvested

proportions of the two crops are exactly those that are requìred in each

situatÍon. Thus, a LER prov'ides a measure of bio'logical efficìency for each

genotype comb'ination, but is not always suitable for contpaning combinations.

Because of these difficultjes, Mead and W'illey (1980) suggested that, if LER

is to be used to cornpare different situations, one should regard the sole crop

y'ields purely as standardising factors, making'it possible to add y'ields for

the two crops. For the purpose of companing genotypìc combìnations, it may

be sensible to use the same standardising factors for each combinat'ion, which

leads to SA and SB being defined as maximum or average sole crop yieìds for

the experimental treatments.

Another difficulty of using LER as a measure of the available yieìd

advantage, is that there is an implicjt assumption that the yie'ld proportions

incorporated in that LER are those requ'ired, or acceptable by the farmer,

which raises particular clifficult'ies in co.rnparisons between LERs with different

yield proportions, a strajght comparison inipl¡rjng that either combinat'ion of

yieìd proportìons is equa'lly acceptable. Mead and l^li'lley (1980) gave as an

example, an experiment at ICRISAT on maize/ptgeon pea which gave results (kg/ha)

for the two best intercrops as follows (Table 2.I.1.1).

Table 2.I.I.l The result of experiment at ICRISAT for the two best
intercrops of maize and pigeonpea (from llead and bliìley, 1980)

Intercrop I
Yield

(kg/ha) LER

Intercrop Z

Yield
(kg/ha) LER

Intercrop maize

Intercrop pigeon pea

Total LER

Lu

+

2234

896

0.66

0.87

1.53

3130

57L

0.92

0.52

r.44

M

Yield proportìon of maize 0.43 0.63



It could be misleading to argue that Intercrop I is better than 2 on the

basis of a h'igher LER, because Intercrop 2 m'ight be preferred if the minimum

yie'ld proport'ion of maize desired by farmers was 0.60. Mead and Stern (1979) and

Mead and Willey (1980) calculated the proportion of intercropp'ing (k) for

required proportion (p) of crop A and then calculated the effect'ive LER' to

overcome this probìem:

,ifp>pmax=LO

p

L

(2.t.r.2)

(2.1.1.3)

(2.1.7.4)

(2.1.1.s)

B
The effective LER = +

For p < pmax, the formul ae are the same, except that A and B are reversed.

The comparison then is on the basjs of the effective LER'instead of the LER

itself. If, for each combination,'it is assumed that the sole crops included

to modìfy the harvested proportions are the genotypes used in that combinat'ion,

then those equat'ions become

A

(1 - p)cn
[= plg (I - p)LA * (1 - p)cA

LRCR

The effective LER = +L -C )pA B A

where CO is the LER value of crop A grown as a sole crop to modify the harvested

proportions. In calculating the effective LER, Mead and t^lilley (1980) assumed

that the sole crop areas which are to be mjxed with the intercropped area to

obtain the required harvest proportions of the two crops wilì comprise the

form of so'le crop wh'ich gives maximum yield. They also assumed that the

maximum so]e crop yjelds are used as the standardising measures in calcu'lating

all LER's.

I,2 THE APPROACH USIiic BIVARIATE ANALYSIS

Mult'ivarìate analysis of the results of agricu'ltural experiments in

which more than one variable lvas measured has been proposed before by Quenouìlìe

(1950) and Steel (tgSS), but in circumstances that lead to some prejudice

(cR-LA)+( L
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against it. Steel (1955) suggested its use for two successive crops of a

perennìa'l species and appeared to 'imply that in the agricu'ltural context

the mean performance of a treatment is of little importance as'long as

the significance. of treatment differences can be established, a vìew
irÀ ll.41 ¡Lrtr'ørfa- @ri.r<,r¿ì'

strong'ly contested(by Finney (1956). Pearce and Gilliver (1978, 1979)

emphasized, however, that while means are obviousìy important, significant

tests have their place as well.

The purpose of bivariate ana'lysis ìs that the two variates are dealt

with, not separately, but in coniunct jon. In intercropp'ing situat'ions,

the diffìculty comes from the correlation between the yield of crop 1 (X,.)

and that of crop 1 (Xz) (Pearce and Gilliver, 1978, 1979). It cannot be

assumed that neither one exactly determined the other, nor that the two

were completely independent. There are, in fact, likely to be two contrary

forces at work. If a pìot contaìns good soiì, it is to be expected that

both crops will do welì, which imparts a positive correlation to X1 and X2.

0n the other hand, the two crops are in competit'ion, which tends to make

the correlation negat'ive, and there is no prior reason for declaring which

force will prevail or how much. Pearce and Gilliver (1978, 1979) suggested,

partly following Steel's approach, how to analyse intercropping experiments

w'ith bivariate analys'is. They proposed two different methods which are in

fact equivalent.

The model in thjs approach is in fact the multivariate one. For a

randomized complete block experiment, denote the yield in the hth crop for

the ith replicate the ¡th treatment by

trj(n) = u(h) * o,(n, * .r(h) + ,.,r(n) (z.r.z.t)

Since tests of significance are pìanned, assume Ût. err(h) have a ioint

normal distribution and, for fixed h, are independentìy distributed with

a corrnon variance. Assumptions about the other additive components may

be those of the usual modeìs. The otherimportant assumption in bivariate

analysis is that the correlation between the yìeìd for the two crops js
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constant for all treatments, I shall test this later.

Following the same arguments of Pearce and G'illiver (1978, 1979) and

Gilliver and Pearce (1983),1et the two crops, when anaìysed, have error

variances of Vrr ârìd Vzz and let the error covariance be Vrz. Also let

Vj, and Vi, be the same variances aftr-.r adjustìng each variate by the other,

i .e.

V 11 /u22
(2.r.2.2)

(2.t.2.3)
V'.,.

V,,

v,.,

v'. ,/vr 
"

YL,

Now form two new vari ates

yr = Xrl /V;

Yz = (Xz - Vrz Xr)//Íu

It will be found that these neuJ variaties have error variances equal to one

and error covariance equal to zero i.e. they can be treated as if they

were i ndependent.

The first method then is to transform all data from X1 and X2 to Yt and Yr.

The means of the new variates can then be graphed against one another in the

usual way to show varying effects. In the other method' the correlation

between the origina'l variates Xr and Xz is allowed for by the use of skew

axes. These approaches are ì I I ustrated ì n Fi g. 2.1.2.1'.

Using the first method, the pojnt, M, is reached from the origin,0,

by go'ing a distance, Yr, a'long the horizontal axis at P and then a d'istance,

Yz, parallel to the vertical. Using the second, it is reached by going a

distance h = h/lVl along the skew axjs to Q and then a distance

7z = Xz//Vj, parallel to the vertical axìs, the ang'le e being such that its

cosine is the correlation coeffjcient betleen Xr ôñd Xz, i.e.

(2.r.2.4)

(2.r.2.5)

By either method, the same point, M, will be reached.

(2.t.?.6)
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Fig. 2.1.2.I Diagrammatic scheme for re
the effects of treatments
Gil I iver, 1978).

resenti ng
recira.wn from Pearce and

p
(

Both methods have advantages. S'ince Yr and Y2 ôFe uncorrelated, and

have the same variance, it follows that a d'ispìacement in one direction

is as important as a similar displacement in any other. Hence the standard

error of a treatment mean of n values is repnesented by a distance af I//n

in any direct'ion, and pìotted as a circle of radius I/ñ on the Y axes.

0n the other hand, it is easier to think in terms of 77 and Z2 which are

only X1 and Xz on different scales, the skewness of the axes being a

reminder that a change in the value of one 'imp'l'ies a change in the other

also. Thus, if the correlation between X1 and X2 is positive, as was

assumed in F'ig. 2.I.2.1 for a large Zt, a large 22 is needed to achieve

the same value of Yz. It has been assumed in Fig. 2.1.2.1 that X1 and

Xz ôre positive'ly correlated, so that O ljes between 0 to 90 degrees.

If the correlation were negat'ive, o would lie between 90 and 180 degrees'

i.e. the skew axis would be above the horizontal one, not below it.
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For testìng of sìgnìficance, Pearce and Gilliver derive results

ultimately from the work of Wilks (1932) as presented by Rao (1952).

The varjates of Yr and Yz have been chosen so thqt the error variance

of each equals one and their covanjance equals zero. If there are e

degrees of freedom for error, the'ir error sums of Squares must equal

e and the error sum of products must equal zero. Let the correspondìng

values for treatments be f11, Izz ôrìd trz with t degrees of freedom.

Then the criteria to be used are

g = ¿z/B Q.1.2.7)

and

g = (rrr + e) (rzz i e) - rt " 
(2.1.2.8)

Its significance can be judged by caìculating the bivariate F value, which is

e 1 (2.r.2.e)

(2.r .2. 1o )

t

and referring it to ordinary F tables with 2 t degrees of freedom for

treatments and 2(e - 1) for error, to see'if the treatment points can

be regarded as sign'ifìcant'ly d'ifferent or not. It will be seen that the

bivariate F could have been obtained as

-e
e

n

e-1

However, it can be useful to have a test for the distance between two

specified points, analogous to the use of least significant differences.

If two arb'itrary points are a distance d apart and each is based on

n observatìons, then

rrr = ån (d'ifference in values of Yr)2 ¡ so 11 'lzz - t?, = O

and
2(rtt + rzz)

(2.r.2.1r)

Consequentì y ,

d=

B=e(ånaz+e¡ (2.r.2.t2)
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and t equals one. (It is assumed that the design is of full efficiency,

e.g. in randomized blocks.) hlith this result, it is possible to use a

generaìized F test as described above, but a simpler form exists in the

case of there being only one degree of freedom in the numerator (Rao,

7952) and that can be used here.

It appears that d is significant if d2 exceeds

4. F., 
o

ñ1. --=Ti Q'r'z '73)

where F^ is the critical value of F for 2 and (e - 1) degrees of freedom
Cr d

at the significance level cr.

A further need may be to find contour lines to join points having

the same value when a unit of Xr is held to be worth c1 âñd a unit of Xz

is valued at a2 , i.e. to join points have a total value of

c = cr.Ix1 '+ s,2x2 (2.1,.2,74)

Three such points are readi'ly found

1) Let Y1 = 0, then Xr = 0; Xz = cfaz

and Y2 = c/(az Mrr)

2) Let Yz = 0, then Xz = Vr zXt/Vrt

(o,-Vt r * ozVrz)Xr
c=

Vr r

and

Yr = c/Vrr/(otVtr * qzVrz)

3) Let 7z = 0, then Xz = 0t Xr = c/ar

and 21 = ç/(a1lV[).

To compìete this approach, Gilliver and Pearce (1983) presented the

graphica'l assessment of interaction for factorial experiments. Let there

be two factors, A and B, each at two levels (1 and 2), i.e. a 22 factorial

design, with the four treatments giving mean values of ArBr, ArBz, AzBr

and ArBr, respect'ive'ly. If A and B operate independently of one another:
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AzBz = ArBr + (AzBr - ArBr) + (ArBz - ArBr) = AzBr + ArBz - ArBr

The extent to which the actual value of AzBz differs from the expected

value is cal.led the interactìon of A and B, usual'ly written A x B. As

in intercropping, we dealt with the bivariate case, the diagram requ'ires

at least two d'imensions.

Y) Y,

A,B,

Ar8,o-õ
ao
a
o
o
o
!
o.;
E0
E
o
c6

l-

Ex¡r ArB, E A,Bxp

A,B, 4,8,7

ArB' A,B,

A,B, A,B'

.Yr
Transformed yield of crop species I

Fi g. 2.1, .2.2 Two-factorinteractions of the same

magnitude but with different agronomic
impl ications. (from Gi I I i ver and Pearce ' 1983).

Points ArBr, AzBr, A1B2 and AzBz in Fig.2.7.2.2 show the results from

the four treatments. If B has the same effect in the presence and absence

of A, the expected point AzBz completes the paraì'lelogram defined by points

ArBr, AzBr and ArBr. If the actual point lies elsewhere, its dispìacement

represents the interaction. The displacement of the observed Point AzBz

from the expected value is shown in F'ig. 2.I.2.2 by a sol'ici line capped with an

arrow. A circle drawn round the expected AzBz will give the same sign'ificance

level for interaction. However, the practical interpretation will depend

on the actual location of A2B2 (eg. in the two cases shown in Fig. 2.1.2.2,

the interactions are equal in magnitude, and therefore in statistical

significance, but very different in their agronomic imp'licatjons).
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The b'ivariate interaction combines both the univariate interactions

for the two variates, Yr ârd Yz, i.e. (Bivariate interactjon)z - (Un'ivariate

interaction for Yr)2 + (Univariate interaction for Yz)2, since Yr and Yz

are independent and the rules of geometry apply. A bivariate test will

normally be more sensitive to treatment effects than either univariate test.

If there are three factors, the situation is more complicated as

Fig. 2.I.2.3 shows. If the points for treatments ArBrCr, ArBrCl and A1B2C1

are pìotted, they give the expected po'int for AzBzCr. The dispìacement of

the actua'l point from its expected position shows the interaction, A x B,

in the absence of C. If the points ArBrCz, A2B1Cz and ArBzCz ôFê rìoW

pìotted, completing the paralleìogram, and adding the interaction iust found

for A x B in the absence of Cr, it wilì give an expected point for AzBzCz.

V,

Exp ArB,C,
A¿8rCr

N

_o

oo
o
o

o
p
.9

!
o
E
o
tr
G
F

A,B¡C2

Exp ArBrC,

A:B'c,

A?BrC¡

A?82C'

A,B¡C,

ArB,C,

ArBrC2

Transformed yield of crop specles 'l

Fig.2.I.2.3

The displacement of the actual point from its expected position will give

the three-factor interaction, A x B x C. Again, all points at a given

distance from the expected position will be the same as far as signìficance

levels are concerned, though they might weìl lead to different practica'l

Graphical representation of data from a

three-factor experiment illustrating three-
factor interaction. (from Gill iver and

Pearce, 1983).
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conclusions. The fact that the two paralìelograms in Fig. 2.7.2.3 have

different shapes is irrelevant to the estimatìon of the three-factor

interaction, though it may we'lì indicate two-factorinteract'ions such as

A x C or B x C. The order of the factors is immaterial; the interactions

A x B " C; B x A * C; B x C x A are the same.

As a result of the complexity of this d'iagram for h'igher order

factorials, the magnitude of interaction would be much better by usìng

the colour graphics rather than black and white paper'

?. CRITERIA FOR ASSFSSSING YIELD STABILITY

It is often suggest that'improved stabifity of yield is one of the

major reasons why 'intercropping cont'inues to be an extremely important

practice in many developing areas of the world, especia'l1y those areas of

greater risk (A'iyer, 1949; Rasmuson, 1968; Yodha, 1979). It also provides

different crops from a small land'area, e.g. cereal and pulse for a more

balanced subs.istance diet. The stabil ity 'is credited to several factors,

including disease resjstance, increased resistance to lodging, and

undefined complementary effects inherent in certain intercropping (Jensen,

1952; Grafius, 1966; Freyman and Maldanado, 1967). As Rao and l^lì'l1ey

(1980) said,'intercropping cou'ld also provide greater stabilìty if its

yield advantage compared wjth sole cropping were greater under stress than

nonstress conditions, since this would mean that intercropping yields

in seasons of stress would not decrease as much as yieìds of sole crops.

Three methods that have been used to assess relative stability of

yield in intercroPPing are:

(i) computing coefficient of variation (Rasmuson, 1968; Rao and

14il.ey, 1980). Both Rasmuson and Rao and l,lilley concluded that'

by calculating the coefficient of variation, intercropping was less

variable than sole cropping. However, th'is approach g'ives onìy a

relative1y sìmp'le expression of the variabil ity about the mean yiel<l

( Rao and l,J'i ì I eY , 1980 ) .



(ii) Adaptìng the regression technique, which has frequently been used

to examine the stabif ityof individual genotypes over a range of

env j ronments (F'i nl ay and l^li I k'i nson , 1963; Eberhart and Russel , 1966;

Rasmuson, 1968; Briese and Hìll, 7973; Rao et a].,1979; Rao and l,Ji'lley,

lgB0). Finlay and IlIilkinson emphasized that a regression coefficient

of unit slope (b = 1) indicates that variety yjeld is directly

proport'ionaì to the environmental index (j.e. such a variety has average

stabil ity). A comp'leteìy stable variety (b = 0) would yie'ld the same

in all environments. Rao and l^lilley (1980) drew attention to a major

difficulty encountered in the evaluation of intercropping by this

approach, namely that comparisons are bejng made be.tween crops which

have very different types and levels of yield. To overcome this problen,

Rao and 1¡illey suggested that the different y'ietd levels can be taken

into account by consjdering relative yields, the mean for each crop over

all locat'ions be'ing taken as 1. As they emphasized, a further feature

of thjs relative y'ie'ld approach is that it highì ights the yìe1d

advantage of intercropping that would commonly be corrrputed using LER'

on which basis the response of intercropping was greater than either

sol e crop.

Despite the poss'ible usefulness of these two approaches (i.e. coefficient

of variation and adapting the regress'ion techn'ique), they leave much to be

desired because they stilì do notindicate,'in simpìe prat'ical terms, what

a given level of statistical stability means to a farmer (Rao and Wi1ìey'

1e80).

(iii) By assum'ing that a farmer's major concern is to avoid disaster,

Rao and Willey (1980), following the'idea of Francis and Sanders (1978)'

estimated the probability of each cropping system fai'ling to provide

given disaster levels of monetary returns (Fig. 2.2.I). An additional

feature of this mode of presentation js that because the price structures

are not static, the price ratio for sorghum: pigeonpeawas randomly

alìocated for each location with the range 1: 1 and 1: 3, though the

data could just as easily be presented for any fixed ratio required.
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By using thìs approach, Rao and Wil'ley concluded that at any given

disaster level , intercropp'ing showed a much lower probabil'ity of

failure than either sole crop.
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Fig.2.2.1.

3. CRITERIA FOR ASSESSING COI4PETITION

In studying the development of a community of plant spec'ies, it is

important to know how each species is affected by its competition with

others for space, light, moisture, nutrients and other requisites (William'

1962). As I emphasized earlier, th'is study is concerned with intercropping

experiments, so the models for describ'ing competition that are proposed

for competition experiments will not be discussed here. hlilley (1979) listed

some coefficients that are generally used to describe competition in

intercropp'ing experiments. They are Relative Crowding Coefficient,

Aggress'ivity, Competition Index and the Land Equivalent Ratio.

De tlit (1960) proposed a relative crorvding coefficient to support the

examinat'ion'in mixture experiments. This coefficient is aimed to descrjbe

the degree of competition between species in the mixture. This coefficient

Probabilìty of failure for sorghum and
pigeon pea in different cropping systems
at a given disaster level of income.
(from Rao and Willey, 1980).
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was examined in detaiì by Haì1 (1974a,1974b). He assumes that mixtures

form a repìacement series.

Then
Y xZ

ab ba (2. 3. 1)k,
AD Y X

aa ab ab

and ku' is defined as the Relative Crowding Coefficient of species a over

species b in the mixturesi Zab and ZOu are the sown proportion of species

a (in mixtures with b) and the sown proportion of species b (in mixtures

with a) respect'ively; Yuu and YuO are the y'ield of crop a as sole crop

and in mixtures wjth crop b respectively. The values of k for each species,

ku' and k'u and the product ku' and k'u are used to desiribe the level and

type of interference occurring between two species. If a species has a

coefficient less than, equaì to, or greater than one, it means it has

produced ìess yjeld, the same yield or more y'ield than expected respect'ively.

The component crop with the higher coefficient is the dominant one. l^Jhen

the two species compete for the same resources, the product of ku5 and k5u

should be equal to one. If kab " kbu is greater than one, a and b may

be compet'ing for different resources; the product may then be described

as the advantage of the mixture. In contrast, when kab " kbu is smaller

than one, the mixtures were described as dÍsadvantageous.

McGilchrist (1965) and McGilchrist and Trenbath (L97I) proposed another

coefficient to describe the degree of competition between the species in

the mixtures, i.e. a measure of Aggressivity and it is usuaìly denoted by A

Y
ab

Y
ba

xZ Y
(2.3.2)

aa ab
A,

AD Y bb " Zba

where Yaa, Yab, Ybu, Zab and ZOu are the same aS in reìative crowding

coefficients, described earl ier.

An Aggress'ivity value (Ai¡) of zero indicates that the component species

are equal'ly competitive. For any other situation, both species have the

same numerical value but the s'ign of the dominant species will be posit'ive
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and that of the dominated negat'ive; the greater the numerical value, the

bigger difference ìn competitive abilitìes and the bigger the difference

between actual and expected yields.

Donald (1963) suggested the competition index to describe whether

the association of the two species in the nrixtures is beneficial or not.

The basic process is the calculatìon of two equ'ivaìence factors, one for

each component species. For species a, the equivalence factor is the

number of pìants of species a which is equaìly competitive to one plant

of species b. In generaìized terms, the competìtion index is

(N'A-NA)(N'D-Na)
(2.3.3)

NR Ng

where NO Rlants of species A compete with NB plants of spec'ies B on a unit

area, and the yield per p'lant of A in the mixture equa'ls the yield per pìant

of N'O in a pure stand on a un'it. area and the yield per plant of B 'in the

mixture equals the yieìd per plant of N'U pìant in pure stand on a unit area.

If the competition index is less than one, there has been an advantage of

mixing. Converseìy, if the index'is greater than one, a harmful association

would have been indicated. Donald emphasized that in order to determine the

competition index, it is necessary to grow each spec'ies in pure stand at a

sufficent range of dens'it'ies to enable a density-yield curve to be

constructed. As a result of that condition, the use of compet'ition index

in intercropping experiments has been small, though Lakhani (1976) (in

Willey, 1979) suggested using some quantitative relationships between yie'ld

and plant population (I^lilley and Heath,1969) in improving estimation of the

yield in a certain density.

l.liìley (1979) suggested that comparisons between 'individual LERs (Ln

and Lr) can indicate competitive effects. He compared the reìative crowding

coefficient, the aggressiv'ity and the LER for experiments of sorghum and

mitlet'intercrops. The conclusion of his study is that both the crowding

coefficient and the LER values show which combination does, or does not,
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give yield advantages; the aggressivity va'lues are not ab'le to do this.

As l^lilley emphasized, a major drawbackofthe crowding coefficients is

that they do not gìve a simple indication of the actual magnitude of any yield

advantage. l^liì'ley and Rao (1980) pointed out that, although the aggressivity

has the merjt of trying to relate the yieìd changes of both crops, it might

be more meaningfu'l to calculate the ratio of the equations (2,3.2) in terms

of ratio and it is called the competitive ratio.

cRa 
[r--]/[*-] (2.3.4)

The competjtive ratìo term is therefore simply the ratio of the individual

LERs of the two component crops, but correcting for the proportions in which

the crops were initially sown. l^lilley and Rao emphasized that the CR value

gÍves the exact degree of competition by inclicating the number of times one

crop is more competitive than the other. Moreover, they said that in

contrast to the probìems experienced with the nrethod above, this relationship

will hold true whatever level of yield advantage is beìng achieved by

i ntercroppi ng ( j .e. for any total LER val ue ) .

4. CONCLUDIIIG REIVIARKS

To compare or assess the yjeld advantage and its relatìon factors in

intercropping experiments, a study has to be made, both in the validity of

the models that have been proposed and its efficiency in the various types

of these experiments.

Several problems must be overcome in this study. The first one, as

mentioned earlier, is to test the validity of the models and their effjciency.

The methods that have been discovered are still not satisfactory from either

the agronomist's or the statistician's po'ints of view. For exampìe, the
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Land tqu'ivalent Ratjo (LER) js designed to solve thjs probìem but the LER,

calculated at any sìngìe combinat'ion of plant populat'ions, is not, ìn itself

a useful criterjon. At very w'ide spacìngs, such aS are often found in

peasant agricuìture, the p'ìants will be so far apart that they are vjrtualìy

free-standing, under whjch cjrcumstances the LER is 1 and ìntercroppìng

offers noftechnical advantages, apart from perhaps the case of tillage'

aìthough socjal and economic considerations may be overrid'ing. 0n the

other hand, the highest LER value sometimes does not mean anything to the

farmer due to the LER itself not allowing for the relative merit of each

crop. Even the effective LER does not heìp in this sjtuation because

the calculation of the requined yield proportion by a farmer depends also

on the LER of the other crop. Therefore, the required yieìd proportjon

calculated by that method will not mean anything to the farmer. The

requirements of farmers actually comprise a certajn amount of a major crop

for staple food and some yield of a secondary crop, that would be sold

for cash. The other basic problem, as Mead and l^lilìey (1980) emphas'ized,

is that the method of standardization used in calculating LER should vary

according to the form and objective of the experiment. Huxley and Maìngu

(1978) said that all intercrop yields should be compared with the sole

crop at'its optimum population and spacing. As Mead and R'iley (1981)

pointed out very cìearly, more statistical work is needed on the choice

of standardization method 'in calculating the LER. Another consideration

for this approach (i.e. LER) is that, because LER itself ìs a proportional

measure, the assumpt'ion of normality does not general'ly hold, therefore
t

the analysis of variance is not appropriate for such data without

transformation.

The limitation of the bjvariate analysis irs the assumption that the

correlation between the yield for the two crops is constant for all treatments.

In intercropping experiments, more complex situations could occur. As

Pearce and Gill'iver (19,E) mentioned, the correlation coefficient for

both crops could be positive or negat'ive, depending on the conditions of
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the field.

There are some limitations in the three concepts that have been used

on stabil ity ana'lys'is. A limitation of the coefficjent of variation

approach is that the calculations are based only on the mean yìeìd of each

experiment, so that the variabi'lity within experiments Ís ignored (Rao

and l^lilley, 1980). 0n the regression approach, ìt should be emphasized

that there can be problems in deciding whìch cropp'ing system should be

used to calculate the environmental index. Further, in this approach,

the assumpt'ion of I 'i neari ty between the envi ronmental i ndex and yi el d

is difficult to accept (Knight, 1970), though non-linear regression

could be used instead. The monetary approach is limited'by the fluctuations

of the market.

0n the analysis of competition in intercropping, the limitation of

the Relative Crowding Coefficient kub is that in its orig'ina1 form this

compared, for any g'iven species, the actual yield per p'lant in a mixture

with an expected yieìd per p'lant which would be achieved 'if the specìes

experienced the same degree of competition in mixtures as in pure stands.

Because ku' was based on yie'ld per plant, however, population pressure had

to be constant across mixtures and pure stands and it was thus proposed

only for use with rep'lacement m'ixtures and will not be appropriate for

investigations of spatiaì arrangements (I^lìlley and Rao, 1980). The

limitations of Aggress'ivìty is that it is based simply on different levels

of yìeld advantage. Wiììey and Rao (1980) gave an example of a range of

sÍtuations sown with an initial area allocation of 50: 50 but achieving

relative yie'ld or LERs values of 0.60: 0.40; 0.70: 0.50; 0.80: 0.60 etc.

These would alì give the same Aggressivity value for the first cropz 0.20.

And yet it is difficult to argue that the competitive abiìity of the first
crop, relative to the second crop is constant across alì these conditions.

The competition index has its own limitations, since the so'le crop treatments

have to be present at a range of pìant popu'lations, so that equiva'lent pìant

numbers can be estimated. hlilley (L979) pointed out that this estimation is
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not a very accurate procedure, though Lakhani (1976) (in l,.lilìey, L979),

has suggested it can be improved by using some quantjtative relationship

between yield and plant popuìation (l^lilley and Heath, 1969). The concept

of competitive ratio is also limited to the same extent that the concept

of LER is limjted, as it is actually just the ratio of the LER.

In this study, attempts were made to analyse or evaluate intercropping

experiments (i.e. measure of yield advantage, measure of yieìd stabiì'ity

and measure of competition function). The study includes testing the

val idity and the effic'iency of the prev'ious models over a wide range of

intercropping from Indonesia and also deve'lops aìternative models.
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III. SOURCES OF DATA

1. PROBLEMS t^JITH SII'IULATED DATA

For the purpose of testing statistical methods, simulated data have

many val uabl e properti es : model s and probab ì 'l 'i t¡r fl i stri buüons are known ;

repeatability js complete; cost 'is very low; and virtualìy any desired

property of actual data may be simulated. However, for the simulated data

to be relevant to the real world, they must be based on the properties of

real experiments, and very few published data are available. Furthermore ,

not all the published work relates to croppìng systems as they are actually

used in countries such as Indonesia. For this reason, simulatjon was not

used on a large scale, though programs simulating mixed cropping experiments

were developed, an example being shown in Appendix A. Experience with these

methods, essentially those of Mayo (1975), was ga'ined in trials of some

statistical methods suggested for use in quantitative genetìcs, and the

results are shown in the two pub'lished papers in Appendix B, these

statistical methods not be'ing re'levant to mixed cropping systems.

The major source of data then was the extensive series of experiments

collected from experìmenters after cletailed discussion with them,for which

purpose the author vjsited Indonesia for two months.

2. DESCRIPTION OF EXPERII4ENTS

These experiments were obtained from the Research institute for food

crops at Bogor, Sukamandì, Lembang and Ma'lang, Sugar Experiment Station at

Pasuruan,and the Faculty,of Agriculture at Brawijaya University Malang ,

Indonesja. Experimenters and authors are noted jn the Acknowledgments; a

list of technical report 'is included in the references. In genera'l , the

aims of these experiments can be djvided into two catagories.

The first one was to determine cropping comb'inations which would

maximize the combined mixed yieìd and to ensure that in some sense this
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exceeded the maximum sole crop yield. Those researches were based on the

knowledge that farmers usual'ly need to grow more than one crop, e.g. to

satisfy dietary requirements or to guard against environmental risks.

Therefore, most of them are i ntercroppi ng between stapì e food crops and

legumes. Th'i;s covers experiment 1 to experiment 38.

The second type of experiment was aimed to maxim'ize full y'ieìd of a

ma'in crop with some additional y'ield of one or more other crops. All

experiments used intercropping of sugar-cane as a main crop and peanut,

soybean, maize, tomatoes, onion etc. as minor crops. The background of

those experiments was a government po'licy. The Indonesìan government

wants to change the management of sugar-cane from sugar factories to

farmers on their own land. It used to be the case that sugar factories

grew sugar-cane for thejr own requirements by renting farmers' 'land, but

now the government wants farmers to grow sugar-cane on their ot^/n land and

sell it to the factorjes. The problems are on the one hand that farmers

do not want to diminish their own suppìjes of stapìe food, vegetables,

etc. or wait for payment from grow'ing sugar-cane even though this can

bring much benefit. 0n the other hand, the factories do not want a short-

fall of raw material (i.e. sugar-cane) through dependence on sugar-cane

grown by farmers. Therefore, those experiments wene aimed to get fu'll

yield of sugar-cane and some additional yield of secondary crops. These

experiments appeared as experiments 39 to 51.

The physical layout of some experiments and the plant samp'les taken

appear in Figs. 3.2.I, 3.2.?, 3.2.3 and 3.2.4.

Details of experiments are as follows:

Experiment 1

There were six treatments thatv,Jere arranged 'in a Randomized Compìete

Block Design with six replicates. There were four intercropping systems
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of cassava and peanut with different proportions of peanut (i.e. 25%;50%;

75% and 100% peanut) (see Fig. 3.2.1). There were also

sole cassava and sole peanut. In the experiment, the cassava cv. Faroka

and the peanut cv. Gajah were used. The cassava was grown at a recommended

density of approx'imately 13,000 plants per hectare and peanut of 100%

approx'imateìy 320,000 plants per hectare. Within the experiment, between

rows of cassava were grown either one row or two rows or four rows of

peanut depending on the proportions of peanut. The plot size was

(tZ * 4)mt.

Experiment 2

This set of data came from a cassava and peanut or sweet potatoes

intercropping experiment. There were sole cassava (100%), sole peanut

(100%), sole sweet potatoes (I00%) and six intercrop treatments. The

intercrops were cassava (150%) + peanut (25%), cassava (I00%) + peanut

(50%), cassava (48%) + peanut (66.66%), cassava (150%) + sweet potatoes

(25%), cassava (100%) + sweet potatoes (50%) and cassava (48%) + sweet

potatoes (83.33%). The pìantìng distance of cassava at 150%, 100% and

48% were 100 x B0cm, 100 x 120cm and 100 x 250cm respect'ively. The

peanut at 25%,50% and 66.66% were 25 x 40cm,25 x 20cm and 25 x 15cm

respective'ly. The sweet potatoes at 25%, 50% and 83.33% were 100 x 100cm,

100 x 50cm and 50 x 60cm. In the experiment, the cassava cv. Faroka, the

peanut cv. Gajah and sweet potato cv. Tumpìuk were used. The design

was a Randomized Compìete Block with four rep'lìcates and the pìot ize
was (tB ' LZ)r¡2.

Experiment 3

This experiment involved intercropp'ing between cassava and either

peanut or soybean or sesame. There were nine treatments of intercropping

systems and four soìe crop treatments (i.e. cassava, peanut, soybean and

sesame) that were arranged in a Randomized Compìete B'lock Desjgn with
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three repìicates. The intercropping treatments were combìnat'ions of three

different secondary crops (Ai) (i.e.either peanut, soybean or sesame) and

three different proport'ions (Br) of each secondary crop that were inter-

cropped w'ith cassava at the same popu'lation densit'ies. The dìstance of

cassava was 100 " 75cm and peanut at 50%, I00% and I25% were 25 x 45cm,

25 x 25cm and 25 x 20cm respect'ively. The p'lanting distance of soybean

al 50%, I0O% and I20% were 20 x 60cm, 20 x 30cm and 20 x 24cn respect'ive'ly.

The plant'ing distance of sesame at 70%, I00% and 725% were 25 x 80cm,

25 x 60cm and 25 x 50cm respectively. The cassava cv. Faroka, the peanut

cv. Kidang, the soybean cv. Davros and the black sesame were used. The

plot size was (tg * t2)n2.

Experiment 4

A rather sìmilar experìment to experiment 3 was carried out for

different secondary crops, intercropped with cassava. There were also

nine treatments in the intercropping systems and four sole crop treatments

(j.e. cassava, broad bean, sweet potatoes and upland rice). Therefore, the

nine treatments of intercropping systems were combinations of three

different secondary crops (Ai) and three different proportions (Br) of

each secondary crop. The planting distance of cassava was 100 x 75cm and

broad bean at 44%, l0O% and 133% were 25 x 15cm, 25 x 20cm and 25 x 45cm

respectively. The pl ant'ing d'istance of sweet potatoes at 74%, 100% and

200% were 25 x 15cm,25 x 30cm and 24 x 40cm respectively. The upìand rice

at 40%, 100% and 133% were 20 x 15cm, 20 x 20cm and 20 x 50cm respectively.

The cassava cv. Faroka, the broad bean local genotype, the sweet potato

cv. Tumpìuk and the upìand rice cv. IR.36 were used. The design was a

Randomized Comp'lete Block Design wìth three replicates and the plot size

u,as (B x 7.5)mt.

Experiment 5

This experiment assessed intercropping between cassava and upìand rice.
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The four intercrops of cassava and upìand rice with different times of

pìanting of cassava (i.e.either at the same time as upìand rìce (a) or

20 days later (b) or 40 days later (c) or 60 days later (d)). There were

also sole cassava and sole upland rice. The plant'ing distance of cassava

was 250 x 50cm and upland rice was 25 x 15cnr. The cassava cv. Faroka and

the rice cv. Bjcol were used. The design was a Randorn'ized Comp'lete Block

with six replicates and the plot s'ize was (tZ " 7.S)mz.

Experiment 6

There were six treatments in the intercropp'ing systems and four sole

crop treatments that were arranged in a Randomized Compìete Block Design

wi th three rep'l i cates . The i ntercropp'i ng treatments were comb i nati ons

of two different dens jties of maize (Ai ) ('i.e. w'ith pìanting distance of

80 x 30cm and 100 x 30cm) and three d'ifferent doses of Nitrogen fertilizer

(Bj) (i.e.Nitrogen of 60kg,120kg and 180kg per hectare) on the maize

which was 'intercropped w'ith peanut. The sole crop treatments were sole

peanut, sole corn (with Nitrogen 60kg/ha), sole corn (with Nitrogen

120kg/ha) and sole corn (with Nitrogen 180kg/ha). The plant'ing distance

of peanut was 20 x 30cm and sole maize at h'igh density of ma'ize jnter-

cropped was 100 x 30cm and low dens'ity of maize intercropped was 160 x

130cm. In the expeniment, the maize cv. Kretek and the peanut cv. Gaiah

were used. The plot s'ize was (8 x 6)m2.

Experiment 7

This experjment was another maize and peanut intercrop system with

Nitrogen fertilizer treatments. There were 12 treatments: soìe peanut'

maize and the intercrop, with each of them by four different doses of

Nitrogen fertilìzer (i.e.Qkg,45kg,90kg and 135k9 of Nitrogen per

hectare). The planting distance of maize was 100 x 30cm and peanut was

20 x 30cm. The maize cv. Kretek and the peanut cv. Gajah were used in

the experiment. The experiment was arranged in a Randomized Complete
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Block Desìgn w'ith four rep'licates. The p'lot size was (5 " 6)m2.

Experiment 8

This experiment was on intercropped maize and mungbean. There were

L4 treatments arranged ìn a Split Plot Design and one sole maize w'ith

three repìicates. The ma'in plot treatments were combinations of two

different planting systems (Ai) (i.e.either mungbean monoculture or

intercropping wjth maize) and the sub plot treatments were seven genotypes

of mungbean (e¡) (i.e. No. 129, No. 423, cv. Bhalitì, TM100, TM106'

No. 467 and No. 438) that, were intercropped with maize. The maize cv'

Harapan was used in the experiment with planting distance 200 x 40cm.

The p'lanting distance of mung bean was 40 x 20cm. The p'lot s'ize was

(7.0 >< 4)m'.

Experiment 9

Th'is experiment was rather similar to experiment B; the djfferences

being in the secondary crop.. This experiment also had 14 treatments as

combinatjons of two factors, two different p'lanting systemt (Ai) (i'e'

either monoculture of soybean or intercrop w'ith maize) and seven different

genotypes of soybean (Bj) (j.e.cv.Orba, cv. Imp.Pelican, No. 1290'

No. 1343, CKI-10, CKI-1l and No. 1682)'intercropped with maize. There were

also sole maize of cv. Harapan with plant'ing d'istance of 200 x 40cm. The

plantìng distance of soybean was 40 x 20cm. The design and number of

reptications were also the Same as in experiment 8. The plot s'ize'

however, was differentt (7.0 x 6.8)m'.

Experiment L0

The aim of this experiment was to examine the effect of row direction

of planting (Ai) (i.e. north-south versus east-west) in combination with

six different p'lant'ing systems (er): sole maize, sole soybean and four

intercropping plans with different w'ithin-row distances of maize (i.e.
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200 x 20cm,200 x 40cm,200 x 60cm and 200 x B0cm). The pìanting d'istance

of soybean was 40 x 20cm with 2 pìants per hilì. The maize cv. Ariuna

and soybean cv. 0rba were used in the experiment. This experiment was

arranged in a Randomized Conrplete Block Design w'ith three replicates. It
was conducted in the raìny season of 1980/1981 with plot size (4.8 * 6.8)m2.

Experiment 11

The rep'lication of experiment 11 was conducted with the same treat-

ments and locatìon as experiment 10, but in the dry season of 1981.

Experiment 12

This was an intercropp'ing experiment on maize and different genotypes

of soybean. There were 12 intercropp'ing treatments and eighi sole crop

treatments. The intercropping treatments were combinatjons of two different

genotypes of maize (Ai ) ('i .e. cv. Harapan and cv. Kretek) and s'ix

different genotypes of soybean (Bj) (i.e.cv. Orba,81667, No. 1343, CKIV/6'

CKII/34 and No. 14008). The sole treatments were two maize and sìx soy-

bean as in'intercrop. The planting distance of corn was 200 x 40cm for

cv. Harapan and 160 x 30cm for cv. Kretek. The plant'ing d'istance of soy-

bean was 40 x l2.5cm and it was grown 2 pìants/hilì. The design was a

Random'ized Complete Block with three repl icates and the p'lot size was

(8,x 2.5)m2.

Experiment 13

This experiment was rather similar to experìment 12, but with a

different secondary crop. The secondary crop was any of six different geno-

types of mung bean (i.e. No. 129, TM.106, cv. Bhakti, TM.1.00, TM.72 and

Jambe Gede loca'l ). Therefore, there were also 12 intercropp'ing treatments

and eight so'le crop treatments. The genotypes and p'lanting distance of maize

were the same as in experiment 12. The p'lant'ing d'istance of mung bean was

20 x 20cm. It was conducted in the dry season of 1978. The des'ign was a

Randomized Complete Block with three replicates. The plot size was (8 x 2.5)mz.
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Experiment 14

This experiment was sÍmilar to experiment 13, but was conducted in

the dry season of 1979.

Experiment 15

There were two different population densities of maize (Al) (i.e.

approximately 25,000 and 50,000 plants per hectare) and four different

planting clìstances (Br) of maize (i.e. 200 x 20cm with one plant,

200 x 40cm with two pìants,200 x 60cm with three pìants, and 400 x 20cm

with two pìants per hill). The popu'lation density of the peanut was the

same for those two popuìations of maize, but different pìant'ing distances

were used (i.e. 20 x L1cm with one plant per hill for low densities of

maize, and lfl x 12c¡n with two plants per hiìl for high densities of

ma'ize). Therefore, there were eight so'le maize treatments and two sole

peanuts with dìfferent plant'ing distances as 'intercrops. The maize cv.

Harapan and peanut cv. Gajah were used. The design was a Randomized

Comp'lete Block with three replìcates. The plot size was (6 x 5)m2.

Experiment L6

This experiment was designed to assess the effect of weeding methods

and pìanting systems of peanut and corn intercrop.

Four methods of weed'ing (Ai), ma'inly weeding by hand, weeding by hock-

hoe, weedìng by herbicjde and no weeding were combined with three planting

systems (8.,), either sole peanut or intercrop peanuts and maize or sole
J

maize. Planting distance of maize lvas 160 x 30cm and peanut was 40 x 20cm.

The maize cv. Kretek and the peanut cv. Gajah were used in this experiment.

The design was a Randomized Complete Block with three replìcates and the

plot size was (6 x 5)m2.

Experiment L7

This experiment was aimed to assess the effect of date of planting of
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peanut and maize in intercroppìng systems. There were eleven treatments

(as in table below) arranged in a Randomized Complete Block with four

repl i cates.

Go: sol e peanut

G^K __: peanut + maize; peanut sown 55 days after sowing of maizeu -55

GoK-.r r peanut + maize; peanut sown 69 days after sowing of ¡ita jze

GoK_rut peanut + ma'ize; peanut sown 14 days after sowing of na'ize

GoKo: peanut + maize; peanut andmajze sown at the same time

GoK,.u: peanut + maize; peanut sown 14 days before sow'ing of maize

K-ss: sole maize 55 days before G6

K- r,* r sol e mai ze 14 days before G s

Ko: sole maize at the same time as Ge

Kr,r! sole mai ze 14 days after Ge

The planting distance of maize was 160 x 30cm and peanut was 40 x 20cm.

In the experiment, the maize cv. Kretek and the peanut cv. Gajah were used.

The p'lot si ze was (8 ' 6 )mt.

Experiment 18

This experìment was aimed at assessing the effect of date of p'lanting

(41) of peanut and populatjon density of maize (ar) on peanut and maize

i ntercroppi ng. There were nine comb'inations of i ntercropp'ing systems and

four sole crops as control treatments. The intercropping treatments were

three d'ifferent dates of plantìng peanuts (i.e. 0 days,14 days later and

28 days later after sow'ing of maize), that were combined by three different

populat'ion densitjes of maize (i.e. 166, 666, 83,333, and 55,555 pìants

per hectare). The sole crops were three sole maize treatments with

differences in popuìation densjty and one sole peanut. The maize cv.

Kretek and the peanut cv. Gajah were used in this experiment. The design
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was a Randomized Complete Block with four repìicates and p'lot size of

(5 x 2)m2.

Experiment 19

Th'is experiment al so i nvol ved 'intercropp'ing of peanut and mai ze. There

were eight treatments, a combination of three factors at two levels. The

first factor was popu'lation density of maize (Ai ) (i.e. 60,000 and 90,000

pìants per hectare). The second factor was two different genotypes (g¡)

of maize (i.e. cv. Harapan and cv. Kretek) and the third one was pìanting

systems (CO) of maize (i.e. either sole maize or intercrops with peanuts).

The peanut cv. Gaiah was used at a plant'ing distance of (40 * 10)cm. Sole

peanut was al so a control .

The design was a Randomjzed Complete Block with three replicates and

the plot s'ize !ì/as (5 " 3 .2)n2.

Experiment 20

This experiment was rather simjlar to experiment 19. There were

three factors, the first, two planting systems (Ai) of either sole maize

or intercrop of maize and peanut, the second being three different geno-

types of maize (g¡) (i.e.maize cv. Bordek, cv. Kretek and cv. Harapan),

and thìrd one being two densities of maize (i.e. 50,000 and 100,000 per

hectare). There was also a sole peanut control. The design and repìi-

cation were similar to experiment 19. The peanut cv. Gaiah were used

with a pìant'ing dìstance of 40 x 20cm. The plot size was (5 x 2)m2.

Experiment 21

There were eight intercropping combinations and two treatments of

sole maize arranged in a Randomized Complete Block with three replicates.

The intercropping treatments were combinations of pìanting systems (A¡)

(i.e.either sole crop or intercrop of maize, secondary crops (g¡) (i.e.

either rice or soybean) and insecticide treatments (Cf) (i.e. without
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spraying and with spraying of insectjcide). in the experiment, the maize

cv. Harapan, the rice cv. Bicol and the soybean cv. Orba were used. The

planting distance of maize was 100 x 20cm, rjce was 20 x 20crr and soybean

was also 20 x 20cm. The sole crop treatments were sole maìze with and

without spraying of insecticide. The plot sìze was (9 x 4.5)m2.

Experìment 22

There were sixteen treatments arranged in a Split Plot Design with

three repf icates. The main pìot treatments were combinations of four

different maize genotypes (Ai) (i.e. cv. Harapan, cV. HPH-68, cV. Kretek

and cv. Madura local) and two planting systems (B¡) of ma'ize as either

sole or intercrop with soybean). The two sub-plot treatments were leaf

cuttings of ma jze, i.e. wìth or without leaf cutt'ings. So'le soybean was

also a control. The plantìng distance of maize was 180 x 40cm for cv.

Harapan and cv. HPH-68 and cv. Kretek and 120 x 20cm for cv. Madura local.

The soybean cv. 0rba was used with a pìánting distance of 30 x 15cm. The

pìot size was (l .Z " 4)m'.

Experiment 23

This experiment was the same as experìment 22, but conducted at a

different station. Experiment 23 was conducted 'in Bogor, experiment 22

in Trenggalek.

Experiment 24

This experiment was also aimed to determ'ine the effect of leaf cutting

of maize on'intercropping of maize and upìand rice and it was conducted

in a Spì it Plot Design w'ith three rep'licates. The aim of 'ìeaf cutt'ing

of maize v,,as ma'inly to reduce the effect of shading on the second crop.

However, leaf cutting also affects the yield of maize. Therefore, it is

necessary to know the time of leaf cutting that doesn't affect maize yield.

The main plot treatments were combinations of three different majze geno-
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types (i.e. cv. Harapan, cv.Kretek and cv. Madura local) and two plant-

ing systems of majze by itself or intercropping w'ith upland rjce. The

sub-plot treatments were three levels of leaf treatments on maize (i.e.

no leaf cutting, leaf cutting when the maize had 5 leaves and leaf cutting

at 25 days after silking). The plant'ing distance of maize was 200 x 40cm

for cv. Harapan and cv. Kretek and 120 x 20cm for cv. Madura local. In

the experiment upland rice cv. IR-36 were used with planting distance of

20 x 20cm. The p] ot si ze was (8 x 3.0 )m2 .

Experiment 25

There were 10 treatments of intercropping systems arranged 'in a

Randomized Complete Block with three replicates. The treatments were 10

different genotypes of peanut (j.e.cv. Kidang, No.AH-5, No. AH-8'

No. AH-9, No. AH-10, No.RR-1, No. RR-2, No. RR-3, No. RR-4, cv. loca'l)

intercropped with corn. The maizê cv. Harapan had a plant'ing distance

of (200 >< 50cm) and peanut (40 x 10cm). Neither sole peanut nor sole

maize were grown in this experiment. Plot size was (B x 4)m2.

Experiment 26

This experiment was rather similar to experiment 25. There were also

ten intercropping combinations arranged 'in a Randomized Complete Block. The

intercropping systems were ten djfferent genotypes of upìand rjce (i.e.

cv. Gata, cv. IR-36, cv. IR-42, cV. GH-77, cV. BPl-76, cv. IR-206, cV.

8295-T89, cv. 8.981, cv. IET-144, and cv. local). The maize cv. Harapan

with plant'ing distance of 200 x 50cm and 30 x 15cm of upland rice were

used in this experiment. E'ither sole upìand rice or sole maize was not

available in this experiment. The plot size was (B x 6.0)m2.

Experiment 27

This experìment was the same as experiment 26, but conducted at a

different station. Experiment 26 was conducted at Tulang Bawang, but this



3B

experiment was conducted jn Baturaia. The p'lot size was (8 x 6.0)nr2.

Experiment 28

This experiment was the same as experiments 26 and 27, but conducted

at a different station, name'ly at Way Abung. The pìot size was also

(B x 6.0 )m, .

Experiment 29

The experiment was rather similar to experiment 25 conducted w'ith 11

different genotypes of soybeans ('i.e.cv. 1290 Taichung, No. 1667' No.

1343/1611-3-i, No. CKlV-6, No. 1682, No. CKi-10, No. CKI-11, No. CKII-34'

cv.Qrba, cv. Imperial Pelican, and No. 14008) intercropped with lnaize

cv. Harapan. The desìgn was also a Randomized Complete Block wÍth three

replicates. Neither sole soybean nor sole maize was used in this experi'

ment. Planting d'istance of maize was 200 x 50cm and soybean was 40 * 25cm.

The plot size was (6.0 ,, 4.0)mz.

Experiment 30

This experiment was aimed to assess the effect of management of

research and different genotypes of up'land rice on maize and up'land rice

ìntercropping. There were 20 treatments arranged in a Split Plot Design

with three replicates. The ma'in plot treatments were two djfferent

management methods (4.¡) (ì.e.managed by a researcher and managed by a

farmer). The sub plot treatments were ten different genotypes of upìand

rice (B.) (i.e.IET-144, cV.local, IR:36, cV. Gata, IR-2061, BPI76'
J

No. 981, 8.295, GH-77, IR-42). The main cv. Harapan with the planting

distance of 200 x 50cm and upland rice of 30 x 15cm were used in th'is

experiment. The pìot size v,,as (6.0 " 4.0)mz.

Experiment 31

There were tweìve treatments of intercropping of soybean and maize

systems arranged in a Randomized Compìete Block. The treatments were
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combinations of three different maize genotypes (Ai) (i.e. cv. Harapan,

cv. Kretek, and cv. Randu) and four plant'ing d'istances of maize (i.e.

220 x 40cnr, 200 x 40cm, 180 x 40cm, 160 x 40cm) for cv. Harapan or

(tgO" 30cm,160 x 30cm,140 x 30cm,120 x 30cm) for cv. Kretek or (140 "

20cm, 120 x 20cm, 100 x 20cm, 80 x 20cm for cv. Randu). The soybean cv.

Qrba with spac'ing 20 x 20cm was used intheexperiment. Neither sole

soybean nor sole maize was grown'in this experinent. The number of

repì 'icati ons was three and pl ot s'i ze was (9. O * 3 .0 )mz .

Experiment 32

Thìs experiment was ajmed at assess'ing the effect of nitrogen fer-

tilizer on corn and soybean intercropp'ing systems. There were Seven

treatments (as in table below), arranged in a Random'ized Compìete Block

design with three rep'licates. The maize cv. Harapan with planting distance

of 160 x 20cm and soybean cv. Orb.a with p'lanting distance 30 x 10cm were

used in the experiment. The pìot size was (0.0 " 6.7)n2-

N'itrogen (kg/ha)
Ma'ize Soybean

Treatments

a

b

c

d

e

f
g

t20
100

80

60

40

20

0

0

20

40

60

80

100

t20

Experiment 33

Th'is experiment assessed intercropping between cassava and peanut.

The twelve treatments were combinations of two different doses of nitrogen

on peanut (Ai) (i.e.Okg, and 45kg of nitrogen per hectare) as main plot

treatments and six different doses of nitrogen on cassava (Bj) (i.e.

0-0-0 kg, 0-30-60kg, 30-30-60kg, 60-30-60k9, 90-30-60k9, and 120-30-60k9

of NPK per hectare) as sub-p'lot treatments. The design v',as a Spì it Plot
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w'ith three rep'licates. The cassava cv. Faroka with p'lanting distance

200 x 50cm and peanut cv. Gajah with planting clistance of 20 x 20cm were

used. The plot size was (8.0 * 3.0)m2.

Experiment 34

There were 24 treatment combinations of maize and sweet potatoes

arranged in a Sp'lit Plot Design with three repl'icates. The ma'in plot

treatments were two different genotypes of maize (Ai) (i.e. cv. Harapan

and cv. Madura local). The twelve sub plot treatments were combinations

of two different p'lanting systems of maize (B¡) (i.e. either corn was

grown on hills of sweet potatoes or it was grown between hi:lls of sweet

potatoes) and six different combination doses of nitrogen phosphorus and

potassium (CO) (as in table below). The sweet potato cv. Tumpluk had

pìant'ing distance 100 x 25cm and for maize it was 100 x 50cm for cv.

Harapan, and for cv. Madura (a local variety) it was 100 x 25cm. The

p'lot size was (5.0 * 4.0)m2.

Sub p'lot treatments
Pl anting systems (Nitrogen Phosphorus Potassium) kg/ha

Corn grown on h'i I I s

of sweet potatoes

Corn grown between

hills of sweet potatoes

100

150

100

150

100

150

100

150

100

100

100

1s0

50

50

50

50

50

75

50

50

50

50

50

75

60

60

75

75

100

100

60

60

75

75

100

100
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Experìment 35

This experiment was rather sim'ilar to experiment 34. The 24 treatments

of maize and sweet potato combjnations, were arranged in a Sp'lit Plot Design

with three replicates. The main treatments were again the two different

genotypes of maize (Ai) (i.e. cv. Harapan and cv. Madura local). The sub

treatments were comb'inations of three different doses of nitrogen (Bj)

('i.e.nìtrogen Okg/ha,60kg/ha and 9Qkg/ha) on sweet potatoes and four

p'lanting systems of corn (C¡) (i.e. maize was grown on the middle of the

hill, on the east s'ide of the hill, on the west side of the hill, or

between hills of sweet potatoes) corresponding to nortl, versus south.

Planting distances of maize and sweet potatoes and genotypes of sweet

potatoes were the same aS experiment 34. The p'lot size was also (5.0 "
4.0)m2.

Experiment 36

There were 30 treatments arranged in a Split Plot Design with three

replicates. The maìn plot treatment was leaf cutting of maize (Al) (i.e.

without leaf cutting and with leaf cutting). The sub pìot treatments

were combinations of three d'ifferent maize genotypes (g¡) (i.e. cv. Madura

loca'l , cV. Randu, and cv. Arjuna) and fjve dìfferent pìanting d'istances

(Cf) (i.e. 100 x 20cm,120 x 20cm,140 x 20cm,160 x 20cm and 180 x 20cm

on intercrop of maize and up'land rice). The upland rice cv. IR.36 w'ith

p'lanting clistance of 20 * 20cm was used. Ìfre pìot size was (7.0 * 3.0)m2.

Experiment 37

This experjment was aimed to assess the effect between row distance

of maize (Ai) (i.e. 80 x 30cm, 160 x 30cm and 200 x 30cm) and five djfferent
noÉ-)

times of leaf cuttjng of maize (A¡) (i.e.(at 7 days, 12 days, 17 days, and

20 days after silking) on maize and upland rice intercropp'ing systems.

Therefore, there were 15 intercropping treatments that were arranged in

a Randomized Comp'lete Block design wìth four repf icates. The maize cv.
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Harapan and the upland rice cv. IR.36 with p'lantjng distance of 20 x 20cm

were used in this experìment. The pìot size was (8.0 " 4.5)m2.

Experiment 38

This experjment was the same as experiment 37, but djfferent in

season of planting. The experìment 37 was conducted in the ra'iny season,

this experiment was conducted in the dry season.

Experiment 39

The aim of this experiment was to examine onion-sugar-cane inter-

cropping, the effect of different genotypes of sugar-cane and difference

within row distances of onion cv. Lumbu hijou. There were four combinations

of onion and sugar-cane and two sole sugar-cane combinations arranged in

a Randomized Complete Block Design with four repì'icates. The 'intercropping

treatments were comb'inations of two different genotypes of sugar-cane

(Ai) (i.e. cv. PS-41 and cv. P0J-3016) and two different within row

distances of onion (B¡) ('i.e. 40 x Scm and 40 x 10cm). The between row

distance of sugar-cane was 100cm and the p'lot size was (10.0 x 7.0)m2.

Experiment 40

Th'is experiment was rather sìmilar to experiment 39. There were also

four intercropping treatments and two sole crops of sugar-cane, arranged

in a Randomized Complete Block Des'ign w'ith four repl icates. The inter-

cropping treatments were comb'inations of the same two genotypes of sugar-

cane as experìment 39 and two different within row distances of tomatoes

(i.e. 100 x 50cm and 100 x 30cm). The plot size was also (10.0 x 7.0)m2.

Experiment 41

Another experiment to examine the effect of intercropping systems on

sugar-cane was conducted with a different secondary crop. There were also

four treatments of intercroppìng systems arranged in a Randomized Comp'lete

Bl ock desi gn wi th four repì 'i cates. The i ntercropp'ing treatments were
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combinations of two different genotypes of sugar-cane (4.,) as'in experi-

ment 39 and two different genotypes of maize (B¡) (i.e. cv. BC-2 and cv.

Kretek). The planting distance of corn was 100 x 40cm. The plot size

was (10.0 " 7.0)m2.

Experiment 42

Another experiment of sugar-cane and corn intercrop was conducted to

exam'ine the effect of maize genotypes and pìanting distance of maize on

intercropping systems. There were six treatments of maize and sugar-cane

'intercrop and one sole crop of sugar-cane arranged in a.Randomized

Compì ete Bl ock Des'ign with four repl i cates. The 'intercroppi ng systems were

combinations of two different genotypes of corn (Ai) (i.e.cv' BC-2 and cv'

Kretek) and three different pìanting distances of ma'ize (B¡) ('i .e. 100 x 30cm,

100 x 40cm and 100 x 50cm). The between row djstance of sugar-cane was the

same as experiment 39 and the sugar-cane cV. P0J-3016 was used' The

number of replications was four and the plot size was also (10.0 x 7.0)m2.

Experiment 43

Th1s experiment was also on ma'ize and sugar-cane intercropp'ing. There

I
were Ejx treatments arranged in a Randomized Complete Block Design with

four replicates. The treatments were combinat'ions of two different geno-

types of sugar-cane (Ai) (i.e.cv. PS-41 and cv. P0J-3016), two different

row distances of sugar-cane (B¡) (i.e. 100cm and 110cm between rows) and

planting systemr (Ct) (i.e. either sole sugar-cane or intercropped with

corn). The maize cv. BC2 with pìanting distance of 100 x 30cm was used

in this experiment. The pìot size was (9.0 " 6.0)m2.

Experiment 44

Another type of experiment to examine the effect of between row

distance and plant'ing systems on sugar-cane and maize was conducted. The

six treatments were combinations of three different between row distances

of sugar-cane (Ai) (i.e. 100cm,110cm and 115cm between rows) and systems
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of p'l anti ng (B¡ ) ( i .e. ei ther so'le sugar-cane or i ntercropped sugar-

cane and corn). The maize cv. Kretek wìth plantìng distance of 100 x 40cm

and the sugar-cane cv. P0J-3016 was used in this experiment. The design

was a Randomized Complete Block with four repficates and the plot size

was (tO ' 6.0 )mz .

Experiment 45

This experiment was aimed at assessing the effect of the secondary

crops on sugar-cane under intercropping. There were two treatments of

intercropping systems ('i .e. peanut and sugar-cane, upl;nd rice and sugar-

cane and one sole sugar-cane arranged in a Randomized Complete Block with

seven rep'l'icates). The peanut cv. Gaiah and the up'land rice cv. IR-36

with 4 rows of peanut or upland rice between rows of sugar-cane were

used in the experìment. The p'lot.size was (SO " 10)m2.

Experiment 46

This experiment was the same as experiment 45, but conducted at a

different station. Experiment 45 was conducted in Pasuruan, experiment

47 in Jatiroto. The sugar-cane cv. BZl32 w'ith 100cm between row distances

was used in experiment 46. The pìot size was also (50 " 10)m2.

Experiment 47

This experiment was rather similar to.experiment 45. There were three

treatments of sugar-cane intercrop (i.e. sugar-cane and peanut, sugar-cane

and mungbean, and sugar-cane and broad bean) and one soìe sugar-cane arranged

in a Randomjzed Complete Block with six rep'l'icates. The sugar-cane cv.

BZI32 with 100cm between row d'istance and the peanut cv. Gaiah, the mung-

bean cv. Bhakti, and the broad bean cv. Pasito with 4 rows of these second

crops between sugar-cane rows were used. The plot size was (10 " 5.0)m2.

Experiment 48

The aim of this experiment was also to examine the effect of different
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types of secondary crops on sugar-cane intercropping systems. The four

sugar-cane intercropping systems were soybean and sugar-cane; peanut and

sugar-cane; mungbean and sugar-cane; broad bean and sugar-cane- There was

also a control treatment, So'le crop of sugar-cane. The sugar-cane cV.

P0J-3016 was used with between row djstance of 100cm. The soybean cv.

0rba, peanut cv. Gaiah, mungbean No. 129 and broad bean cv. Pasito

were used in the experiment with one row of the second crop between rows

of sugar-cane. The des'ign was a Randomized Comp'lete Block with six repli-

cates. The pìot size was (6.0 " 7.5)mz.

Experiment 49

Th'is experìment was also designed to assess the effect of different

secondary crops on sugar-cane under intercroppìng. There were six djfferent

secondary crops (i.e. peanut cv. Gaiah, mungbea No. 129, soybean cv.Orba,

white sesame, ma'ize cv. Harapan and sweet potatoes cv. Tump'luk) 'intercropped

with sugar-cane. The sugar-cane cv. POJ-3016 was used wjth 100cm between

row djstances. The design was also a Randomized Complete Block with four

replicates. The plot size lvas (20 " I2)n2.

Experiment 50

Thìs experiment was aimed at assess'ing the effect of nitrogen fertil-

izer on sugar-cane and corn intercroppìng systems. There were four treat-

ments of sugar-cane and corn intercrop (as in table below) arranged in a

Randomized Complete Block with six replicates.

a: Sugar-cane was fertjljzed at 7 and 37 days after germinating.

Corn wi thout ferti I i zi ng .

b: Sugar-cane was fertilized as a.

Corn with fert'il izing.

c: Sugar,cane was fertilized twice at 7 days after corn was harvested.

Corn wi th ferti ì i z'i ng .

d: Sugar-cane was fertìlized three t'imes at 7 days,37 days and after
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corn was harvested

Corn without fertiì izing.

The sugar-cane cv. P0J-3016 with 100cm between rows and corn cv. Kretek

with planting distance of 100 " 30cm were used in this experiment. The

plot size was (7.5 * l1)mz

Experiment 51

This experiment was the same as experiment 50, but conducted at a

different station. Experiment 50 was conducted in Pasuruan, this experi-

ment in Jatiroto. The number of replications and p'lot size Were also the

same as experiment 50.
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Since SO and S, have positive pro'oabiiity of being zero, a sum of Cauchy

variables can arise. If SO and S, are known constants, tA * L, has a

univariate normal distribution if MO and MU have a bivariate norrnal dis-

tribution. When SO and S, are randon variables, problens with Cauchy

distributions may arise. For example, the outliers discussed on p. 66

below might arise from a Cauchy-like distribution.



IV. STATISTICAL ANALYSES FOR ASSESSING YIELD ADVANTAGES

IV.1 TESTING THT VALIDITY OF THE MODELS

IV.1.1 THE DISTRIBUTiON AND HOMOGENEITY OF VARIANCE OF THE LER IN
DI FFERENT STANDARDIZATIONS

1. INTRODUCTION

In usìng the LER (2.1.I.1) as the index of yield advantage or

disadvantage, and comparing dìfferent intercrop mixture treatments (for

the two component crops), various different phiìosophies have been

debated for choosing SO and S, (Oyeiola and Mead, 1982)"

Three basic defin'itions of standardizi ng yields (i .e. either yield

of each component genotype or average yieìd of all sole. genotypes or

yield of the best sole genotype) have been proposed by Huxìey and

Maingu (19i8), Mead and Stern (1979) and Mead and W'illey (1980). There

is also a further complication, namely whether the standardization yield

should be the same for the whole experiment, or should vary between

blocks (F'isher , 1977, 1979).

6yejola and Mead (1982) emphas'ized that aìthough decisions about

standardizing yield will always be influenced by the particular agronom'ic

situations, there are also statistical reasons for choosing which SO

and S, to use. It appears from the results of Marsagìia (1965) that

the djstribution of the ratio of two non-negatjve normal variables can

take many different forms, ranging from unimodal symmetrica'l curves to

bimodal posit'ive1y skewed curves with extreme kurtosis. Ratkowsky

(1983) a'lso indicated that the djstribution of the ratio of two

normal'ly d'istribution random variables is not itself a normal'ly d'istributed

random variabl e.

By using the combination of the three definitions of standardizing

yieìds (j.e.yie'ld of each component genotype, average yield of all sole

genotypes and yield of the best so'le genotype) and the two standardizatìons

of yield (i.e. either vary between blocks or the same for all bìocks);

Oyejola and Mead (1,982) examined the assumption of the analysis of

varjance that observations are normalìy d'istributed and the precision
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of comparisons arising from the anaìysis of variance of the Land

Equivalent Ratio. A very important result from Qyeiola and Mead's

work is that the more divisors required by a standardization method,

the greater are the doubts about the val'idity of the normal d'istribution

assumption and the poorer is the precision of the treatments comparison.

However, Fisher (1977, 7979) has argued that standardiz'ing within each

block to reduce the skewness of the distribution of LER's and standard

errors as well. [lJiiesinha, Federer, Carvalho and de Aquino Portes

(1982) a'lso pointed out that the LERs are correlated in that one of

the denotni nators i s the same for a number of the LERs. '

This study'is a'imed to re-examjne in a range of relevant experiments

on the non-norma'l ity and heterogeneity of variance of the Land Equ'ivalent

Ratio on the residuals.

2. STANDARDIZATIONS AND STATISTICAL MTTHODS

2.L Standardi zat'ion Methods

The calcu]ation of an LER value essentja'lly standardizes the two

components of crop yields, but there may be several poss'ible choices

for this procedure (Mead and Willey, 1980). As Mead and llJilley

emphasized, the appropriate method of standardization will always be

influenced on the form and objective of the experiment. A good examp'le

where a single standardiz'ing so'le crop yield would be agronomica'l'ly

va]id js where treatments cons'ist of different p'lant populations and

spacing. Huxley and Maingu (1978) have pointed out that al1 intercrop

yie'lds should then be compared with the soìe crop at its opt'imum popu'lation

and spacing, therefore in that case intercropping shouìd be compared

with sole plots which are at maximum productivity in this respect.

There are other situations where it seems sensible to use more

than one measure of sole crop yield. For example, when a treatment

such as herbicide or fertilizer is not constantly available to the
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farmer, the use of more than one sole crop y'ield wìll 'indicate the

relative advantages of intercropping that can be achieved for the

di f ferent ferti ì ì ty 'level s (Mead and R'il ey, 1981) .

Mead and Stern (1979) aìso argued that sole crop yie'ld for

standardizing 'intercropping yield in the calculation of the LER should

be simpìy an estimate of average so'le crop yield. A further necessary

decision is whether the standardization yieìd should vary between

blocks or be the same for the whole experiment. Fisher (7977' 1979)

argued for standardization within each block, to reduce standard errors

and also the skewness of the distributìon of LERs, but Qyeiola and

Mead (1982) argued that the more dìvisors we use in standardizing LERs,

the greater are the doubts about the val'id'ity of the normal distribution

assumpti ons .

Therefore, in this study as in those of Pentilades (t979) (in

Mead and Riley,19Bl) and Oyeiola and Mead (1982), six different

standardizers of sole crop are reconsidered:

i ) yield for correspond'ing so'le crop treatment (Lt );

ii) yie'ld for the average of all sole crop treatments (Lr);

iii) yield for the best sole crop treatments (Le);

each with

a) same standardization for all blocks (t-tr);

b) separate standard'ization in each'block (Lir).

These six methods of standardization are referred to hereafter ôs L11 ¡

Lzr, Lgr, Lrz,Lzz ônd Lgz.

2.2 Statistical Methods

To apply the ana'lysis of variance, the experimenter must first make

some assumptions about the data. He must assume that the population of

observations within any area of study, Ai, js normally distributed with



50.

a mean, ui and a variance 02. A further assumpt'ion and one of the most

important is that the res'idual variances of all observatìons are equal,

and that all observations are independent of each other.

Most of the Iiterature (Lìndquist, 1.953; Scheffé, 1959; Lìndman,

1924 and Subrahmaniam et al., 1975) mentions that sampling d'istribution

appropriate to the analysis of variance (i.e. the F-distrìbution) is

renrarkably insensitive to the form of clistribution of criterìon measures

in the parent populatjon, granting that the form is common to all

treatments. Discrepanc'ies significant at the 5% level are found only

for the leptokurtic and rectangu'lar distributions, and even there the

absolute discrepancies are quite small (Lindquist,1953). As pointed

out by Scheffé (1959), however, though non-normaì'ity does not bias our

point of estimates of parameters or of variance components, non-normality

will in general inval jdate the norma'l theory formulae for variance

components, since these are based on theoretical distributions which

distribute the mean squares for random effects as linear functions of

x2 variables and such distributions may be bad approximations in the

presence of non-zero kurtosis.

l^Jhile studies of the robustness of the F-test have shown that the

viotations of normality has l'ittle effect on inferences about the means'

violatjon of the requirements of independence or of equal'ity of variances

can have a serjous effect on inferences about the means, especially for

unequa] numbers of observations (Scheffé, 1959; Brown and Forsythe, 1974)-

It was apparent from Norton's study (Lindqu'ist, 1953) that marked

heterogene'ity of variance has a sma'ìl but real effect on the form of the

F-djstributjon. If one used the probabilities read from the normal F-table

in interpreting the results of an experiment with this degree of

heterogeneity, one might think one was making a test at the 5% ìevel

when it was actually at lhe 7% level. For thjs reason' a common practice
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in research using the ana'lysis of variance has been to test the assumpt'ion

of equaìity of variances before calculating F. If the result of the test

is significant, the experimenter concludes that the F-test cannot be

made, if the result is not significant the experimenter concludes that

the F-test is justified. 0f course, this amounts to accepting the null

hypothesis of homogene'ity of variance as true, and the appropriateness

of accepting a nuìì hypothesis, given s'ignificant statistical results,

has long been a subiect of debate.

In this study, however, there is a good background to test both non-

normal.ity and variance heterogene'ity of data, since there are theoretical

demonstratjons c'ited above that the ratio of two normally distributed

random variables is not itself necessariìy a normally dìstributed random

variable but can take many different forms, and since LER is the sum of

the ratios of possibly Guassian variables.

2.2.I Non-normaì i tY tests

In considering the effects Cf non-normaljty, one finds it convenient

to use the measures 91 of skewness and gz of kurtos'is of óistribution of

random variable X. Skewness is essentiaìly another name for asymmetry'

i.e. one tail of the curve is drawn out more than the other. In such

curves the mean, the mode and the median will not coincide.' Curves are

called skewed to the right or left,, depending upon whether.the right or

left tajls are drawn out. Dev'iations assoc'iated with ku¡tos'is can be

described as e'ither leptokurtic (where 9z t 0) or platykurtic.(where

gz < 0). Leptokurtosis arises if the distribut'ion indicates the distributjon

is unusually ftattened. To test the null hypothesis, that the distribution

of a sample is normal, the coefficients of skewness and kurtosis have

been used separate'ly or combined. In combining gr and gz, by assuming'*

they are independent D'Agost'ino and Pearson (1973) proposed two "omn'ibus"



5?.

tests. However, they wjthdrew those tests after Anscombe pointed out

that while gr and gz were uncorrelated, they were not'independent. There

are also many other tests that are based on combining 91 and 92 (B'liss,

7967; Bowman and Shenton, 1975; Pearson et al., 1977).

Shapiro and t,Jjlk (1965) proposed another test for non-normaf ity'

the W-statistic. This criterion basically compares the s'lopes for the

regression of the ordered observations on the expected values of the

order statistics, with the usual asymmetric sample sum of squares about

the mean. Extensive emp'irical comparisons of W with other tests of

non-normaìity us'ing computer generated pseudo-random numbers indicated

that l^l had good power properties against a wide range of alternative

distributions and was therefore truly an "omnibus" test (Shapjro et al.,

1968). Subsequentìy, other statistics of the l^l type, name'ly Y

(D'Agostino, 1971), |ll' (Shapìro and Francia, Ig72), r (Fill:iben, 1975)

and Ñ' (hleisberg and Bingham,1975) were developed and shown to have

power propert'ies broadly comparable with those of l''l.

In fact, there are still futher tests of normality in the literature.

However, they have not been included in this study as previous work had

shown them to be comparatively insensitjve to deviations from normality

(see Shapiro et al.). After searching through the literature, the power

of the omnibus tests may be summarized as follows. For symmetrical

platykurtic distributjons (g,. = 0,92 < 3) and for most skew distributions

hl is optimal (Pearson, et al.,1979), and is sometimes markedly more

powerful than its nearest competitor. hl', t" and kz are all more powerful

than l,l for symmetric, teptokurtic populations (g, t 3), though l,'J seems

little inferior for very ìong-tailed aìternat'ives' e.9., 9z = 11. l,J'

and r (Filliben, 1975), hl' and fi' (We'isberg and Bingham, 1975) appear

to have simi I ar po!{ers.
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Thus, there is no one test of normality sensitive to all types of

departure from normaìity. In Some S'ituations, it may be possible to

specify the way in which data are I ikely to depart from normaì'ity and

we can use a test especiaìly sens'it'ive to the expected type of departure.

However, if we do not have any prior idea of the expected direction of

the departure fronl normal'ity we need an omnibus test sensitive as far

as possible to any form of departure (Pearson et al., 1977).

Federer (in discussion of Mead and Ri1ey, Lg8l) pointed out that

we have no real knowledge of the distributional properties of the Land

Equiva]ent Ratio (Len) . Therefore, in this study I cons'ider 91 ' 92

and the combination of g:. and g, and W tests for detecting non-normafity

of LER. Although the use of gr, 9z ôhd comb'ination of g,. and g, (Bl'isJ'

1967) would be dubious, unless the number of samples is large enough,

I still continue to use them as also I consider the l,'l test. Royston

(1982a) has extended the W test up to sample size n s 2000 and given an

algorithm for calculating hl and its significance level by us'ing algorithm

A566 (Hi11,1973); AS177 (Royston,19B2c) and AS111 (Beasley and Springer'

Ig77). Therefore, there are no problems for sample size n > 50 and

computation of the W statistic. I have omiüed one misprint in the l,rl

a'lgorithm of Royston (1982b)t YBu,^ - Exp (poly (l^lE,6, All)).

Mead (1983) argued that it is not sensible to jnclude sole crop

pìots with mixed crop plots, in analysing LER. It also could be argued

that if the aim of the experiment is to compare planting systems (i.e.

either monocrop or intercrop) so that the soìe crops function as treatments

not as control p'lots, then we may include soìe crop with mixed crop pìots.

As l,lilley (1979) aìso emphasized, by using LER whatever the degree of

crop yield, we can put all the results on a relative and directly

comparabìe basis. Therefore, in this study I include sole crop pìots

with mixed crop plots for the experiments that considered sole crop plots
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as treatments and exc'lude so'le crop plots with mixed crop plots for

the experinlents that considered sole crop p'lots as control treatments.

Tests considered:

a. 1. The Coef f i c'ient of Skewness

The Coefficient of Skewness is estimated by the statistics 91,

given by the third central moment to the cube of the standard deviation,

i.e.

9r= 3/2

n

where Xrr Xz , *n is a samp'le of n observations. The signifÍcant

of 9,. may be tested sjnce the statistic

9r
tgr = SL

1

where

3
X

n

I (x'
i=1 I

X

n
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(4.1.1.1)

n

Sg,- = (4.1.1.2)

is approximate'ly normally distributed when the null hypothesjs of zero

skewness is true. The alternative hypothesis ìs two-tailed.

a.2. The Coefficient of Kurtosis

The Coefficient of Kurtosis is estimated by the statistic g '
which is three less than the ratio of the fourth central moment to the

fourth power of the standard deviation,

(xi - i)'
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3 (4.1.1.3)
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The equivalent null and alternate hypotheses as in skewness app'ly and

the approximateìy normally distributed statistic (under Ho)

9z
tgz = sg;

where

Sgz =
24(tl - tlz (4.1.1.4)(n-3)(n-2)(n+3)(n+5)

(These standard errors for skewness and kurtosis coefficient are

approx'imat'ions, but their accuracy is considered to be sufficient for

the present circumstances (Bl iss, 1967) )'

a.3. Joint Test of Skewness and Kurtosis

If the coefficent of skewness is significant and the kurtosis is not

or vice versa, their combined evidence determines whether the sampìe is

significant]y non-normal (B'liss, 1967). To test the nul I hypothesis,

wecompute z - z

(4. 1.1.5)

and compare it with x2 with 2 degrees of freedom, and read the required

probabì'lity from the x2 table.

b.1. The W test statistic

Let m' = (m1, mr, ..., tn) denote the vector of expected values of

standard normal order statistics, and let v = (ui¡) Ue the correspond'ing

n x n covariance matrix. That is, if x1 < xz s < xn denotes an ordered

random sample of size n from a standard normal distribution (u = 0, o = 1),

then

f(xi) = ti(i = 7,2,...n),
and

òov(xr, *j) = uij(i, i = !, 2, ..., n).

Let y' = (yr, yr, ..., yn) denote the ordered vector of a random sample.
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It is desired to derive a test for the composite hypotheses that {yt}

is a sample from a normal distribution with unknown mean u and unknown

variance o2. If {Y¡} is a nor¡nal sample, then Yi may be expressed as

yi = u * ozXj (i = I, 2, ..., n). (4.1.1.6)

The l^l test statistic is then defined as

|rJ = (4. 1 .1.7 )

where

. -1m'v

n

i
i=1

[, !,.,,,, ]'

u Xu-

(v i)'
1

3t = (â, , d2, ..., un) =
( m

1
m

I
2

The coefficients {ar} are the noFmalized "best linear unbiassed"

coefficients tabulated for n s 20 by Sarhan and Greenberg (1956).

Approximations were developed by Shapiro and I^Jilk (1965) for calculating

coefficients for usÍng the lrJ test up to samp'le size n = 50 and further

extended by Royston (1982a) up to n s 2000. Royston also used the

approximation method for gettìng {ar} coefficients. By definition, a

has the property a'a = I. Let a* = m'v-t, approximations â* for a* are

i = 2, 3, ... , fì-l,2ni

â:
ì

( ^zI art_

[r-zâ,'
I

I

n- tâ*?
2

i = 1, i = tì.

n s 20,

n>20.

g(n-1)

g(n)

where

il1'
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(4.1.1.e)

r(å[n+i] )g(n) =

lTtTl¡¡^+ll

Using Sterling's formulâê, g(n) may be approximated and simplified:

g(n) =
[-on * zlt-t

þn + 1Ql [*F#]'l
By usìng the formulae (4.1.1.B) and (4.1.1.9), Royston extends the values

of a= and the l,l statìstic is also calculated using those formulae.
I

2.2.2. The prec'is'ion of comparisons of LERs

Mead (1983) suggesteC consider"iitg the precìs'ion of coiliparisons of the six

standardizations discussed above. The precision of comparison arìsing

from the ana'lysis of variance is examined by considerìng the residual

sum of squares of the analyses, and the standard errors of treatment

di fferences. As Oyejol a and Mead (1982) a'tso i nd'icated, a simpl e compari son

of the values for the six d'ifferent standardizations is not valid for

either of those two measures. Because the standardizations use divisors

of consistent'ly different magn'itudes, in caìculat'ing the LERs analys'is,

the absotute size of LERs is different for the different standardizations,

which will affect both sums of squares and standard errors. It is

therefore appropriate to consider the standard error as a percentage of

the overall mean (the coefficient of variat'ion), and the residual SS as

a proportion of the total SS; however, Some standardizations (L,.t, Lrr.

and 131) attempt to eliminate block differences, and the total to which

it is relevant to compare the residual SS is the total SS after eliminating

block variation (Oyejola and Mead, 1982).
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Since the correct value of LER for experimental data is a'lways

unknown and no absolute measure of bias is possible, we do not consider

thjs measure and only examine the distribution and prec'ision of comparisons

of the s i x standard'i zati ons .

2.2.3. Homogeneìty of variance tests

The most frequent'ly used test for homogeneity of variance is Bartlett's

( 1937 ) test , ori gi na] ly 'i ntroduced by Neyman and Pearson ( 1937 ) . However ,

atthough it is unbiassed (P'itman, 1939) and is local'ly most powerfu'l when

the underlyjng distribut'ion is normal (Ghosh , 1972; Shukla, 1982), it js

well known to be extremeìy sensjtive to departuãs from normaì'ity (Box,

1953). For th'is reason, many others tests have been jntroduced (Box,

1953; Gnanadesikan, 1959; Krishnaiah, 1965; Miller, 1968, Layard' 1973

and Brown and Forsythe, Ig74). blhile some of these tests are more robust

to certain departures from normality, few of them are very powerfu'l'

Layard (1973) studied the power and robustness of homogeneìty of variance

tests. He concluded that a simple x2 test (Layard's test) and a test

based on the jack-knife procedure are reasonably robust for moderately

small samples, are more powerful than Box's grouping test and perform

similarly to Bartlett's test in the normal case. From this view, Layard

recommended a sìmp'le X2 test for cases of computation. Layard a'lso

suggested that a s'imilar modification of Bartlett's would'improve the

robustness of the test, although he djd not include it in his study'

From the study of Keselman et al. (1979), it appears that the current

tests for variance heterogene'ity are either sensitive to non-normality

oF, if robust, lacking in Power.

For those reasons, I consider Bartlett's test, Bartlett's test as

modified by Box and Layard's test as comparisons for testìng the

heterogeneity of varjance. Shukla (1975, 1982) pointed out that ìn two-

wâ,v çlassificatjons there are situations where variances may differ
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between columns or rows but they remain the same within the same column

or row. Kanjj (1975) aìso indìcated that in the two-way layout between

column test, the power value ìs greatly affected by the inequality of

column variances, but onìy sljShtly affected by the serially corre'lated

wìthin-rows error varjable. The result of Shukla (1982) also shows that

Bartlett's test g'ives satisfactory results even for a very small number

of observat'ions in each row or column (i.e. n I 3). As not all

experiments can be fulìy analysed in terms of the LER, so only the

experiments that are appropriate wi'll be considered.

Test considered

Let the observat'ions yij be arranged in p rows and t columns

(i = I,2, ..., p; j = I,2, ..., t). An appropriate model re'lat'ing

the V- to unknown parameters ui cir ß¡ is considered to be

Yij = u +-ai * Bj * .ij (4.1.1.10)

where .ij N(0, o2 ).

In this study, we shall proceed w'ith the test of equa'l'ity of columns

or rows variance on residuals after fitting rows or column effects

separately and assuming no interactìon effect. The hypothesis to be

tested'is Hs, o?- o? = o;= o', versus the alternatjve that not

atl ol ut. equaì (i.e.for rows effect). The same method also appìies

to the columns effect. Although the tests are proposed to the random

models, those tests also apply to the residual after fitting co'lumns

or rows effects separate'ly (Appendix C). The following tests were

included in this study.

(1) Bartlett's test

In generaì, we consider k samples with variances, ST = 1, ..., k

and sampìe sizes ni, i = 1, ..., k. If the residuals after fitting roti',s

or column effects can be assumed to be normal, Bartlett's test is a
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( 3 ) Mod i fì ed Bartl ett ' s test

As pointed out by Box (1953), when g, = 0, Bartlett's test criterion

approximates to ,i_, , but when g, É 0, the relevant distrìbution is

(1 + åg2)*i_, Thus, â S'impìe modification, B/(I + Lgz) can provide a

robust test (Layard,1973) and g, is defined as'in 2.

3. RESULTS

The distribution and the ision of LER

As can be seen in Section III.2, not all experiments have sole crop

treatments, therefore onìy the approprìate experiments wìll be used to

illustrate normality and homogeneìty of variance in the residuals of six

LER standardizations. First, we examine the intercropping treatments

(i.e.after excluding soìe crop treatments). Detailed investigatìon was

carried out usìng experiments 10 and 11 (i.e.the same experiment but

different in season), experìment 12 and 13, which differed on'ly ìn the

secondary crop and experiment 14, which differed only ìn the season from

experiment 13. Experiment 10 involved ìntercropped corn and soybean and

experiment 13, corn and mungbean intercrop.

Table 4.i.1.1 lists the results of non-normaìity tests based on the

residuals after fitting block and treatment effects for six stancjard'izations.

First, we note from Table 4.1.1.1 the coefficient of skewness for average

bìock standardization (i.e. Lrr, Lz1 and Lrt). Except in expeniment 11,

the coefficients of skewness of 121 and L' are smaller than Ltr, but

more variable in each block standardization (i.e. Lr, Lr2 and Lrr). By

this result, it seems that 121 ârd L31 are closer to normal than Lrt

for average block standardjzation and there is no real difference between

Ltz, Lzz ônd.L32 standardizations. The kurtosis coefficient, however,

shows different results. There were no certain patterns relating to L11,

Lzr ônd Lgr or Ltz, Lzz ônd Lsz. The results are more variable between

each block standardizat'ion or average block standardizations. In fact,
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in experiment 14, there were substant'ial reductions both for coefficient

of skewness and kurtosis by average block standardization. The range

of skewness coefficient for six standardizations was very 1ow (i.e.

-0.035 to 0.380) except for experiment 14. Non-normality detected by

skewness and kurtosis coeffjcients appeared onìy in experìment 14 by each

block standardization (i.e. Lre, Lz2 âñd Lsr).

Comparison between the coeffjcients of skewness and kurtosis suggests

that they are not h'ighly correlated so that the ioint skewness and

kurtosis test is of interest. Again, non-normality appears in experiment

14 with each block standardizat'ion and in expeniment L2 with Lrz standard-

ization. Inspection of the W test, however, suggests that onìy Lp

of experiment 14 is non-normal. From these results, the dìstributions of

the residuals of six LERs standardizatìons are stilì fair'ly normal.

There were no real differences between each block standardization or

average block standardization or between each sole treatment, average

sole treatment and maximum sole treatment standardization themselves,

though with the average block standardization of experiment 14, we get

quite substantial reductions of both coefficjent of skewness and kurtosis,

a reduction which also occurred with Lzr ând Lsr standardizations.

The coefficient of variation and the percentage of sums of squares

of residuals can be seen in Table 4.1.I.2. Except for Lrz standardizations

of experiment 14, the coefficient of variation was quite small. All the

coefficients of variat'ion for all six LER values were smaller than 20%,

except for Lrz of experiment 14. Inspection of this variable shows that

there is no consjstent relationship between each block standardization

with average b'lock standardization or between each sole treatment,

average sole treatment or maximum sole treatment standardization. The

percentage of sums of squares of residuals supports the previous results.

The percentage of sums of squares or residuals ìs more varjable between

those six standardizatìons. Again, there was also no certain trend
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These results can also be seen for all data sets, including the

experiments that have just been discussed. Coeffic'ients of skewness

and kurtosis for six standardization methods are summarized in Table

4.1.1.3. Considerìng, first, the coefficient of skewness for all six

LER values, except for experiment 7, the coefficient of skewness for

all six LER values was quite small. The pattern of the results showed

the same characteristics as for the five experiments that have iust

been discussed. Inspection of the kurtosis coefficient showed the same

pattern as the coeffjcient of skewness. Aga'in, neither each block

standartiization nor average b'lock standardizatìon nor between each sole

treatment, nor average treatment nor maxjmum soìe treatment standardizat'ion

was clearly best. Non-norma'lity tests based on these two coefficìents

showed that al I s jx standard'ization methods 'left approximately normal

values for all experiments. Inspect'ion on the ioint skewness and kurtos'is

coefficjent tests and the lll test (Table 4.1.1.4) showed also the same

results. For the l^l test, except for experiment 7, the six standardizat'ion

methods yield values stìll close to normal. Comparing the combined

skewness and kurtosjs test and the l,l test, it seems that the [,l test was

not sensitive for kurtosis coeffìcient of > 1.70.

The coefficient of variation and the percentage of sums of squares

of residuals of six LER values for all data sets as shown in Table 4.1.1.5.

The coefficients of variation were qu'ite small for all six standardìzation

methods. The pattern of the coeffjc'ient of variation between average

block standard'ization and each block standardization was variable.

The same pattern was also shown between each sole treatment, average

sole treatment and maximum sole treatment standardization. Examining the

percentage of sums of squares of residuals yields the same results as the

coefficient of variation. Again, there was no real discriminatjon between

the six standardization methods.
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Let us now examine the experiments where the function of sole crop

is treatments not as control p'lots, so that we may include soìe crop

plots with mixed crop pìots. It appears that if we jnclude the sole

crop and we analyse by L12, then the data are not usuable as all sole

crop treatments have the same values (i.e. unity), therefore in thjs

study we only consider the average block standardizat'ion (i.e. Lrr,

Lzr and Lgr). Non-normaf ity tests on the resjduals of LER values of

average block standardjzation includ'ing sole crop treatments are summarjzed

in Table 4.1.1.6.

14e note from that table that the ranges of the coefficient of

skewness for Lr t, Lzr ônd L31 âFê 0.00 to 2.502, 0.00 to -0.621 , and

0.00 to -0.488 respectively. The ranges of the kurtosis coefficient

for L1t, Lz1 ôhd L31 âFê -0.098 to 13.965, 0.128 to 1.375 and 0.058 to

1.079. In fact, the range of ejther the coeffic'ient of skewness or

kurtosis for L11 is wider than L21 oF L31 and quite similar for L21

and L31. The coefficient of skewness and kurtos'is for Lrr âl"ê llìorê

signifjcant than those for L21 and L,r. Inspect'ion on the ioint skewness

and kurtosjs test and the W test showed the same results. The L11

standardization was more often sìgn'ifìcant than L21 or 131. This means

that standardization by Lzr or L3r yields fairìy Gaussian results.

However, the results of the coefficient of variation and the percentage

of sums of squares of residuals were more variable between those three

standardizations. In fact, the coeffjcients of variation of these three

LER values are still quite small.

Considerìng the previous results (i.e. without so'le crop plots) and

including sole crop plots, the distribut'ions for the latter case are more

non-normal, especially for Lrr standardizations. Comparing the intercropping

treatments, however, except for experiments 7 and 14, the distribution of

all six LERs was quite normal and there was aga'in no real dìscrimination

between those six LERs.
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Homoqeneity of Variance

As mentioned earìier, for experiments with two-way layout we shall

proceed to test theequality of columns or row variances on residuals

after fittjng columns or rows effects separateìy. To examine more deta'ils

of homogeneity of varjance on residuals after fitting treatment and

btock effects, we consider plottìng residuals against fitted values of

experiment 10 and 11 and experiment 7 and 14, that showed non-nornlaìity

of LER.

In Figures 4.1.1.1 to 4.I.I.4, residuals after fitting the appropriate

model for experiment 10 and 11 have been pìotted against fitted values.

C'learly al'l the figures conta'in important information about the d'ispersion

of residual s.

Let us exarnine, first the six standardization methods of experiment

10 (F'igs.4.1.1.1 and 4.I.I.2). From these figures,'it appears that

the dispersion of residuals of those six standard'izations was satisfactori'ly

homogeneous. Furthermore, there was no consistent pattern of dispersion

of residuals between six standardizations and it could even be said that

the dispersion of residuals of the six standardizatjons was quite simi'lar,

the difference, of course, lying onìy in the degree of clustering between

each point of each treatment.

The results of expe¡iment 11 (f igs. 4.1..1.3 and 4.1.1.4) showed

the same pattern. Between each block and average block standardization

or with each block and average block standardization yie'ld qu'ite similar

results. Aga'in, between six standard'ization methods there was no clear

patterns in the dìspersion of residuals. Furthermore, the dispers'ion of

residuals of those six standardizat'ion methods appeared quite homogeneous.

From these two experìments, it appears that the dispersion of residuals

of LER values was qu'ite homogeneous and there was no method clearly better

than al I others.
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Experiments 7 and 14 showed discrepancies fronr the other experiments

in theÍr distribution of LER, so we also examjne these in more detail by

pìott'ing resjduals against fitted values (Figs.4.1.1.5 and 4.1.1.6).

From these two figures, it appears that the variances of Lp of experiments

7 and 14 increase with the mean values. In other words, the variances

of these two experiments with L* standardization were heterogeneous.

In addit'ion, there are outl'iers in these two figures. It seerns that

these outliers affected the fit to the models both in their distributions

and homogeneity of variance of LER. By having the right standardìzation

(i.e.L.r) in the case of experiment 7 (Fig. 4.1.1.7), and Lzr or 131

standardizat'ions of experiment 14 (fig. 4.1.1.8), the outl ierrs couìd be

removed. Again, there was no standardízations that would guarantee

giving satjsfactory resuìts when there were outliers in the data.

Cìear'ly, assessing of the dispers'ion of residuals by plotting of

resjduals against fitted values demands much space to dispìay results

if many experiments must be exam'ined. Therefore, for all data sets

including those experiments that have just been discussed, the exam'ination

of homogene'it.v of variance will be assessed by the methods that have been

described earl ier.

Table 4.1.1.8 lists the results of homogeneity of variance tests

on residuals of LER values of six standardizatjons of intercropping

treatments for one-way'layout. From this table, it appears that most of

the LERs of experiment 7 have heterogeneous variance according to Barlett's

test or Layard's test. By returning to the djstribution of LER, it
appears that experiment 7 was non-normal in most LER standardizations,

so that the appropriate test was e'ither Layard's or Bartlett's modifìed

test. Nevertheless, the results showed that all the six standardization

methods yìe'lded homogeneous variances for al'l experiments except

experiment 7. The same result was seen in the two-way'layout experiments

(Table 4.1.1.9,4.1.1.10 and 4.1.1.11). According to Barlett's tests only
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the variances of Lr2 of experjment L4 for the first and second factors

are heterogeneous (Tab'le 4.1.1.10). Bartlett's modified test or Layard's

test detected heterogeneity for Lrr, Lrz ârd Lgz of the second factor

of experiment 14 and also for Lzr ôhd Lsr of the second factor of expeniment

19 (Table 4.1.1.10 and 4.1.1.11). Considerìng Tables 8 to 11 together,

one could conclude that most of the variances of six LER values were

qu'ite homogeneous. The two experiments that showed discrepancies have

been detected earl'ier primarily due to outliers. The heterogeneity following

Lzr âhd Lsr standard'izations of experiment 19 could result from the

i nteract'ion between the f ì rst and second f actor ( see Sect'ion I V.2 ,

Tabl e 4.t.L7) .

As I noted earlier, if sole crops are treatments in a given experiment,

then we may include those plots with mixed pìots to examine the effect of

planting systems (i .e. either sol e crop or intercrop). In examining

homogeneity of variance of LER in experiments includjng sole crop, we

onìy consider the average block standardization. The one-way layout

experiments will be assessed by pìott'ing residuals against fitted values

and for experiments with factorial structure will be assessed by the

methods that have been described earl'ier.

Figures 4.1.1 .9, 4.1.1.10 and 4.1.1.11 show the dispersion of

residuals of three LERs of experiments 6,7 and 17. From these figures,

apart from Lzr ônd Lsr of experiment 6, the'variances of the three LERs

of those three experiments were quite homogeneous. Examining these

figures more precisely, most of them showed two different groups in

the plots. These can be explaìned as being due to including the sole crop

treatments in the model, so the two different groups are sole crop

treatments and intercrop treatments. The other results for experiments

with factorial structure appear in Tdble 12. It appears that most of

the variances of planting systems were heterogeneous and also some of the
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second and thjrd factor variances were made heterogeneous by incìuding

sole crop treatments. Furthermore, the variances of Lrr standardized

values were much more heterogeneous than L21 or L31 standardizat'ion.

4. DISCUSSION AND SUMMARY

Let us cons'ider, firSt, differences between the intercropping

treatments ('i.e. after excluding sole crop treatments). From this study,

it appears (Table 4.1.1.3) that the coefficient of skewness of residuals

for six standardizations was qu'ite small, except for some LERs of

experiments 7 and 14. In fact, most of the values of the coefficient

of skewness were smaller than 0.50 and there were even two experiments

with skewness coefficients preciseìy zero. The coeffjcient of kurtosis

test showed the same result, except that qu'ite a few of the LERs showed

approximate rectanguìar dìstributions (i.e. 9z > 1.20) or bimodal

d'istributions (i.e. gz è 2.00). From those two tests the residuals

of all six LERs were qu'ite normal, except in experiments 7 and 14. In

fact, there Were no consistent patterns for skewness and kurtos'is

coefficient across the six LERs. Examining Tabìe 4 supports the prevt'ous

result: the distribution of residuals of most of the six LERs was quite

close to gaussian, with t-zr ârìd Lgr all normal from 19 experiments. By

comparing the two tests ('i.e.combined skewness and kurtosis and the l,J

test), ìt seems that W was slightly poorer in detect'ing non-normality

in certa'in circumstances. This result would be expected from the

demonstrat'ion by Pearson and Hart'ley (1976) that the l.l test was poorer

than the coefficient of kurtosis in the case of the uniform distribution

with 3.0 = g, = 1.8. 
4.l. l.S 4,1. t,b

As seen in the Figures Hl- and 14, experiments 7 and 14 includi.qgg

outliers, so they showed discrepancies from the other experiments. From

this study, it can be concluded that the distribut'ion of residuals of all
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six LERs may be assumed Gaussian, provided that there are no outliers

in the data. Most of the stud'ies of the ratio of the two normal variables

(Fjller, 1932; Marsagl'ia, 1965; Hinkley, 1969 and Ratkowsky, 1983) were

concerned with the distribut'ion of this ratio in the case of a linear

model ìncorporating random variables.

Here we have been concerned with the parametric model, and the

resÍduals of all six LERs were indeed quite normal. The result of

Gentleman (1975) supports thjs; she showed that, in the null cases

(no outliers), resjduals do behave much like a normal random variable.

Gentleman (1975) and Miyashita and Newbold (1983) also lndicated that

the existence of one or two outlying observations in a sample can badly

distort the summary indicators and analyses.

The choice of standardization between average block standardization

and each block standardization or between each so]e crop, average so]e

crop and max'imum sole crop treatment standardizat'ion is djfficult to

sununarize. As the previous studies (Fieller, 1932; H'inkley, 1969 and

Ratkowsky, lg83) showed, the distribution of the ratio of two nornlal variables

is approximately normal when the coefficient of variation of the

denominator varjate (CVr) is close to zero or the correlation (p)

between numerator and denominator is highìy positive. Ratkowsky (1983)

also showed that for CV, = 20.00% the normaìity of the ratio of two normal

variables is more closely approached when numerators and denominators

show a h'igh positive correlation than when they are uncorrelated. The

other results from Ratkowsky's study was that normality is not approached

when numerator and denominator have a h'igh negative correlation (p = -0.90).

Shanmugal 'ingham ( 1982 ) showed that the 1 imi ti ng va'l ue of coeff i ci ent of

variation of numerator (CVr) and corre'lation of numerator and denominator

(p). He showed that (i) there is a symmetrical distribution of the rat'io

occurring when p = CYz/CYt (ii) it is skewed to the left when p, CYzlCVt.
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From these resuìts, it is not a simple matter to choose the appropriate

standardization for the ratio of the two normal variables. For example,

different results were obtained by Fisher (1977, 1979) and Oyeiola

and Mead (1982) who considered skewness and kurtosis coefficient tests

for testing norma'l ity of those six standardizat'ion methods. In this study,

we re-examine these different results by cons'idering not only coefficient

of skewness and kurtos'is but also joint of skewness and kurtosis and the

W test. The results show that for the parametric model, the distribution

of all six standard'izations was ìndeed qu'ite normal , as long aS there

were no outliers in the data. This result was also supported by the fact

that the coefficient of variat'ion of those six standardizations was

quite small, except for experiments 7 and 14.

The results of the homogeneity of variance tests are also worthy

of note. Except for experiments 7 and 1.4, the variance of rows or column

residuals in most experiments of sjx standardizations, was quite homogeneous.

Again, as appears in Figures 4.1.1.1 and 4.1.1.4, and Table 4.1.1.8 to

4.1.1.12, there was no consistent pattern of homogeneity of varìance

between those six standard'izations and of course most of the variances

were homogeneous.

Includjng soìe crop treatments in the models distorted the behaviour

of residuals both as regards normality and homogeneity of variance. It

seems that the distort'ion in the models arose from the two patterns of

groups (i.e. sole crop and intercrop treatments). If we return to the

two experiments that present outljers, it could be that some sole crop

treatments behave as outf iers in the model. Therefore, in this situation

we should be extremely careful in interpreting the results of intercropping

experìments in terms of the Land Equivalent Ratio.

Let us now turn to experiment 7 and 14 again, as in the previous

case, (i.e. after excluding sole crop treatments). The presence of outliers

in those experiments could be the result of inclusion of zero N fertilizer
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treatments as a level of N fertilizer treatments (i.e.'in experiment

7) and the inclusjon of local genotypes of soybean withjn'improved

genotypes of soybean. Those two treatments from those two expet:iments

yield much lower than the other treatments ìn each experiment. As

M'iyashita and Newbold (1983) emphasized, in analysing data when

outliers are suspected, it would be desirable to try to account

simultaneousìy for the possibjlities of outliers and non-normal errors.

The recommendation of Shanmuga'l ingham (7982) and Carrol (1983) , 'inter

alios, may be taken as the use of either 1og transformation or robust

methods for outtiers to stabiljze the variance and induce normality.

From this study, the d'istribution of residuals of six standardizations

of most experìments was quìte normal and the variances were quite

homogeneous. Although there was no consistent pattern between those

six methods, I recommend the use of either Lzr oF Lgr (i.e. the average

sole crop or the maximum sole crop standardization from the average

block standardization) for ease of calculation and reliabiìity of

comparison between the intercrop treatments (see Section IV.2).



Coefficíent of skewness
Lr1 Lzt Ls r Ltz Lzz Lsz

-0.188 -0.186 0.089 -0.163

72.

Coefficient of kurtosis
Lrr Lzt Lgr Ltz Ltz Lsz

-0.864 -0.841 - 0. 845 -0.783 -0.886

0.206 0. 506 0.505 -0.039 -0.395

0.806 0.778 0. 735 7.734 0.818

-0.007 0. 394 0.524 -0.7 45 -1.040

2.455*t-0.120 0. 951 7 . s63*t* o. 639

the lV test

-0.184

-0.729
0. 146

-0. 048

0.488

-0.873
0. 700

0.739

-0.47 0

2.062'

TABLT 411.1.1 Non-nor:nality tests on residuals of LER values for six
standardizations of intercropping treatrnents.

ofNo.
Expt

10

11

72

13

74

10

11

72

73

L4

0.060 0. 157 0 .466 -0. 118

0.24s 0.275 0.075 0.246

0.380 0.233 -0. 035 -0.19B

1.006*ì o.sss 1.s6fi 0.s11

conbination of
skewness and kurtosis

-0.166

-0.119
0. 178

-0.201

0. 903*

t.044
0. 006

t.484
0.937

0.995

0.415

L.326

0.61s

0. 969

0.971

0.971

0. 968

0. 982

0.970

0.972

0.977

0.983

0.97 416.791*T 0.843

0. 987

0. 378

1 .0s5

0. 418

3.080 107 .728x*t 2.386

0.764

0. 936

5. 133*

0,944

13. 10

10.00

16. 90

6.80

47 .L0

1.049

0.249

t.s27
2,099

12 .80

10.50

14. 10

8.10

72.50

t,209
0. 646

t,1.33

0. 655

1,2.49t"

0. 968

0.971

0. 97s

0. 968

0.942

0.972

0.9s6

0.937

0. 952
*

0.823

43 .44

28.01

67 .27

18. 90

67. 90

0. 969

0.972

0.972

0. 984

0.977

0. 969

0. 968

0.975

0.963

0. 955

*\"/ *,** = significance 1evel at p=Q.05 and p=0.01 respectively

and will be used later with the same rneaning.

TABLE 4.I.7.2 The coefficient of variation and the (%) of SS residuals
for six standardizations of intercropping tleatments.

Coefficient of variation The (%) of SS Residuals

10

11

72

13

L4

t2,70

_10.30

14.10

7 .20

14.90

L2.70

10.70

\3.70
6 .80

12.00

12.90

10.50

14. 30

8.10

L2.90

64.23

33.34

39.29

2s.44

48.47

67.54

7L.10

36. 45

3. 95

17.02

67 .66

77.67

38.97

5.18

20.07

43.47

61.87

s6.52

s.23

18.79

12.70

10. 70

14.20

6.60

11.80

40. 84

s6.40

54.06

4 .43

23,22
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TABLE 4.1.1.3 Non-normality tests on the residuals of LER values for
six standardizations of intercropping treatments based
on coefficient of skertness and kurtosis.

lo, of
!xp't , 

'

1

5

6

7

8

9

10

11

t2

T3

T4

15

L7

18

19

20

22

23

24

0.352

0.232

-0.957

0.228

0.428

-0. 184

-0.t29
0.146

-0.048

0.488

0.204

0.005

0.350

-0.045

-0.530
0.000

0.000

0.002

0. 046

0.052

-0 .97 4

0. 280

0. 313

-0. 166

-0.119
0. 178

-0.201

0. 903*

0. 15s

-0.3t2
0.297

-0. 030

-0.402

0.000

0. 000

-0.048

0.113

0.640

- 0. 007

c. 385

-1.193
0.012

-0.84s
0.50s

0.735

0.s24

0.951

0. 699

-0.634
-0.s29

-t.44s
- 0.493

-0. 588

-t.269
-0.559

Lez

1.855

0.3t2
-0.418

-0.977

-0.804

-0.446
-0.873

0. 700

0. 739

-0.470
2.062,

- 0.838

-0.584

-0.501

-t.420
-0.45s

-0.4s7

-1.163
-o.457

Coefficient of skewness (gr)

Lrr Lzt Lar Ltz Lzz Lsz

no valid 0.t62 no valid 0.465

Coefficient of kurtosis (gz)

Lrr Lzt Ls r Ltz Lzz

solution

0.475 0,2t1
-0.8s0 -0.966
0.337 0.244

0.379 0,44L

-0.188 -0.186
0.060 0. 157

0.243 0.2L5

0.380 0,233

1.006* 0. 355

0 ,02L 0. 187

-0.024 0.054

0. 103 0 .s47

-0.034 -0.010

-0.489 -0.449
0.000 0.000

0.000 0.000

0.1s3 0.042

solution

-0.426 0.194

-0.562 -0.922

0.249 0.284

0.72s 0.476

0.089 -0.163
0.466 -0.118

0.075 0.246

-0.035 0. 198

1.562** 0.511

-0.324 0.167

0.406 -0.327

-0.511 -0.980

-0.311 -0.033

-0.425 -0. s97

0.000 0.000

0.000 0.000

-0.228 0.024

no valid
solution

0.283 -0.060

-0.05s 0. 298

-1.195 -1.169

0.2s2 -0.087

-0.864 -0.841

0.206 0.506

0.806 0.778

-0. 007 0. 394

2.455* -0.120

-0.706 -0.671

-0.891 -0.659

-0.355 -0.329

-r.484 -I.4t7
-0.493 -0.558

-0.7s0 0.742

-L.267 -r.244
-0.543 -0.685

no valid
solution

-0.651 -0.275

-0.s74 0.13s

-0.666 -0.823

0.t24 -0. s20

-0.783 -0.886

-0.039 0.395

L.734r, 0.818

-0.745 -1.040

7.363** 0.639

-0.707 -0 .704

-0.9s7 -0.702

0.244 1. 943

-0.960 0.0s2

-0.396 -0. 155

-0.253 -0.644

-1.135 -1.l0s
-0.491 -0.6s7
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TABLE 4.1.1.4 Non-normality tests on the residuals of LER values for
six standardizations of intercropping treatments based
on joint use of skewness and kurtosis coefficients and
the l\l test.

No. of
Ëxpt.

1

5

6

7

I
9

10

11

L2

L3

L4

15

L7

18

19

20

22

23

24

0.133

r.042
0. 187

3.001

L.773

4.728

0.987

0. 378

1 .055

0.418

3. 080

0.767

0.408

0. 978

1.380

L.zOL

0.411

1.910

0.382

5. 050*

0.72s

0.17L

3.783

0.998

0. 601

L.029

0.646

L.733

0.635

L2.490* *

0.943

0.717

0.999

1 .330

0. 755

0.248

1.608

0.286

0. 965

0.960

0. 991

0. 903

0.944

0. 978

0.970

0.972

0.977

0.983

0.97 4

0.972

0. 933

0.967

0.927

0.959

0.987

0. 94s

0.976

0.920

o.973

0.987

0. 920

0.951

0.972

0. 969

0. 968

0. 975

0.963

0.9s5

0.963

0. 955

0.968

0. 932

0. 968

0.987

0. 968

0.97 4

Combination of skewness & kurtosis
Lr¡. Lzt Le r Ltz Lzz Lsz

l\r test
Lr r Lz1 Ls r Ltz Lzz Lsz

no valid
so lut ion

0.858 0.158

2 .270 3 .004

1 .'963 1 .684

0.639 0.783

7,044 0.995

0.006 0.415

1.484 7.326

0.937 0.615

L6.797** 0.843

0.594 0.690

0.807 0.4s2

o.2Bl 0.965

1 .454 t.323
1 .057 0.989

0.688 0.654

1.887 1.838

0.504 0.626

no valid
solution

1.205 0.201

L.268 2.684

0.7L7 1 .036

0.078 1 .188

0.764 1.049

0. 936 0.249

5.133* 7.527

0 .944 2 .099

t07.728** 2.386

1 .066 0.854

1 .559 0.908

7.793 t2.638**
0. 845 L .256

0.773 1.263

0.076 0.492

1.530 1.449

0.576 0.s70

no valid
solution

0.964 0.991

0.8901 0.897

0.919 0.944

0.964 0.975

0. 968 0. 969

0.97r 0.971

0.975 0.971

0.968 0" 968

0.942 0.982

0.989 0. 976

0. 950 0. 934

0.987 0.967

0.920 0.932

0.961 0. 963

0. 980 0. 981

0.938 0.946

0.979 0.97L

no valid
so lution

0. 96s 0. 988

0.845* 0.886*

0.967 0. 961

0.972 0.95s

0.972 0.969

0.9s6 0.972

0.9s7 0.972

0.9s2 0. 984

0.823** 0.977

0.957 0.967

0.944 0.949

0. 969 0.936

0.9s3 0.953

0.970 0.9s0

0.962 0.987

0.949 0. 963

0.984 0.972
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TABLE 4.1.1.5 The coefficient of variation and the percentage of sun
squares of residuals of LER valucs for six sta¡rda¡dizations
of intercropping treatments.

No. of
Expt.

1

5

6

t?
I
9

10

11

t2

t3
74

15

L7

18

19

20

22

23

24

10.60

9.20

7 .90

6.30

8.20

L2.90

72.70

10.70

14.20

6.60

11 .80

18. 10

3.80

8.40

4.70

16.80

7.20

8.80

B. 30

7 .70

8. 00

L3.20

L2.90

10.50

14. 30

6.40

12. 90

18.50

3.70

8.80

4.70

16. 90

13. 80

11 .50

8. s0

40.96

30. 61

35.25

8. 30

16. 30

39.14

67 .66

7L.67

38. 97

5. 18

20.07

45.94

1.50

16.44

7 .06

38. 15

5. 13

27 .64

20.46

Lzz

t4.20
23.07

49.78

9. s4

10. 15

26.92

40. 84

56.40

s4. 06

4.43

23.22

53.20

L.47

16.87

6.r7
3r.62

5.79

70.20

18. 59

The coefficient of variation (%)

Lrr Lzt Lsr Ltz Lzz Lzz

(%) of SS of residuals
Lzt Lsr Ltz Lzz

no valid
solution

10.60 7. s0

s.70 7 .70

7.s0 7.40

14.10 12.80

12.70 . L2.70

10.30 10.70

14.10 13.70

7 .20 6.80

14.90 12.00

15.30 16. s0

3.70 3.90

8.70 8.40

5.10 4.90

14. 30 14. 60

t3.70 72.30

10.50 10.70

8. 90 8.50

no valid
solution
9.80 7 .90

8.60 8.20

7.90 7 .70

1s .10 13.10

13. 10 12 .80

10.00 10. 50

16. 90 14 . 10

6.80 8 . 10

47.10 12.s0

1 2 .80 16.60

3.90 3.80

9.40 10. 30

5.60 4.80

13.00 14.30

13.30 12.40

10.90 11.40

72.20 8.50

Lrr

no valid
solution

4s .91 3L .80

92.84 6 .7 6

3s.66 L2.66

44.s1 40.46

64.23 67 .54

33.s4 7I.rO
39.29 36.45

2s .44 3. 9s

48.47 L7.O2

s7.44 37.67

2.64 1.63

29.75 16.2s

7.26 6.73

60.05 23.55

6.62 s.18

27 .54 25.45

17.04 19.49

no valid
solution

58 .50 38. 31

70.9s 7 .03

15.02 8. 02

t7.47 14.60

43.44 43.47

28.01 61.87

67 .2t 56.s2

18. 90 5.23

67.90 18.79

74 . 08 38. 96

3.\2 1.59

19.89 2s.93

8.10 5.84

67.42 it.Og
6.83 5 .56

9.79 10.97

25.30 19.31

t3.20
10.80

8.50

I

I

:

1

i

I
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TABLE 4.1.1.6 Non-normality tests in the residuals of LER values
for three standardizations including sole crop
treatnents.

lo.
ixpt

of Sl<ermess Coefficient
Lrr Lzr Lgr

lV test
Lrr Lzt L¡r

6

7

8

9

16

L7

20

2L

22

23

24

0.422

2.502*

1 .307

0.262

-0.653

0.349

-0.230

0.263

0.000

0.000

0.096

0.489

-0.627
0. 309

0.258

-0.533
0.368

-0. 166

0.24r
0.000

0.000

0.092

0.486

-0.558

0.292

0. 315

-0.488

0.470

-0.225

0,27s

0.000

0.000

0.972

0,757**
0.998**

0.976

0.912**

0.774**

0. 978

0.9s7

0.979

0.880

0.967

0. 955

0.97 4

0. 967

0. 987

0 . 8 91*'*

0.980

0.980

0.960

0. 960

0.968

0. 9s6

0. 949

o.973

0.974

0. 987

0.901*

0.977

0.969

0. 9s3

0. 967

0.976

0. 968

TABLE 4.1.7.7 The coefficient of variation and the percentage of SS

residuals for three standardizations íncluding the sole
crop treatments.

0. 060

No. of
Expt.

6

7

8

9

16

L7

20

2L

22

23

24

11.s0

15.70

7L.70

16.40

9.20

5 .50

13.10

6.50

9.50

9. 30

9.90

9.40

6.80

6 .60

15.00

10. 10

5.50

L3.70

6. 10

8.80

9.60

9.20

9.30

6.20

7 .30

15.10

10. 30

5 .60

16.50

6. 30

9. 60

10.00

9.20

18. 13

36.60

L8.27

8. 97

13.11

3. 18

19. 78

5.95

s.77

9. 30

12.96

20.65

4.t7
4,77

7 .32

7 .L9

2.29

9. 98

4.25

4.23

B. 33

11 .09

18.27

3.52

5 .01

10.87

6.36

2.23

11.19

3.67

4.69

5.67

8.06

Coefficient of
variation (%)

Lrr Lzt Le r

The (%) of
SS residuals

Lrr Lz:- L¡r

0.451

13.965**

s.427**

0. ss7

-0.62s
-0.098

0.t47

-0.861
0.325

-0 .495

-0.676

1.0s0

7.375

-0.625

0. 1s7

-0. 786

-0.206
0.295

-0.736

0.128

-0.506
-0.81 I

L .033

L.079

-0.429
0.585

- 0 .695

0.0s8

0.464

-0.830
0.581

-0.387

-0.64s

7 .271

481. 965 **

70. 149**

t.117
3.433

0.974

0.381

1.191

0.233

0.538

t.207

2. 900

7.425*

L.47s

0. s46

2.887

1. 145

0.326

0. 904

0.036

0.563

L.722

2.834

s. 198

0. 996

1 .408

2.367

r.7 3s

0.694

t.024
0.742

0.329

!.052

Kurtosis coefficient
Lrr Lzt Lsr

Joint of
skervness 6 kurtosis

Lrr Lzr Lsr



TABLE 4r'1.1.8 Honogeneity of variance tests on residuals of LER values for six
stanãardizâtions. of intercropping treatnents for one-way classification'

1

Lrr
Layarð test (x2)

Lzt L¡r LtzNo. o
Expt.

77

5

7

8

9

Lzz Lsz

1.79

7 .31

6.06

3.27

s.74

6.36

!
.\-J

Treatnents

Population of
peanut

te of cassava

fertilizers of
naize I peanut

ean

of planting
f corn Ë peanut

of
bean

es of

ting

no valid

solution

1 .98

3.58

4.81

4.93

2.22

8.53* 11.87r*

4.25

2.36

2.76

10.93*

1 .45

4.86

4 .59

solution

15.56**

0.59

1.47

5.19

1 .65

alid

2.53

no

7 .57

2.33

Bartlettrs test (¡12)

Lzt Ls r L:z LzzLrr Lsz

11.80**

7.64

6.66

1. 15

3.52

ó.61

no valid

solution

4.68 4.95

3.95 4.34

3.58 5.2t

6.02 6.80

solution

2.24 no v

3.80

4.02 r.23 4.62

4.7L 3.54 4.58

6.62 6.86 8.46

3.68 3.03 3.6L

Modification of
Bartlett's test (¡2)

Lrr Lzt L:r Ltz Lzz Lsz

5.38

2.72

4.25

7 .08

T.L7

4. 55

no valid

solution

1 .98

3.58

s.06 5.70

5.03

6.41

9.51* L2.24**

4.36

12.s4**

2.84

5.5¿

5.15

5.41

no valid

so lution

1 .05

3.06

2.4r

6.64

4.s0

3.24

12.07** 16.68¡



TABLE 4.1.1.9 Honogeneity of variance tests on residuals of LER values for six
standardizations of intercropping treatments for two-way classifications
(Bartlett's test).

No. of
Expt.

6

10

11

72

13

t4
15

18

19

20

22

¿5

24

Lrr Lzt L¡r Ltz Lzz LszThe 1st factors

2
x

Population of ¡naize

The direction of rows planting
The direction of rows planting
Genotypes of rnaize

Genoty¡res of maize

Genotypes of naize

Planting distance of maize

Date ofmaizeplanting
Population of maize

Genoty¡res of màize

Genotypes of rnaize

Genotypes of maize

Genotypes of maize

1.18

0.04

0.04

L.72

1.04

1.99

0.51

0.36

L.4L

1 .85

6. s6

3.01

0.003

0.40

0.08

0.08

0.70

0.50

L.72

2.28

0.31

0.002

2.78

6. C5

2.93

r.o4

0.55

0.08

0.01

0. 69

0 .45

2.86

1 .5s

0.31

0.24

¿. JÔ

6.58

2.35

0.77

0.47

0.25

0.09

0. 16

0.23

1L .08*

7.3L

7.07

1.18

3. 96

3.3L

l. J5

0. 01

1. s6

0.14

0. s6

0.20

0.62

t.37
0.73

0.46

0.01

2.22

s.7L

1.60

o.97

t.07
0.16

0.L2

0. 13

0. s8

2.33

1.16

t.25
0.2L

2.37

6.33

2.L7

0.77

The 2nd factors

N fertilizer in maíze

Genot¡res of soybean

Genotypes of soybean

Genot¡res of soybean

Genotlpes of nungbean

Genotypes of rnungbean

Planting distance of soybean

Population of maize

Genotypes of maize

Population of ¡naize

Leaf cutting of maize

Leaf cutting of maize

Leaf cutting of maize

Lrr Lz:.

2
x

Lgr Ltz

2.68 0.29

L.45 2.48

1.86 3.90

2.40 5.63

4.07 2.08

L.34 48 .70**

7.67 4.51

L.63 2.54

2.24 0.02

0.8 9 A .32

0.003 0.17

0.30 0.46

0.65 0.41

Lzz Lzz

3.36

0.98

1 .69

3.62

3.51

5.04

2.23

3.34

0.23

0.28

0.003

0.58

0.9s

2.08

1.46

1 .89

2.33

6.64

2.17

0.88

L.70
110

0.92

0.002

0.77

0.43

2.09

2.86

2.83

3.05

7.43

L.72

1 .38

5.28

t.28
0.88

0. 04

0.60

0.42

1.78

3 .55

r.5¿

2.38

6.2L

7.63

t.87
1 .40

1.2L

0.61

0. 01

0. s9

0.68

!
æ



TABLE 4.1.1.10 Homogeneity of variance tests on residuals of LER values for six
-' standardizations of intercropping treatments for two-way classifications

based on Boxrs nodification of Bartlettrs test'

No. of
Expt.

6

10

11

t2

13

L4

15

18

1ö

20

22

23

24

Lrr Lzt L¡r Ltz Lzz LszThe lst factor
x2

Genotypes of maize

Genotypes of maize

Genotypes of rnaize

Planting distance of maize

Date of maizePlanting

Population of maize

Genotypes of naize

Genotypes of naize

Genotypes of maize

Genotypes of maize

1.51

0.05

0.03

L.72

1 .00

0.67

0.47

0.82

1 .51

3.33

4.85

s .60

0.01

0.59

0.09

0.06

0.64

0.52

L,43

2.70

0.58

0.04

2.23

4 .90

5.7L

1 .69

0.79

0.09

0.05

0.55

0.47

1.89

L.34

0.s7

0. 34

2.49

5 .04

4 .68

1-32

0.60

0.24

0.08

0.10

0.36

1.04

r.36
2.58

1 .09

3.17

5.16

2.45

0.01

1.s1

0. 14

0.42

0.17

0.67

0.85

0.74

1 .06

0.02

1 .96

6.72

2.42

1.36

1.11

0.15

0.10

0. 11

0 .6B

I.JJ

1 .38

2.03

0.28

2.38

5.42

3.02

1.10

Poþulation of maize

The direction of rows Planting
The direction of rows Planting

2
x

Lrr Lzt Lar L1z Lzz LzzThe 2nd factor

N fertilizer onmaize 2.20

Genot¡les of soYbean t.82

Genotypes of soYbean '2.28

Genotypes of soYbean 3-62

Genotypes of nungbean 5.92

Genot¡les of mungbean 4.02

Planting distance of soYbean 2.35

Population of maize 3.74

Genotypes sf maize 0.61

Population of maize 0.52

Leaf cutting of maize 0.01

Leaf cutting of maize 0.66

Leaf cutting of maize 1.30

3.5 9

2.25

1.53

2.43

L0.37

3. 91

0.75

1 .81

5.06r'

0. B9

0.004

0. 18

0. s7

4.08

2.24

t.57
2.22

5.74

2.47

L.24

t.73
4.65*

0.70

0.01

0.32

0.78

0.35

4.18

4.85

2.97

3.90

13.04*

6.00

2.13

0.04

u.4¿

0. 36

0.62

0.81

2.29

4.25

2.L0

2.39

1.63

7 .62

1 .56

t .55

too

0.91

0.09

0.50

0.62

L.92

5 .01

7.25

1.95

t.70
10.93*

2.02

2.55
) '70

2.L2

0.03

0.50

0 .85

!
ro



TABLE 4:1.1.11 Honogeneity of variance tests on residuals of LER values for six
standardizations of intercropping treatments for two-way classification
based on LaYardrs test.

No. of
Expt.

6

10

11

L2

13

74

15

18

19

20

22

¿5

24

Ltr Lzt L¡r Ltz Lzz LzzThe 1st factor
X

2

Population of maize

The direction of rows Planting
The direction of rows Planting
Genotypes of maize

Genotypes of naize

Genotypes of maize

Planting distance of maize

Date ofmaize Planting
Population of maize

Genoty-pes of rnaize

Genotypes of naize

Genotypes of rnaize

Genotypes of naize

1.60

0.05

0.03

L.72

1 .05

0.73

0.50

0.76

r.73
) a'7

4.75

6.54

0 .01

0.60

0. 10

0.06

0.66

0.53

1.51

2.29

0. s6

0.004

2.59

s.2L

6 .80

1 .58

0.81

0. 10

0.05

0.s7

0.49

2.04

1 .45

0.56

0.35

2.55

s.28

5.33

1.24

0.62

0.2s

0. 08

0.10

0.36

1.26

1 .45

2.58

7.27

J.J/

4.83

2.53

0.01

t.67
0.13

0.45

0.18

0.68

0.90

0.78

1 .04

0.02

2.76

6.99

2.54

1.39

t.2L
0. 16

0. 10

0.11

0.69

L.44

1 .45

2.13

1 .61

2.54

6. 10

s.77

1.05

x2

The 2nd factor

N fertitizer onmaize 2.97

Genotypes of soYbean t.66

Genotypes of soYbean ' 2-65

Genotypes of soYbean 2.65

Genoty¡res of rnungbean 7.83

Genotypes of rnungbean 15.22t'

Planting distance of soYbean 2-85

Population of maize 3.L4

Genotypes of maize 0.53

Poputation of maize 0.51

Leaf cutting of maize 0.01

Leaf cutting of maize 0.69

Leaf cutting of maize L.43

Lr r Lzt Lg:. Lzt Lzz Ltz

3.28

2.07

L.57

2.46

4.46

4.3L

0;82

1 .99

5.03*

0.97

0.004

0. 19

0.59

3.90

2.06

1 .60
aaa

7 .86

2.67

7.52

1 .90

4.65'"

0.77

0.01

0.34

0.84

0.35 2.79

4.55 4 .7L

5.69 2 .1s

3.06 2.7L

3.58 1 .80

19.45* 7 .7L

6.70 L. 95

2.49 1.48

0.04 2.82

0.43 0.98

0.35 0.08

0.63 0. s4

0.77 0.62

1 .93

s.79

L.28

2.L5

L.7 6

14.10*

2.64

2.66

2.63

0.57

0.03

0. s4

0.87

oo
O



TABLE 4.l.I.IZ Honogeneity ofvariance test of residuals of Lrr, Lzr a¡d Lsr including sole crop

treatments based on Bartlettts, Boxrs nodification of Bartlettts and Layardts test.

Bartlettrs test

Bartlettf s modified test

2
X

No. of
Expt. The Srd factor

These were not the 3rd factor
It l?

t? ll

Maize genotyPes
Maize densities
Leaf culting of corn

il ll

It ll

Lrt Lzl Ls r

8
9

16
19
20
22
¿5
24

.99L

0
0
0

8

0.87 1

0.03 0
0.04 0
0.01 0

4.38 6

.15

.26

.04

.001

.89*

44
02
01
56*

The 1st factor Lrr Lz¡- Lsr

2
X

il

il

il

lt

It

It

ll

It

It

il

il

il

It

It

14.33**
7.27
7 .3L**

21.98**
11.59**
23.74**
lL.67**
7.37**

1 .99
0.01
7 .29**
0.01

'0.04
7.44** t
0.92
0.27

L.34
0.58
5 .84*
0.03
0.10
1 .35**
2.07
0.75

Planting systems

L:. r Lz1 Ls t-The 2nd factor

Mungbean genoty?es
Soybean genotypes
IlIeeding nethods
Maize densities
Maize genotypes

4
1

1

0
1

73
0
7

64
00
30
69
54
2l
95

1.22
0.75
0.34
3.03
1.19
6.00*
1.52
5.69

1.03
0.62
0.45
0.25
0.86
4.77
1. 15
5.20.29*

lt

il

ll

:l*

8
9

16
19
20
22
¿5
24

Layardt s test

il

tt

It

lt

il

il

ll

Ú

il

tt

il

tt

It

ll

4.68*
1 .54
7.19**

11.65**
9.54**

21 .56**
7 .30**
7.65**

2.97
0.01
I . r',5 r'*
0. 01
0.04
8.37"
0.66
0.33

2.06
0.67
7 .35**
0.47
0.09

11. 94**
1.44
1.11

2.73
2.19
2.ts
L.34
3.53

14.68**
1.85
9. 38**

.96

.70

.93

.44

.94

.53*

.43

.15*

Planting systens

ize genotlpes

I{eeding nethods
Soybean genotypes
Mungbean genotypes

il

tt

ze densities

9.67** 6

3.09 3

9.42* 9

3.87 3
1.81 1

0.72 0

0.89 0
1.75 1

These were not the 3rd factor
tt

lt

e genotypes
Maize densities
Leaf cutting of corn

il ll

.;.

.90

.001

.01

3.06
0.34
0.04
0.001
9.40**

5

0
0

0

9

.;

.03

.03

.01

1

0
0
0

tt ll 69** 6.14*

8
9

16
19
20
22
1Z

24

il

ll

It

It

lt

ll

It

il

tt

il

il

il

It

il

5.59* 3.03 2.08
1. s8 0.01 0.66
6.92* 10.26** 8.72**

L7.64** 0.01 0.07
11.14** 0.004 0.10
26.72** 8.98** L3.23**
8.25** 0.68 7.52
8. 17** 0.33 L.72

2.64 I.02 1 .03
1.97 1.53 1.40
2.70 0.67 0.86
t.32 4.14 3.54
3.44 7.76 1.90

16.05** 9.2r** 6.05*
1 .91 3.01 3.09
9 .29** 8 .23r' 9. 19*

Planting systems

tl

il

il

il

il

il

il

It

Mungbean genotypes
Soybean genotn)es

ize densities
ize genotypes

These were not the 3rd factor
tt

tt

ze genotypes
ze densities

Leaf cutting of corn
il tl

illl

4.82
0.88
0.001
0. 01

7l .92*1,

1.86 2.87
0.03 0.34
0.04 0.03
0.01 0.001
6.47* I0 .47**
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lntercroppìng treatments.
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IV.1.2 THE CORRELATIONS OF THE Tl^lO CROP YIELDS FOR ALL TREATI\IENTS IN
INTERCROPPI NG EXPERIMENTS

1. INTRODUCTION

No quantity has been more characteristic of biometrical work than

the correlation coefficjent, and no method has been appl'ied to such

varìous data as the metho<j of correlatjon (Fìsher, I92t, 1970). When

s'imple l'inear correlation coefficients between two variables are computed

over several groups, it is desired to test the.homogeneìty of several

correlation coefficients and obtain a single coefficient if they seem

to be homogeneous (Steel and Torrie, 1960). For example, neasurements

on two characteristics of a crop or type of animal may'be available

from several strains or breeds. The strain or breed variances may not

be homogeneous so that pooìing sums of products and calculat'ing a s'ing'le

correlation coeffic'ient is not valid.

Qne of the popular methods for analysing the results of intercroppìng

experiments is the bivariate approach described by Pearce and Gilliver

(1978,1979) and G'ill'¡ver and Pearce (1983) and set out in Section II.1.2

above. The method, however, requires the fundamental assumption that

the correlations between two crop y'ields are constant for all treatments.

By assurn'ing the homogene'ity of thi s correl ati on , thei r f i rst method

allows a transformation to give new variates with variance and covariance

equaì to one and zero respect'iveìy. In the second method, the correlation

between two crops 'is al I owed for by skew axes . However, Marti n ('in the

discuss'ion of Mead and Ri1ey, 1981) emphasized that assumption of equa'l

correlation between the two crop yjelds cannot be sustajned, especially

when crop densìty is varied.

Although equaì'ity of correlations between two crops for aìì treatments

is important and simp'le to test, there are few studies testing that

assumption as replication of each treatment is usually modest (Mead and

R'i'ley, 1981). This study'is a'imed to test the assumptìon by us'ing per

row data or plant samp'les as regarded as smalì plots from each p'lot for

various kinds of intercropping experiments.



2. THE TXPERI14ENT SAMPLES AND STATISTICAL ANALYSIS

2.L Thä experiment sampìes

As noted earlier, most experiments have limited repf ication, so row

data.or pìant samp'le data will be used here as small plots for testing

the hypothesis of the equaì'ity of correlations between two crop yìe'lds

for all treatments. Plant sampìe data are available from some of the

Type 1 experiments and row data are available from the Type II experiments

in Section III.2. The reason for using plant samples as small plots is

that they can be seen in the physical layout of the experiments (Figs.

III.2.1 to III.2.4 in Section III.2).

Results from plant samp'l'ing correspond to sole crop pìots, but the

plant sampìes are obviously much smaller. By considering the plant

samples and the rows as small plots, we may compute correlations

between two crop yie'lds for all treatments with enough samples.

Although 6 samples are reaìly too small for calculating the correlatìon

coefficient, in th'is study we will still do so, using the p'lot basis

data from experiments that have six replicates.

The experiments that will be used in this study are experiments 9,

!!,29,3?,33, 37 and 38 for the plant sampìes, experiments 39, 40' 41

and 42 for the rows data and expe¡iments 1,5,50 and 51 for the plot

data, all as described in Section III.2.

2,2 Statistical Ana'lYsis

Fi sher (1.g1t , 1.970) poi nted out that with l arge sampl es and moderate

or small correlations, the correlation obtained from a sampìe of n pa'irs

of values is distributed norma'l1y aboút the true value p, with variance

83

(4.1.2.1)
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It is therefore usual to attach to an observed value r, a standard error

( 1-r' ¡ n-1 , or (I - r2)//n. Th'is procedure is on'ly valid under

restrictions stated above. However, wìth small samples as it is usual

'in pract'ica1 research, the value of r is often very different from the

true valuê, p, and the factor 1 - 12, corresponding in error; jn addition,

the distribution of r is far from normal, so that tests of significance

based on the large sample formula are often very decept'ive. To overcome

that prob'lem, Fisher suggested transform'ing the value of r to z as

z = Èl.Ln(l + r) - Ln(l - r)l (4.I.2.2)

wh'ich is approximateìy normally distributed with approximate mean and

standard dev'iat'ion of L .tn(1 + p)/(l - p) and t//l:-3 regardìess of the

value of p. Transforming r to z allows us also to test jf two or more

observed correlations are sign'ificantly different from each other. In

other words, to test whether or not those observed correlations are

homogeneous.

l..le illustrate this approach (j.e. testing for homogene'ity of a set

of correlation coefficients) by usìng the d'iscussion of Steel and Torríe

(1960) and Snedecor and Cochran (1980). Let 11, ..., rO be k correlation

coefficìents based on samp'les of s'izes n1 , ..., hk. First convert the

"i to z, recording aìso the terms (ni - 3) for each zr. Under Ho the

are all estjmates of the same mean u but have different va¡iances

= l/(ni - 3). If the bias in mean z can be neglected, the test for

homogeneity of the correlation coefficients is equivalent to the test

of equality of the mean value of z (Rao, 1965). The test of signìficance

is based on the result that if k normal deviates have the sôrnê llìeârl p

but have different variances of, tf'. quantity

w'iti 
¡ '
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I
i=1
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is distributed as x
k

2

k

I
=l

with k - 1 degrees of freedom, where W., = t/o]

l,l.i . In thìs appìication, l^li = ni - 3 andbJ.z. /
ì l'

l1
Iand

k

I (n'
i=l I

2
X

7-w
'l

k
I I (n*

I
I =I

2- 3)zrJ
2- 3)z (4 .1.2.4)

- 3)

l^le shall onìy consider single paìrs of random variables, but more

extensive analyses of correlation structure might be appropriate, using

the results established by Rao (1979) and Brien (1980).

The analysis has all the lim'itat'ions of any linear model , but can

ans\¡rer Ehe simp'ler aspects of the prob'lems raised by Martin ('in

discussion of Mead and Riley,1981). Mead (1983) pointed out that in

using plant samples or rows data, we assume that within p'lot variation

is similar to between plot variat'ion. Therefore, in this study we also

test the homogeneity of correlatjon coefficients between plots in each

treatment to examine the variation between and w'ithin pìots.

3. RESULTS

As described jn Section III.2, in general the experiments can be

classìfied into two categories. The first type involved intercropping

between stap'le food crops likemaize, cassava or rice and legumes or

other vegetable crops. The second type involved intercropping between

sugar-cane as major crops and food crops or vegetab'le crops etc. as

minor crops. It seems also interesting, first, to divide the result

into two types as in Table 4.1.2.1,. The x2 values indicate the

homogene'ity of correlation coefficients between two crop y'ie'lds for all

treatments in each experiment. From Table 4.1.2.I, it appears that 4

out of 9 experiments of experiment type I were not homogeneous in terms

of their correlat'ions. All the experìments of type II, however, show

homogeneity of correlations for all treatments. Taking these results

'l k

I (n,
i=l I
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into consideration, it is interesting to exanrine in more detail, the

mechanism of competition in terms of their correlations in each experiment.

Bearing in mind how fel in number these experiments are, we wiJl

try to ident'ify the relevant aspects of the structure of treatments in

each experiment. In general, we can distinguish three types of

experiments accord'ing to their treatment structure. The first one was

experiments involving comparison of genotypes, the second one those

i nvol vi ng ferti I i zer treatments and the thi rd those i nvol vi ng dens'i ty

treatments.

Table 4.I.2.2 provides more detail on the treatment structure in

genotype comparison experiment, in terms of their correlation coefficients

between two crop yieìds. In all cases, the correlations were positive.

The difference is of course onìy in the degree of mutual cooperation

or compotitìon, but at least the effects are all in the same direction

for all treatments, although this resu'lt may not be true for genotypes

that have major differences in canopy such as dwarf versus tall varieties.

If we intercrop such genotypes with other crops that are sensit'ive to

shading, then we may expect that with dwarf varieties mutual cooperation

will occur, but competit'ion will occur w'ith tall varieties. Returning

to Table 4.1.2.2, for experiment 29, it appear"s that treatment b and i

seem to be different in their correlation coeffìcients; it could also

be due to the land races.

The correlations between two crops in the experiments that ìnvolved

fertiljzer treatments are difficult to summarjze, as can be seen from

Table 4.I.2.3, which lists the correlation coefficients for each treatment

in experiment 33. This experiment involved intercropping between cassava

and peanut. The treatments were combinations between two different doses

of fertilizer on peanut (Ai) and six different doses of fertilizer on

cassava (B..). From this table, the association between two crops
J
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between B. treatments in Ar and Az treatments are different, in respect
J

of their correlatjon. t.lith Ar treatment (i.e. peanut without fertilizer)

the competition between these two crops occurred at 85 level and then

increased as the level of fertilizer on cassava was increased. Cassava

grows very rapidìy and needs nlore other nutrients and also more'light,

and these factors may infìuence the growing of peanut. When peanut was

fertil'izer (i.e. within Ar), the compet'ition occured from the Br to Bg

levels and as the levels of fertilizer on cassava (Bz) increased, the

comelation became positìve. It seems that giving nitrogen fertilÍzer

on peanut rnay 'increase the requirement for another nutrient, competition

occurring due to limiting 'levels of the other nutrient. The other

correlat'ion coefficients for this type of experiment can be seen in

Table 4.I.2.4. It also appears that the assocjation between two crops

ranges from mutual cooperation to competìtion in each experiment. This

result is not in any way surprising; as Pearce and Gilljver (1978)

po'inted out, that if more fertilizer Ís applied to a mixture of crops,

in one respect the immediate effect may be to reduce compet'ition, but

ìater pìants could become ìarger and there might then be more competition,

even w'ith respect to the nutrient elements suppìied.

Table 4.I.?.5 lists the correlation coefficients of the two crops

for experiments that 'involved density differences. As in experiments

that involved fertilizer treatments, different patterns of assocìation

of the two crops occurred as revealed by their correlatjon coefficient.

Experìment 1 is shown in more detajl jn Table 4.1.2.6, although the x2

test is not significant, very possÍb'ly primarìly because the number of

sampìes is too small. This experiment was aimed to assess the effect

of four different proportions of peanut which are intercropped with

cassava. Increasing peanut dens'ity at first stage was folìowed by

increasing mutuaì cooperation, but this declined at 75% peanut and even

compet'ition at 100% peanut. Such a result can also be seen in experiment
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37 (Table 4.1.2.7). The treatments were combinations of three different

inter-row distances of maize (Ai) (i.e.B0 x 30, 160 x 30, 200 x 30cm)

and five different leaf cutt'ing times for the maize (B¡) (i.e.at 7 days,

12 days,17 days,20 days after silking and without leaf cutting). From

Table 4.I.2.7, 'it appears that the effects of leaf cutting on the

correlations of the two crops are much h'igher in high dens'ity (i.e.

narrow jnter row distance) than in low density. From this study' it

appears that the assocìation between two crops ranges from mutual

cooperation to competitìon, though the increasing competition mìght simply

be the result of increasing the dens'ity treatments.

The iesults of testing the homogene'ity of correlation coefficients

between pìots in each treatment appear in Table 4.1.2.8 and 4.I.2,9-

From these two tables, in general, the correlation coefficients between

pìot for each treatment are homogeneous. In other words, the patterns

of within p'lot correìation is sjmilar to that between pìots. Hence, it

should be reasonable to use the pìant samples or rows for the analyses

a'l ready descri bed.

4. DISCUSSICN AI'ID SU¡1IIARY

It js unlikely that equality of competition between two crops can

hold exactìy for a'l'l treatments, though 'in many instances it can be

accepted as a reasonable approx'imation and no worse than the other

assumptì ons made 'i n app'lyi ng stat'isti cal theory , ê .g . that any treatntent

can be expected to have the same effect at all po'ints in the experimental

area or that all plots are equa'lly subject to error (Pearce and Gilliver'

1978). From this study there were some experiments where one could

accept that assumption. These experiments were classified as intercropping

experiments that involved comparison of genotypes and also some of

experiment II ('i.e. intercropping of sugar-cane). There might be also

some exceptions for genotype experiments that have different canopies
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(i.e. dwarf and tall varieties) if we intercrop with the other crops that

are sensitive to shading. This result has also been indicated by Donaìd

(i963), who emphasìzed that, aìthough it is clear that competitive

ability, in any part'icular set of circumstances, has a genetic basis,

it is more clifficult to accept the further proposition that such

abìlity may be independent of those p'lant attributes giving competitive

advantage for the factors needed for growth.

However, forintercropping experiments that involved fertilizer,

insectjcide, pest'icide or herbicide treatments, the assumpt'ion of equal

correlations between two crops for all treatments is difficult to accept.

In the examp'les of such experiments examined here, the association

between two crops varies from mutual cooperatìon to competition within

a samp'le. Thìs study also shows that in the experiments involving

density treatments, the assoc'iation also varies from mutual cooperation

to competition. It appeared that at low densjty, mutual cooperation

might have happened, but at hìgh density competition took p'lace. This

result (i.e. the effect of densjties) actually has also been discussed

by Mather (1961). He emphasized that 'if the relationship is density

independent, then it can onìy be neutral or cooperatìve, but if it is

density dependent then there may be cooperation at low densities, followed

by neutral relationsh'ip and final'ly be active compet'ition as the dens'ity

increases. As a result of this study, tnte may expect that the correlations

between two crops in intercropping experiments will be much more compìex

if fertjlizer and density treatments are involved together.

The x2 value is linear in (ni - 3) (Equation 4.1.2.4), i.e. the

greater n' the greater the ¡2 values, and the power of the test is weak

with the small sample size, as is well known (Snedecor and Cochran,1980).

Thus, in experiment 50 (Table 4.1.2.4), though the range of correlation

coefficients is -0.547 to 0.423, and also experiment 1 (Tabte 4.1.2.6)
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with the range of -0.456 to 0.583, the results of the tests are not

sìgn'ificant.

Al though thi s study i s based on smal'l pì ots , so that the vari ab'il i ty

of data is greater, the result is a good indicat'ion of the validity of

the assumpt'ion of equality of correlations between two crops for all

treatments'in i ntercroppì ng experiments. The assumptìon is dìfficult

to accept in experìments that jnvolved fertilizer or density treatments,

therefore ìn us'ing the bivariate approach one should take great care.

[lle recommend testing that assumption, first, though on'ly on a sampìe

basis. By having somewhat larger p'lant samples ('i .e. at least three

or four plants per sample) the result will be more reliable.

As noted earlier, usjng within plot variation to calculate the

correlatjon coeffic'ient requÍres that between and within plot patterns

of variation for the two crops be similar. In most cases, the correlation

coefficients between plot 'in each treatment are homogeneous. Therefore,

it should be reasonable to assume the variation of the two crops with

the same treatment wìthin pìot Ís simjlar to between plot and then use

plant samples to calculate the correlat'ion coeffic'ient between those two

crops. 0f course, using plot values is much better and more appropriate'

but there may not be expe¡iments wìth ten or more replicates' Again'

by having larger plant sampìes taken to reduce variability of the data'

then calculating the coefficient correlatiòn between two crops and testing

the assumption of equaì correlations for all treatments in intercropping

systems wi I 
'l be more rel i abl e .
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TABLE 4.I.Z.l The x2 values for testing the homogeneity of correlation
coefficients between two crop yields for all treatments
in the intercropping experiments

0bserved

x2

Number of
treatment

I,lumber of
sampì es

EXPERIMENT TYPE I

txperiment 1

5
9

11
29
32
33

EXPERIMENT TYPE II
Experiment 39

40
41
42
50
51

2.03
0. 78
1.13
9.48
4. 6s

14.75*
32. 50**
73.97*x
87 .33**

0. 70
2.93
t.73
2.49
1 .86
L.94

4
4
7
B

11
7

1,2

15
15

6
6

t2
15

37
3B

15
20
15
40
40

28
28
28
20

6
6

4
4
4
6
4
4
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TABLE 4.1.2.2 The correlation coefficients between two crop yields for
all treatments for experiments that were 'involved with
genotype treatments.

Treatmentsa) correlation coefficients

Experiment 9 a
b
c
d
e
f
g

0.t82
0. 210
0.191
0.40s
0.2r9
0.113
0.469

Experiment 29 a
b
c
d
e
f
I
h
i
j
k

0.429
0. 602
0. 555
0.369
0.342
0.312
0. 173
0.158
0. 084
0.323
0. 148

Experiment 41 ArB

B

I

2

0. 649

0.744

0. 694

0. 810

AzBr

B2

a) See Sectìon III.2 for details.
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TABLE 4.1..?.3 The correlation coefficients between two crop yields
for all treatments of experìment 33.

Treatments

Ferti I 'izer on peanut Ferti I i zer on cassava correl ation coeffi ci ents

0.405
0.675
0.720
0.420

-0.243
-0. 570

0 - o - 0 (B
0-30-60(B

30-30-60(B
60-30-60(B
eo-30-60(B

120-30-60(B
378
105
115
226
537
434

-0.
-0.
0.
0.
0.

t)
,)
r)
u)
r)
.)

,0-45-50 a) (Ar)

225 - 45 - 50 (Ar) -0B

B

B

B

B
ô
D

0
0

30
60
90

r20

0
30
30
30
30
30

-0
-60
-60
-60
-60
-60

1

2
I

4

5

6

a) = doses of N, PzOs and KzO (kglha)
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TABLE 4.1..2.4 The correlation coefficients between two crop yields
for all treatments for experiments that were involved
with ferti I i zer treatments.

Treatmentsa) correlat'ion coefficients

Experiment 32

Experiment 50

Experiment 51

a
b
c
d
e
f
g

a
b
c
d

CI

b
c
d

0. 166
0.187
0. 46i
0.582
0.277
0. 067

-0.488
-0.547
0.423
0.168

.0. L0L .

46
94
4B
40

-0.7
-0.0
-0.7
-0.2

a) See Section III.2 for details.
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TABLE 4.I.2.5 The correl ation coeff i cients of the two crop yi e'lds for
all treatments of experiments that were involved with
dens'ity treatments .

Treatmentsa )
Correl at'ion
coeffi cì ents

-0. 365

-0. 387

-0. 003

0.262

0.182

0. 399

0.353

u.476
0. 043

-0.111

-0. 159

-0. 253

-0. 358

0. 173

-0.052

-0.362
-0. 203

-0.360
0.849

0.272

0.239

0.209

0.004

Correl ati on
coeffi ci entsTreatments

ArBr

Bz

AzB r

Bz

ArB r

Bz

ArBr

Bz

ArBr

Bz

Bs

AzBr

Bz

Be

a)

Experiment 1L

Experiment 38

ArBr

Ptz

Bg

B+

AzB r

Bz

Bg

B+

ArBr

Bz

Bs

B,*

Bs

AzBr

Bz

Be

B+

Bs

AsBr.

Bz

Bs

B+

Bs

Experiment 39

Experiment 40

Experiment 42

0.269

0. 333

0.402

0. 149

-0 .47 4

-0. 199

-0. 51 1

-0. 198

-0. 083

-0. 008

-0.077

-0. 380

-0. 336

-0. 334

t ) S.. Section I I I .2 for detaíl s.
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TABLE 4,1.2.6 The correlation coefficients of two crop yields for all
treatments of experiment 1.

Treatments
Correl ation coeffi cients

Cassava (100%) + Peanut (25%)

Cassava (1007á) + Peanut (50%)

Cassava (100%) + Peanut (75%)

Cassava (100%) + Peanut (100%)

0. 012

0. 583

0.094

-0. 456

TABLE 4.I .2.7 The correl at j on coef f i c j ent of two crop yjel ds for al I
treatments of exPeriment 37.

Treatments correlation coefficients

AtBt

B2

B3

B4

Bs

AzBr

Bz

B3

B+

B5

AsBr

Bz

B3

Ba

Bs

-0.149

-0.26L
-0. 508

-0.52r
-0.577
0.256

0. 233

-0. 148

-0. 308

-0.428
0.4r7
0.411

0.209

0. 404

-0.091



97.

TABLE 4.I.2.8 The x2 values for test'ing the homogeneity of correlation coefficient:
between pìots in each treatment of experiment type I.

Experi -
ment

9

11

32

37

Treat-
ment

a
b
c
d
e
f
g

A:.Br
B2

B3

B,*

AzBr
Bz

Bs
Bq

B4
Bs

Exper i -
ment

29

33

3B

Treat-
ment

Br
Bz

Bg
B+
B5
Be
Br
Bz
B3
B+
Bs

0bserved
x2

Number of
pl ot

Observed Number of
x2 pìot

4. 60
3.76
0. 88
0. 16
t.r2
3.27
0. 58

2.07
2.38
0.30
1.15
0. 30
0.43
2.54
2.94

.58

.t7

.55

3
3

3
3
3
3
3

3
3
3
3
3
?

3
3

4
4
4
4
4
4
4

4
4
4
4
4
4
4
4
4
4
4
4
4
4
4

a
b
c
d
e
f
g
h
i
j
k

1

.02

.75

.54

.50

.L2

.16

.63

.42

.37

.20

.34

.13

.09

.70

.54*

.78

.95

.49

.43
o?*

.45*

.i5

0
1

0
0
1

0
I
0
1

1

1

3
0
0
6
3
0
4
2
7
6
0

3
3
3
3
3
3
3
3
3
3
3

3
3
3
3
3
3
3
3
3
3
3
3

4
4
4
4
4
4
4
4
4
4
4
4
4
4
4

**.36
.19
.70
.44

A

Az

a
b
c
d
e
f
g

2I
5
0
1

4
3
I

T2
2
0
2
0
4

10
3
5
1

1

2

8
3
0

Bs 3. 03

1 .93
r.37
1.04
3.80
5 .43
6.28
2.98
5.52
9.82*

13.65**
3.86
5. 14

1 1 .08*
2.9L
8. 36*

ArBt
B2

B3
B4
Bs

A, Bt
B2

B3

Ba
B5

A¡Br
B2

B3
Ba
Bs.59

ArB r
B2

B3
Ba
B5

AzBt
B2

B3

Ba
B5

As Br
Bz

B3

.52**

.38

.02

.57

.98

.25

.26*

.08

.24

.12

.33

.17

.51*

.22

a
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TABLE 4.I.2.9 The x2 values for testing the homogeneity of co_rrelation
coeflicients between pìots 'in each treatment of experiment
type II.

Experi -
ment

Treat- 0bserved
ment x2

Number of
pl ot

Treat- 0bserved
ment x"

Number of
p1 ot

Experì -
ment

41

40 A1 10. 10*
5. 14

4.83
2.40

r.76
4.01

6.23

3Ö 4,. Bt
B2

&B'
B2

4
4

4
4

4
4
4

4
4
4

0.61

4,. B,
B2

B3

&B'
B2

B3

B]1. 60
0. 51

1.55
1. 53

4
4

4
4

4
4

4
4

2.23
16. 31**
1.80

1.36
0.77
3.28

B2

&Bt
g2

A,8,.
B2

A,8,.
B2
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TU.?. THE ASSESSMENT OF YiELD ADVANTAGES BY USING UNIVARIATE AND

MULTIVARIATE ANALYSES

1. INTRODUCTION

Whjle the y'ield advantages of intercroppìng systems seem very

attractive, there are prob'ìems in assessìng the degree of yield

advantage (Mead and Wi'lìey, 1980). The assessment essentiaììy ìs

to determine whether an'intercropping comb'ination is better than sole

cropp'ing and whether, with combinations, one intercropping system

is better than another. Part of the problem arose because of the

differences jn crops or because yìeìds are difficult to compare.

Therefore, ì t i s general'ìy appreciated that more than one analys'is

should be used ìn ìnterpret'ing the 'intercropping data (Mead and

Stern, I979). Analyses on each crop yjeld separate'ly and analysis

of combjned crops'in some ways for intercropped pìot yìeld have been

recomrhended by Mead and Rì1ey (1981)

As usual, when there are two djfferent characteristjcs of interest,

namely the yieìds of the first crop (A) and of the second crop (B),

the estimation of the best treatment depends on what is meant by "best".

Qne poss'ibility is to say that hìgher yields of both crops are preferable

to smaller ones, but then one does not know which of the pairs (20.34'

8.96) and (31.30, 2.97 ) is better because nejther dom'inates the other

jn the sense of hav'ing larger y'ields of both crops simultaneously. The

other possìbiìity is to weigh the crops by a certain constant as monetary

values or calorific values. In addition, however,'it might be of

interest to see the two crop yìelds as a response of the treatment

effect as in bivariate ana'lysis. As l,rljlley (1979) emphasized that the

purpose for conductìng intercropping experiments may vary greatly in

type of information required, thus the types of analyses will also vary.

A study of l^liies'inha, Federer, Carvalho and Portes (1982) showed that

'intercropping systems which aimed to maximize the yjeld of any one crop
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djd not necessarily max'imize total crop value or Land Equiva'lent Ratio.

The other result obtained was that the multivarjate analyses of variance

for that experiment were in agreement with those from univarÍate ana'lyses.

This result may not be true in generaì.

The 51 expeniments which have been considered in the present work,

using the yield character of the crops, are mainly concentrated on

assessìng the degree of the yie'ld advantages from the intercroppìng

systems rather than on est'imating the response of model equat'ions.

Therefore, the appropriate methods of response models that have been

developed by Federer and his colleagues (Federer, Hedayat, Lowe and

Raghavarao, 19761' Federer, 1,979; Federer, Conniga'le, Rutger and I,Jijesinha'

1982), will not be included in this study. Furthermore, those methods

are much more concerned w'ith competition studjes. As the experìmenters

have as their main interest the comparison between ìntercrop treatments

(see ìater) then this work is also concentrated on the intercropping

systems. The comparisons between sole crops and intercrops,'if possib'le'

is made by contrast'ing sole crop versus ìntercrop treatments.

This work attempts to examine varjous types of ana'lyses on various

types of i ntercropp'ing experiments: the uni vari ate ana'lyses of each

crop separately, the first crop yield equivalence by weighing of the

relative price, the Land Equivalent Ratio and the multivariate analyses

of variance and Pearce's and G'illiver's bivariate methods will be

considered. The extens'ion of the Land Equ'ivaìent Ratìo with a new

effective LER and the elaboration of the bivariate method are also

cons i dered .

2. STATISTICAL METHODS

Designs and analyses in both agriculture and statistics have been

well developed for so'le-cropped experiments, but are in a relativeìy

primitive state for intercropPing, or mixed cropping (l^liiesinha et al . ,
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1982). Even simple competition experiments need much development

(Penfo'ld Street, 1.982). Testing hypotheses of constant means used the

analysis of variance both in terms of univariate analysis and multi-

variate (bivariate) analysis.

2.1 Uni vari ate analyses

A straightforward procedure, and one that is usually necessary to

some degree, is to ana'lyse the crops separately (l,rlil'ley, 1979). This

can be done using a reduced design which simpìy'involves'ignoring

the sole treatments of the crop not under consideration. This js

particu'lar1y useful for examining parameters which are only applicable

to one of the crops. Anaìyses of variance are performed and approprìate

F-ratios of means squares computed.

It can be seen ìn the descriptìon of experiments that the type

of design used was e'ither a Randomized Comp'lete Block or Spìit P'lot

Design so that the basic linear model can be written as

yijk = u + ri * oj * ßo + (crß)¡¡ * Ei¡t U.2.2.I)

for a Randomized Complete Block Design where:

u = the grand mean effect

û)- = the effect of the ith replicate
I

o, = the effect of the jth rirst factor
J

ß¡ = the effect of the kth ,..ond factor

(cß)¡O = the interaction effect

Eijk = the error term that - N(0, Õ2)

and

Yijk=u +ri *oj *'(ii) * ßk (crß)¡t+t.¡jk (4.2-2.2)

for a Sptit Plot Des'ign where
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E

,i
ct.

J

,(ji )

ßk

1"e )¡r

EtiL

the

the

the

the

the

the

the

grand mean effect

ef fect of the 'ith repl i cate

effect of the jth first factor as main treatment

whole plot error .^ N(0, ofr)

effect of the kth ,u.ond factor as sub-plot treatment

i nteraction effect

split pìot emor -- N(0, o2)

As the available data did not include information on ìnput costs

(fer"tilizer, ìabor, seed, etc.) for the different *onoiu'ltune and

intercropping systems, to combjne crop yìeìds in terms of money, I

consider the first crop yield equìvalence as

Y, = X, + Xz.CzlCt 9.2.2.3)

where

Y, = the first crop y'ieìd equivalence

Xr = the yieìd of the first crop

X2 = the y'ield of the second crop

Cr = the price of the first crop at harvest time

Cz = the price of the second crop at harvest time

The assumption made in this analysis was that the price of genotypes

within a species involved in an experiment was the same. The anaìysis

of variance was then carried out and F-ratios computed according to the

appropriate models that have been described.

Another way of combining the two crop y'ie'lds ìs to use the Land

Equ'ivalent Ratio as proposed by l^lilìey (1979) and then extended by

Mead and l,lilley (1980). The detailed methods have been described in

Section II.1, so they wi'll not be set out again. As I mentioned earlier in

Section IV.1.1, although there was no consistent pattern over the six
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standard'izations, I recon¡mend using either Lzr or Ls1 for easy calculation

and reliability of comparison between the 'intercrop treatments (see

tater). To exp'la'in that argument, I consìder on'ly the average block

standardjzation (i.e. Lrr, Lzr, and L31) in calculating the LERs.

2.2 , t(ul ti vari ate analysi s

Considering the fjrst and second crop yield as ioint variables,

Xr and Xz, ô multjvariate ana'lysis of variance (Morrison, 1967; Mardia

et al., 1980) and a bivariate analysis (Pearce and Gilliver, 1978, 1979;

Gjl'liver and Pearce, 1983) were performed for comparison. The terms

"multivariate" referring to standard MANOVA and "bivariate" referring

to Pearce's and Gilliver's method will be used later.

Consider the two-way analysis of varjance and suppose we have nrc

independent observat'ions generated by the model.

x =g*G + T *¡ +Eijk 'l
J rJ i jk'

rh

i = 1, ..., r,
j = 1, ..., c,

k = 1, ..., ñ.

(4.2.2.4)

where

oi

T
rh

is the i

is the j
"row" effect

"col umn" effect
J

nij is the interaction effect between the ith "ro*" and the i

EijL is the error term - Np(0, e) for all i, i, k.

th "col umn"

hle requ'ire that the number of observations in each (i, i) cell should be

the same, so that the total sum of squares and products matrix can be

suitably decomposed. We are interested 'in testing the null hypotheses

of equaìity of the c' equality of the r' and the equality of the n¡¡.

Let T, R, C and E be the total, rows, columns, and error SSP matrices,

respectiveìy. As'in the univariate case, we can show that the following

MAN0VA identity holds, i.e.

T=R+C+E (4.2.2.5)
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where

lll=n (x
1l
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E=M*I{

ct
=f

rIl
= j r x..-t k=1 al'(i..al

l

r
x

-II
-i.a- x. - I + xl + (x.--i-- -l- rl' + x.. )
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with

Here !l is the SSP matrix due to interaction and ÍÍ is the residual SSP matrix.

Thus from (5) and (6) r1'e rnay partition I into

T=R+C+ll+l{

r
E )

(4.2.2.7)
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under the hYPothesis IIO of

the Wishart distribution,

allorr t. andl' beinø ze:ro, T must folLoi*

Þlp(E, rcn - l')

Al-so, we can write

l{=
t
x

i=1

say, and, whether or not HO holds, the Orj .t. i'i'd' úIp(X, n - 1) '

Furthermore, as shown bY

lg - wp(I, rc (n - 1) )

as in univariate analysis, whether or not the as and ts vanish,

Þt .. Írp(I, (r - 1) (c - 1) )

if the n., are equal.rl
It can be shown that the matrices R, c, Þ1 and I{ are distributed

independently of one another, and further that the likelihood

Ratio (LR) statistic for testing the equality of the interaction term is

lwl¡lw * ul = l*l¡lnl - Â (p, v1, vz) (4.2.2'8)

where

Vr = rc(n - 1), Y2 (r - 1)(c - 1)

We reject the hypothesis of no interaction for low values of Â.
Absence of an interaction effect implies that the row ar¡d column

treatment tests unrst be made separateJ-y. The LR statistic to test the

equality of the t. irrespective of the cl. and nij can be shown to be

lwlzlw + cl A(p, vr, yz) G.2.2.s)

where

Vì = rc(n - 1) , Y2 = c - 1

Instead of using the a-bove test Rao (1948) transformed to the F-test. As

described by Rao for two variables with any number of degrees of freedom

of groups, the F test can be performed as

4..Ìl
ct

j=1
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(4.2.2. 10 )

where

^ 
, = the I^Ji I k 1 amda cri teri on

oDs

n = nunrber of sampl es - 1

g = degrees of freedom of group.

The bivariate anaìys'is of Pearce and Gill'iver and details of thjs

model have been described in the Ljterature Review (Chapter II.2) so

wiìl not be set out again in this Section.

3. RESULTS

1 . Uni vari ate Anal ys'i s

1. Analyses on each crop yield and the first crop equìvalence

A prel'im'inary analyses of variance was done separateìy on each

crop yield. The analyses were performed only on experiments that have

the same structure for both crops, so we can exami ne the same effects

of treatments on each crop. Deta'iled investigat'ion was carried out

using the experiments 12 and 13, wh'ich differed only in the secondary crop.

In Tables 4.2.1 and 4.2.2, the analyses of variance on the maize

and soybean yield of experiment 12 are shown. Different interpretat'ions

will arise according to whether maize yield or soybean yie'ld is consjdered.

Examin'ing ma'ize yield, by taking 5% significance level we can see that

neitherinteraction effect nor genotypes of maize or soybean was

sign'ificant'ly different (fa¡le 4.2.1). In contrast, though the interaction

effect was not sign'ifjcant, the effect of maize or soybean was sign'ificant

as seen by anaìysing soybean yie1d. Sole maize yield and the maize yield

of intercrop appeared not significantly different (Table 4.2.1.). In the

maize-mung bean mixture (experiment 13), the ana'lysis of maize gave a

1-'Ã^; n-g-1
þ = oDS . ---;- -F(Zg, 2(n - g - 1)/^s
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different result a'lso (faUle 4.2.3). From that table it also appeared

that, even though the same genotypes were used as in experiment 12, the

majze genotypes were significantìy different when mixed with mungbean.

From this resu'lt, jt seems there are interactions between maize genotypes

and the type of secondary crop and could be due to the site as well.

This fact could be explained by comparing the treatment means of experiments

12 and 13 (Tables 4.2.7.8 and 4.2.I.9). Comparison of these two tables

shows that in most cases the yield of maize in experiment 13 is higher

than in experiment L2. Comparing Tables 4.2.3 and 4.2.4 shows different

yìeld'ing'interpretat'ions. The effect of interaction was not s'ignificant,

but either maize genotypes or mung bean genotypes were s'ign'ifìcantly

different when analysis was based on mung bean y'ieìd.

The other results of analyses of each crop treated separately,

including the two experiments that have iust been discussed, are in

Table 4.2.5. From that table,'it appears that different conclusions

arise from analysÍng each crop separateìy. Inspection of Table 4.2.5

also shows that neither peanut genotypes nor soybean genotypes nor

mungbean genotypes nor up'land rjce genotypes sign'ificantly affected

the ma'ize y'ieìd. Taking th'is result into consjderation, we might

conclude then that the y'ieìd advantage of that system arises from the

second crop yields. However, it is not so easy to maintain the full

yield of the first crop by having different treatments on the second

crop, as noted from experiment 13 and aS may indeed be seen in Table

4.2,5 for all data sets. Comparisons between sole crop and int,ercnop

yie'ld of the first crop are given jn Tabl e 4.2.6. From this table, it

appears that by using'intercropping systems we might expect to get the

same amount of the first crop yield as in so'le crop. However, from Table

4.2.6, it also appears that some experÍments showed different yields in

the intercrop and sole crop systems. Inspection of Table 4.2.5 and 4.2.6

together reveals that to get the full yield of the first crop'is not



108.

sjmp]y a matter of adding each sole crop popu'lation together to create

an intercropp'ing system. The additional treatments should be appf ied

ejther to the first or second crop or both such as pìanting date,

fertilizer, etc. Tabl e 4.2.5 also reveals that the coeffic'ient of

variation varied between each crop in the same experiment and withjn

each crop 'in djfferent treatments. The treatments that are appììed to

the second crop not only affect the second crop but also can affect

the first crop. It appears that'intercrops of maize, and sweet potatoes

or majze and upland rice y'ield the hìghest coefficient of variation on

maize and also on the second crop. The ìntercrop of maize and mungbean

showed less variability both on the yield of maize and mungbean.

In sugar-cane intercropping, the variabilìty of sugar-cane was less

than that of the second crop. Aga'in, this result suggests that the

variabiljty of the first crop yield depends on the type of second crop

and also on the type of treatments jnvolved. The other result from

those two tables is that though some experiments have extraord'inary

h'igh coeffjcients of variation, they still show significant difference

between treatments. Thus, there were qu'ite large differences'in the

treatment means.

By interpreting the first crop and the second crop yields separately,

the result m'ight be different, because the two crops are not really

independent (Table 4.2.2I). From this resuìt, considering the two

crops as independent variates and interpreting the results separately

on this basis might not be appropriate. Hence, we should combine the

crops in some ways to compare intercroppìng treatments. Although monetary

values can change and consequently the results of analyses also change'

an economic index may be useful. By weighting the values of the second

crop on the first crop, as considered in (4.2.2.3) the aiiaìys'is of

variance was done to all experiments (fa¡le 4.2.7), That is one of the

advantages of an economic analysis: alì the crops can be combined linear'ly
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after weìghting by price. However, there are also some d'isadvantages

as mentioned earlier and will be illustrated in the bivariate methods.

Detailed ana'lyses of variance were performed using experiments L2 and

13 (Tables 4.2.8 and 4.2.9). It can be seen fronr Tabj e 4.2.8 that the

effects of intercropping systems were not s'ignificant, so Ít was

poss'ible to compare between yje'lds of sole crops and intercropping

systems. Sole maize and intercropping systems were sìgnìficantly different,

but sole soybean and intercropping were not. From this result two

conclusion could be drawn. The first is that when crops are being grovún

primari'ly for subsi stance, these farmers should grow 'intercrops rather

than sole majze both for dietary requìrements, and also to guard against

risk and spread the labour peak. The second is that when crops are

being grown for cash then farmers should grow sole soybean rather than

intercrop soybean withmajze. In fact, there is also a market problem

in that, if all farmers grow soybean, then the price of soybean w'iì'l

drop and the prìce of ma'ize increase. Hence, the maximum predìcted

return will not be obtained in pract'ice. In the maize-mung bean intercrop

(experìment 13), the result of analyses appear to be different from

experiment 12 (Tabl e 4.2.9). From that table, 'it appears that although

maize genotypes were not s'ignìficant, mung bean genotypes and its

interactions were s'ignificantly different from zero. This result agrees

with the differenh response of maize in respect to the secondary crops

as indicated earlier in the analysis of each crop yield for those two

experiments (Tables 4.2.1. and 4.2.3)

From the values of the coefficient of variation in Table 4.2.7,

one sees that analysing the two crops.combined is more stable than

analysing them separately. The reduction in the first crop y'ield is

compensated for by 'increas'ing the second crop olin constrast. Values

of the means and the range of the first crop y'ie'ld equivalence compared

with the sole crop yield, calculated ignoring the treatment structure'
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are shown in Table 4.2.10. From Table 4.2.10, all of the intercropping

systems showed more benefit than sole cropping, though some of them

were not significant'ly different as 'in experiment 72, that have just

been discussed. It also seems that a doublìng of yield or more is obtainable

from intercropping systems compared w'ith sole cropping.

2 . The Land Equ i va'l ent Rati o

D'ifferent conclusions can be obtained by analysing each crop

separateìy, and ana'lysìs in terms of monetary returns will vary with the

price of the two crops, sc 'it is desirable to have the results in a

form that can 6e applied in different s'ituations, such as the LER.

Interpretation of LER assumes that the largest simultaneous yieìd of

the two crops is preferable to any smaìler yield and, 'imp'licitly, that

the yield proportions'incorporated in that LER are those required by,

or acceptable to, the farmer. As I mentioned earlier, although there

are sìx possible standardizations for calculat'ing LER values, i only

consider three (i.e. Lr' L2r and Lrr) for reasons which will become

clear later. Deta'iled investigat'ion was also carried out using

experìments 12 and 13 (Tables 4.2.11 and 4.2.16). As the effect of

intercropping systems in experiment 12 was not significant, both Lrr,

L' and Lr' we can contrast between sole crops and intercropping

systems. From Tables 4.2.II, 4.2.12 and 4.2,73, it seems that the

result will be obtained in terms of Lr1 or L21 or 131. This, however,

was not always the case as in Tables 4.2.14,4.2.L4 and 4.2.16 for

experiment 13. The other result of analyses including those two

experiments appears in Table 4.?.L7. Inspection of that table reveaìs

that there were quìte different results for Lr.r., L21 and 131. In fact,

the results of anaìyses using L^ and L' are quite smaller. Returning

to Section IV.1.1 on the coefficient of variation of LER, and comparìng

thjs with anaìysing each crop separate'ly (faUle 4.2.5), one sees that
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the analyses on the LERs are more stable. Again, as in the first crop

yieìd equiva'lence result, the LERs take into account the compensat'ion from

both crops. The decl in'ing yie'ld of the first crop is compensatjon for

by the increas'ing y'ield of the second crop of vice versa.

It appears not only that the result of Lr1 analysis is different

from Lz1 ôrìd Lsr, but also that using L11 the treatment means are

different (Tabl e 4.2.1.8). Comparing the columns of L1r r Lzr and Lgr,

the highest LER for Lrr is not the highest one for 121 oF 131 but the

latter two y'ield the same result. In the treatments A1B2 andArBr, though

yield of both corn and soybean are higher for ArBz than ArBg, the 111

of A1B2 is lower than A1Br, prìmarily because sole B, was so low.

Obviousìy, the h'ighest value of a ratio may be due not only to the

magn'itude of the numerator but also the smallness of the denominator.

As this illustrates, having more than one d'ivisor in calculating LER

may g'ive large discrepan'ices in comparison of the treatment means.

The mean and the range of Lzr and Lgr ând the component LER of 131,

calculated without considering the differences of the treatment effects,

are shown in Table 4.2.20. As the denominators of Ls1 ôrê larger than

those of Lzr So the LERs that are calculated wjth L21 âFê larger than

with Lgr. Inspect'ion of the means LERs suggests that, apart from experiment

22 that was damaged by m'ice before harvest'ing , aì ì experiments have LERs

larger than L for both Lzr ônd Lgr. It means that intercropp'ing systems

are better than sole cropp'ing in terms of the efficient use of the land.

Examining the maxjmum LERs, quite a lot of the'intercropping systems are

twice as efficient in using land (i.e. LER > 2.00), even w'ith the

maximum standardization (i.e. Lsr). Inspection of L31 ô1so shows that

apart from experiment 22, mosl experiments have the LER ¿ 1 (at least

75%) . Agai n, 'intercroppi ng systems are better than so]e croppi ng i n

terms of using land. From Table 4.2.18, the means component LER of the
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first crop of the L31 standardization ranges from 0.39 - 1.19 and the

component LER of the second crop ranges from 0.33 - 0.84 and most of

them are > 0.50. Inspection of the mean of the component LER of Lsr

also shows that in general , an increase in any one crop yie'ld w'il'l be

accompanied by a decrease in the other crop yields, though there are

also some experiments with increased yield of both crops (i.e. both

component LER > 0.50). Thus, either posit'ive or negat'ive association

in the field can occur in the intercropping systems. If there is a

pos'itive association then choosing the highest LER will still be

appropriate for the farmer's requìrements as the higheSt LER will have

the highest component LERs as well.

However, when the association between two crops is negative then

the highest LER may have the highest component LER in any one crop but

not for the other crops. In such a situat'ion, the highest LER may not

be desired by the farmer as he requ'ired a certain amount of the crop

for staple food. Further results on how to interpret the LER will also

appear in the bivarjate ana'lysìs. Returnjng to Table 4.2.18 and

examìnìng'intercropping, test factors and the LER total of the best

treatment together, one sees that having a different p'lant'ing date would

yield the highest LER on maize and peanut intercrop. For the maize and

soybean or rnajze and mungbean in the crops, combination of the appropriate

maize and soybean genotypes or maìze and mungbean genotypes y'ields a

quite sustainable hìgh LER (i.e. LER = 2.00). Thus, even on'ly by adding

together of each sole crop to perform intercropping systems as in most

experiments that did not jnvolve popuìation densities yield more

efficiently in using land compared with sole crop. The important concern

is how we should majntain the two crops with the same requirement but

not at the same time or the different requirements at the same time.

The I im'iting factors on each type of intercropp'ing are of course different

as shown by maìze and peanut or ma'ize and so-vbean and mungbean above.
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2. Multivariate and bivariate analyses

As I nlentioned earlier, because the multivariate analyses can only be

conducted on crop combinatjons, no hypotheses related to comparisons

with sole cropping can be tested. A multivariate or bivariate analysis

of variance was performed on the vectors (X,.i, Xri) for intercropp'ing

systems. X1., denoted the first crop yield and Xr, the second crop yie1d.

As jn the univariate case, the necessary assumpt'ions for the analyses

are that the observations should be normally distributed and, very

importantly, that the variance-covariance matrices of Xr., and Xr., should

be the same for all populatjons. The results of Section IV.1.2 should

be kept in m'ind; then assuming that the variance-covariance matrices

are the same, test the hypotheses on the effects of the fi rst and

second crops as intercrops, and their interaction. The results are

presented in Table 4.2.21. The results in that table suggest that the

two anaìysis agree in terms of what effects they detect. In fact,

these results are not in any way surprising since both tests were

derived from the work of hJilk (1932). In the bivariate model, however,

the test is s'imple and usually appropriate as most intercropping

experiments involve onìy two variables. Therefore, only the bivariate

methods w'ill be djscussed in more detail in a later sect'ion, usjng the

relative graphicaì displacement of the treatment means. Inspection of

the correlation of residuals suggested in generaì that both positive or

negative values could occur. As Pearce and Gilliver (tgZg) emphasized,

if the experimental soils are fertile it is to be expected that both

crops wìlì grow weì1, which makes a positive correlation for the two crops.

However, since the two crops are in competition, this tends to make the

correlat'ion negatìve. It is possìble that NN designs (tljlkinson, Eckert,

Hancock and Mayo,1983) will a'id in resoìving thìs problem, but no work

has yet been carried out on this po'int. The other results from the
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correlation of residuals is that the two crops are in fact dependent,

which expìains the differences of the analyses of each crop yield separate'ly.

It can also be seen that the ang'le between two crops varies 5Bo to 120o,

so that the ang'le of the two crops is not exactly 90o, as assumed in

analysing each crop yÍeld separately. Gilliver (in the discussion of

Mead and Stern, !979) also indicated that he quite often got the angles

of the two crop y'ields up to 115o, and that is quite a considerable effect.

Hence, cons'idering the two crops as 'independent variates and ana'lysing

them separate'ly w'iì'l not be approprìate, but the two tests (i.e. ana'lysis

on the first and second crop yieìds separateìy) can be ä useful complement

to the multivariate or bjvariate analysis. For example, as a result of

the sign'ificance of the bivariate ana'lysis, we could ask whether this

is due to sign'ificant differences in first crop means, in second crop

means or in both.

4. THE EXTENSION OF THE PREVIOUS METHODS

1. THE NEI.I EFFTCTIVE LIR

My orig'inal study of this new effective LER, wes completed in April

1983, whjle Chetty and Reddy's paper appeared in 1984 with the model

of the staple LER.

As I mentioned earlier, straightforward comparison of LER assumes

that the'largest s'imultaneous yield of the first crop (A) and of the

second crop (B)'is preferable. Aìso, as Mead and l.lilley (1980) emphasized,

the yieìd proportions incorporated in that LER are imp'l'ic'itìy those

required by or acceptable to the farmer. Farmers may actuaì'ly require

a certain amount of crop A for stapìe food and some addjtionaì yield of

crop B for a dietary need or for cash, so that the highest LER may not

mean anything to the farmer, if his requirement of crop A is not met.

In Section II.1, the effective LER of Mead and Stern (1979) and Mead
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and l^litley (1980) was described. This takes into account the yield

proportion of crop A desired by the farmer. They ca'lculated-this as

the ratio L¡/(tO + LU), i.e. LA/LER total. It could be argued that the

yield proportion of crop A requ'ired by the farmer also depends on the

yield of crop B ('i .e. Lg). The highest required yield proportion of

crop A calculated by that method will not necessarily be the highest

yieìd of crop A as well. Therefore, the required y'ield proportion of

crop A does not mean the actual yield of crop A required by the farmer.

In other words, the required proportion which is calculated by that

method does not mean anythìng to the farmer.

Table 4.2.22 shows that the highest y'ie'ld proportion of maize can

be the lowest yield of maize, because the yield proportion of maize

depends also on the yield of mung bean.

Table 4.2.22 The yield of maize and mung bean and the LER of
some intercrop treatments of experiment 13.

Yield (kg/ha)
corn mung bean

The component L R rtìon of ma'ize
Lc + LM), (maize) L* (mung bean)

po

/(L

LER
Total

P

(
r0
LC

2700

2283

2386

2720

2868

1303

788

1016

1038

1101

0. 90

0.76

0.80

0. 91

0. 96

1. 16

0.70

0. 90

0.92

0.98

2.06

I .46

1 .70

1 .83

7.94

0.44

0.52

0.47

0.50

0.4.9

Therefore, the farmer's requirement or required yieìd proportion of

crop A is simpìy the yield of crop A or LO itself in that intercropping.

As an example, if the yield of corn requ'ired by the farmer is 2386 kg/ha

then the requ'ired y'ie'ld proportion of corn is simpìy L, = 0.80.

As a resuìt, of thjs modification of the required yjeìd proport'ion,

I simp'lified the concept of the effective LER, defining a new effective

LER (i.e. LER'). As the concept of the new effective LER is the same as

the effective LER, except the yie'ld proportjon required by the farmer,
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we may use the argument of Mead and Willey (1980). Considering the

example in Table 4.2.23, Intercrop 2 (i.e. refers to Intercrop 4 in

experiment 5) nray be preferred by the farmer if the requìred yield

proport'ion of rice is 0.73 'instead of Intercrop 1 (i.e. refers to Intercrop

2 in experiments 5) though Intercrop t has a hìgher LER than Intercrop 2.

Table 4.2.23 The yield of rice and cassava and their LER in
two different ìntercrops of experiment 5.

I nte rcro
yield (ks/ha

i ntercro
yiel d (ks/ha

p

)

1 p

)

2

LER LTR

ri ce

cassava

LER total
sol e ri ce

sole cassava

553

18489

1153

171.20

842

1,062r

0. 73

0.62

1.35

0.48

1

1

08

56

Suppose the farmer required the yield proport'ion of rice to be

p'= 0.73 (i.e. Lrice = 0.73 or 842k9 of rice), but has in fact grown

Intercrop 1 which gives an 1.r.. of only 0.48 (i.e. 533k9 of rice). He

could get his requirement by grow'ing Intercrop 1 on pant of his land

and sole rice on the remainder (Mead and Stern, 1979). To cons'ider how

much extra sole rice would have to be grown with Intercrop 1, it is

easiest to work out how much intercropp'ing would be necessary on one

hectare of land. Assume that a proport'ion of, k', of the land is grown

with the Intercrop 1 and a proportion (1 - k') with sole rice.

The area of intercrop (k') for required proportion (p'= 0.75) is

0.73 = 0.48 k' + (1 - k')

k = 0.52 ha

and additional sole rice = (1 - 0.52)ha = 0.48 ha.

Hence, the new effective LER could be calcu1ated as the bioìogical

efficiency of the system as follows:
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From 0.52 ha of Intercrop 1

cassava

ri ce

From 0.48 ha of sole rice

ri ce

Y'iel d (kg/ha )

9614

2BB

841

553

p' = 0.73

LER

0. 56

0.25

0.48

new effective LER or LER' 1,.29

From the calculation of the new effective LER, ìf the yield proportion

of rice required by the farmer is 0.73, then Intercrop 1 provides b'iological

effjciency of only 1.29 compared with Intercrop 2 which gives 1.35. Again,

by our defìnition of the iequÍred yield proportion (p') we wi'11 not only

get the same proportion that is required (i.e.as Mead and Wilìey,1979),

but also get the yield of rice that is actually needeC by the farmer,

though the figures are not exactly the samc, prinrari'ly due to the truncation

cf intercroppìng and addjtional sole rice area before calculation.

The calculatjon of the propoition of land for intercropping (k') for

a required yie'ld proportion (p') of crop A, in general is

and

or

LER, = 1+ k'(r-ER - 1)

(1 - p') (LER - 1)LER'=1+

, if p' t LA

, if P' < L
A

(4.2.4.r)

(4.2.4.2)
(1 - LA) '

If the'iequired yieìd prcportion of crop A is smaller than the actual

yield proportion that was produced by that system (i.e. p' . LA), then the

proportìon cf I and for ì ntercr"oppi ng (k' ) for a required y'ieì d proportion

(p') of crop A is

k P]
LR

(4 .2.4 .3)

(LER - 1) (4 .2 .4 .4)

and

LER'=1+Ët-¡
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The fundamental assumptions for this new effective LER are the sanie

as those for the effective LER of Mead and Stern (1979) and Mead and Willey

(1980), as noted jn Sect'ion II.1.

From the compari sons of the treatment means of the LER, compari son

between the intercrop treatments will not be reljable if we use more than

one divisor in calculating LERs. However, there m'ight be some interest

in comparing intercrop treatments with each sole crop, as intercropping

treatments at different nìtrogen levels or herbicide levels, mìght be

compared w'ith sole crops at similar levels (Mead and Wi11ey,1980). In

this s'ituation, 'intercrop treatments have been standardized by each appropr.iate

sole crop. If each component of a crop has been standàrdized by each sole

crop treatment and we want to calculate the new effective LER, then the form

of the calculation given earlier must be modified. The proportion of land

for intercropping (k') for a requ'ired yield propotion of crop A (p' i.e.

again p'has to be based on the maximum sole crop) becomes

lç= , if Pt > L
A

(4.2.4.5)
A' A'i

where
SRi

SAtu,

cR'LRi

yield of sole crop of genotvpe i

yieìd of maximum sole crop A

1

cA

L A

SAi

SA*u*

L the land equivalent ratio of crop A under each sole
treatment standardi zation

and

Ai

LER' = r + A9#r-nJ . ((cnlni * cA.Lni ) - 1) (4.2.4.6)

SAi
c

B SAru*

where

sBi yieìd of sole crop B of genotype i



sB*u* yield of maximum sole crop B

the land equivalent ratio of crop B under each sole
treatment standarclization

L
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(4.2.4.7)

(4.2.4.8)

Bi

and

k' =

LER' = * cR'LAi
AJ

) - 1)

An Intersection between LER's

By pìotting of the exampìe in Tabl e 4.?.23 as in lig. 4.2.L, cne can

determine from the figure whether there is an intersection between LER's

or not, on other words, find out the critical values p' of LERs between

'intercrop treatments. Thus, knowing p¿ (i.e. the critical values of

required proportion), we can select a certa'in intercrop treatment that

has the highest LER' of på. Examinatjon of F'ig. 4.2.I shows that the

intersection between Intercrop 1 and 2 occurred between the lines of

LER' = 1 + (1 - p') (LERl - 1)(1, - LA1)

and

Suppose

C,

LER'=1+ -P'LA,
(LER2 - 1).

C,

(trn, , 1)

Lâ,

then the intersection of LERi = LERj

l.e 1+cr(l-p')=1+c2p'

pt

c1| =-C C, "u C,

0r

p
(4.2.4 .s)
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v'Jhere p. is the intersection point of Intercrop 1 and 2, and it I ies

between LAr S p¿ s LAr. If the maxjmum of LER' is too low' then we may

not get an intersection point (i.e.Pi is not in that ìnterval). If it

is in the interval, then lines intersect at pi as in (4.2.4.9) and at

this point the biolog'ica'l efficiency of Intercrop l and 2 are the same,

as assessed by the new effectjve LER (lfn'). The LERI, however, is
'larger than LERj at p' < pi and in contrast when p' t p¿. The LER'at

p¿ (i. e. LER¿) can be calculated e'ither by LER' or LER'

c2 ' cI
1e

or

1LER' =c- +
c +c

1 2

LERI=1*cr
cr

(cr + cr)t' (4.?.4. 1o )

Suppose that LERi is the highest one and LAr > LA2 and the max'imum of

the other LER's are much lower than the maximum of LERi then we may not get

an jntersection point. However, when the maxima of the other LER's are

high enough then we may get an intersectìon point between these LER's.

Therefore, the necessary conditions to get the intersection point in interval

(LAr, L¡r) has to be

C1

min(Lor, Lor) s Gaa cr) < max(L¡1 , LA, ).

If it is true,,then the I jnes intersect at Ri as (4.2.4.9) and LERi as

(4.2.4.10). By knowing that intersection we know the critical values of

p'between two LER's and the range of p'of the intercrop system that

gives the highest b'iologica'l eff ic'iency, i.e. we have in essence solved

Mead and hli I I ey' s equati on appropri ate'ly.

Illustration of the method

Let me illustrate this approach by using four of the experiments

described in Section III.2.
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In Fi g. 4.2.2, the LERs for the fourintercrop treatments ( i nc1 udi ng

the two treatments of experiment 5 that are used as an example in Table

4.2.23) are p'lotted against the required proportjon (p') of upìand rice.

From the figure, it appears that delaying the planting of cassava increases

the yieìd proportion of rice. Also from the figure, the calculation

of intersection poìnts must be between Intercrop 1 and 2 and Intercrop

2 and 4. The intersection points are på,., = 0.44 and Pir,* = 0.69

respectiveìy. Thus, Intercrop t has the hìghest biologica'l effic'iency

if the required yieìd proport'ion of rice is ìess than 0.44 and Intercrop

2 has the highest bio'logical efficiency'if 0.44 < p'< 0.69 etc.

The same method of presentation is used wìth experiment 13 (Fjg.

4.2.3). Here, ArBr (i.e. the combination of maize cv. Harapan and mung

bean No. t29) has the highest bioìog'ica'l efficiency 'if the required

yield proportìon of maize is in the range 0.68 < p' < 0.91 and AzBz

(i.e. the combjnation of maize cv. Kretek and mung bean TM. 106) has

the highest b'ioìogica'l effjciency ìf the requìred proportion of maize

is greater than 0.91. The other examples are shown in Fig. 4.2.4 (experiment

6) and Fig.4.2.5 (experiment 19). These two results are a bit different

from the previous ones. The highest LERs from these two experiments

also have the highest proportion of maize as well. Intercrop 6 ('i.e.

in experiment 6 as'in Fig. 4.2.4) has the highest bioìogìcal efficiency

for p' > 0.43. 0n the other hand, in Fi g.' 4.2,5, it can be seen that

Intercrop 1 (ì.e. ArBr of experiment 19) has the highest new effective

LER whatever the required yield proportjon of maize'

The generaì conclusion from these four experiments is that again,

the intercropping systems are more beneficial than sole cropping in terms

of the efficient use of land, even with the maximum sole crop standardization.

In addition, the maximum ìand efficiency can be obtained even when the

required yield proportion (p') is larger than 50%. Hence, if the yield
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of crop A required by the farmer is at least 0.50, then the maximum

efficiency of land use can be achieved by growing Intercrop A and B

rather than dividing his land into two parts and growing A and B

separately.

Remarks on the Method

As a measure of biolog'ica'l efficiency in intercropp'ing experiments

in terms of the use of ìand, the new effect'ive LER has the fol'lowing

features:

(a) As we restrict the 'interval of the required yield proportion

of crop A to be 0 to 1, then those formulae all exist for LO s 1. The

maximum LO in most cases is 1; it means we only grow sole crop A. If
the farmers require crop A and some additional crop B, then they grow

the intercrop of crop A and crop B, and if they get LO z 1 they wiìl

get less of crop B. Therefore, the required yield for that situation

is for crop B and crop B could be more economical, requiring only

replacement of LR by L, or L, bV LO.

(b) As we simpl'ify the requ'ired yield proportion (p') of crop A

with the new effective LER (LER'), the ìnterpretations are also simpìe

and more appropriate to the pract'icaì situatjon. For examp'le, if the

yield of rice requ'ired by the farmer is 576 kg per hectare then p' 'is

simply the sanre as Lrr.. = 0.50 (from the fifth experiment). Furthermore,

LERs are linear in p', so drawing of LERs against p' js simply the

connection between the two p'values (i.e.p'= 0 and p'= 1) with the

maximum LERs of that system as equal to LER.

2. THE GRAPHICAL PRESENTATION AND THE ELABORATIONS OF THE

BIVARIATE METHODS

The importance of bivariate methods for analysis of intercropping

experiments is that 'intercropping data are essentia'lly multivariate and

it is unlikely that those crops are independent (Pearce, in the discussion
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of Mead and Riley, 1981). A'lthough these methods have been availabìe

since 1978 (Pearce and Gilliver, 1978; 1979 and Gilliver and Pearce,

1983), they have so far been little used (Dear and Mead,1983). Part

of the prob'lem as ìn many multivariate analyses, is the emphasjs on

testing of hypotheses, rather than estimation of the treatment means.

Assuming the variance-covariance matrices of Xr and Xz ôFê the same,

and transforming to uncorrelated paìrs of variables Y1 and Y2 or 7y

and 72, Pearce and Gilliver (1978, t979) and Gilliver and Pearce (1983)

proposed the simple procedure based on graphical disp'lacement for test'ing

treatment means wh'ich was described in Section II.2. The transformed

varjables Yr and Yz can be graphed in the usual way as they are

independent and also Zr and 7z by al'lowing for the correlation of those

two variables. They aìso pointed out how the graphs can also be used

to disp'lay the straight lines representing equal monetary or calorific

values as in formul ae 2.I.2.I4. As the graph 'is in terms of Yr and Yz

or 7t and 72, it is easier to work on unjts of Yr and Yz or 7t and 7z

instead of Xr and Xz. Suppose a unjt of Yr is held to be worth aj

and the unit of Yz is valued at cri, then

C = crrY11
* c¿rY22 (4 .2.4. 11 )

From the prev'ious transformations (2.I.2.4) and (2.I.2.5) we know that

V I2

then

E,

.Y
222

g
2IYc= q, +
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(4.2.4.r7 )

*rv, r- * o, v r-, (4.2.4.12)

a) = arlV ), (4.2.4.13)

and two poì nts are

(a) Y, = 0, then Y, - c/") (4.2.4.14)

(b) Y, = 0, then Y, = c/ci (4.2.4.15)

Drawing the lines of equal monetary or calorific value, then one is

simply connecting the two po'ints (4.2.4.14) and (4.2.4.15) on the axes

of Yr and Y2 resPectivelY.

Lines of equaì value can also be used to represent the contour lines

having the same value of the Land Equivalent Ratio, which is

c = c,iLO * ollg G.2.4.16)

Suppose that SO and S, are the maximum or the average yìelds of sole

crop A and B respectively, then analysing in terms of Xr and Xz or in
Xr Xz

LO and LU (i...\- and 
E 

) , the result of the test and aìso the

graph of Yr and Yz are exactìy the same. The difference is of course

in the variance-covariance matrices of Xr and Xz and LO and LU' Let us

suppose that v'l ,, v'), and vi2 are the variance-covariance matrices

of LO and Lt, then

Vi, = Vr1/SA2

Y'|, = V rr/Sg2
Vi, = V,., /SR . Sg

and
V Vtl

t

Icl

/u 11

dtt =I

il
d2

(
SA

.Ë-,,q
Y", ul"lu,,

(4.2.4.18)
2

S
B

As in the LER, we 'ignore the relative values of each crop (i.e' ar ôrìd cr'z

are equal to 1), then the two poìnts are the same as (4.2.4.1'4) and (4'2'4'15)
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by substitution of al and ai with cri and a! respectively.

The use of bivarìate methods for combining two experìments will be

discussed in the stabi'lity analyses, so will not be described here.

Detaiìed graph'ica1 presentation of the nrethod will be'i'l'lustrated by

using experiments 1,5 and 1.3; and experiments 19 for illustrating

the b'ivariate i nteract'ion. As the two transformatjons (i.e. Y1 and Y2

or 7t and 7z) yield the same result, only Yr and Yz lvil l¡e examìned,

as it is easy to graph on orthogonal axes.

The bivariate anaìysìs provides three results, analysis of fjrst
crop and second cr"op yields separately and the ioint arìalysis of both

crop yields. It appears from Tabie 4.2.2I that the effects of peanut

densities of experiment l and tjme of p'lanting of cassava of experiment

5 are significant so the results can be pìotted as in Fig.4.2.6 and

4.2.7. The circles shown for each mean are those which include all other

mean points not significantly different at the 5% level. From Fig. 4.2.6,

the peanut densities followed by increasing y'ield of peanut, but does not

much reduce cassava yìeld as the effect of peanut densities on cassava

y'ieìd is not s'ignificant (faUle 4.2.5). The four treatments can be

clearly distinguished in Fig. 4.2.6. As the cassava yìelds are not

signifjcantly dìfferent, we take treatment 4 (i.e. cassava + 1'00%

of peanut) as the best treatment. The lines of equa'l y'ie1d of cassava

equivalence and the LER also support thjs conclusion. From Fig. 4.2.7,

delaying cassava plant'ing 'increases the yieìd of rice, but decreases

the yield of cassava; it also appears from Table 5 that the time of

cassava p'l anti ng af f ected both cassava and ri ce y'iel d. Monetary val ue

analysis would yield different answers according to the relative prices

of rice and cassava (Fig. 4.2.7). At a rat'io of 7 in the prices of

those two crops at harvest time, treatment 1 is the best and treatment

4 the worst in terms of cassava yield equivalence. However, at the ratio

of 19, the highest cassava yield equ'iva'lence appears to be treatment 4.
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Clearly, ana'lysing'in terms of tnoney or first crop yield equiva'lence

is not always appropriate for the next season or year. The lines

represent'ing equal LER, however, will not change, so LER will be a more

useful metric than monetary value.

The other illustration of the bivariate graphicaì method appears

in Fig. 4.2.8 of experiment 13. As the model is no longer additive, as

shown by the significance of the interaction effect (Table 4.2.21), we

should interrpret the results in terms of treatment combinations. F'ig.

4.2.I0 shows the mean yieìd pa'irs for 12 maize and mung bean genotype

combinations. The circles also shown for each mean al e those while

include all other mean points not signifjcantly different at the 5%

level. It appears that ArB, (i.e. nraize cv. Harapan and mung bean No. I29)

gives the highest yieìd of mung bean, but it'is not sign'ificantly different

from ArBr. (ArB, is higherin terms of mung bean yield than AzBz but lower

in maize y'ield and clearly s'ignificantly different from either ArBr oF

ArBr.) Thus, the combination A1B1 is better than the others if we can

regard reduced maize y'ie'ld as less'important than increased y'ield of

mung bean. However, as the two crops are different both of in value

and in use by the farmer, the result may not be appropriate. As

illustr ated in expen'iment l. (fig. 4.2.6), experiment 5 (Fig. 4.2.7 ) and

noted earlier, this method is useful in testing, but not in estimating

the best treatment. As in experiment 5 (Fig. 4.2.7) for experiment 13'

the straisht l'ine representi ng the equa'l maize yield equ'ivalance and

the LER are shown in Fjg. 4.2.9. From that f igure, the A1B1 comb'ination

shows the highest benefit in terms of maize yield equjvalence. However,

this result may not always be as in that Fig. 4.2.9, when the prices

of the two crops change. In Fig. 4.2.L0, the different rat'io of the price

of maize and mung bean g'ives different slopes for the lines of equa'l maize

yield equ'iva'lence. As a result, as noted earlier in experiment 5' the

treatment regarded as best will vary with the ratio of the price of the
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two crops involved. Clearly, use of the economic value may not a'lways

be appropriate. Therefore, it is desirable to have a method that can be

applied in most situations, such as the LEP.. In using LER as an index,

we should remember that the two crops do not nrean the same to the farmer

as to the researcher. Therefore, in interpretìng the LER, we should not

onìy consider the LER total itself, but also its component. Returning

to Fig. 4.2.2, (i.e. Section IV.2.4.1), we see that the highest LER total

does not also have the highest yie'ld proportion of rice (i.e. Lri..),
while jn Fi g. 4.2.9, the h'ighest LER does not also have the highest

yield proportion of majze. Therefore, if the farmer's

requirement of rice or ma'ize for staple food is not fulfjlled, he disregards

the h'ighest LER. Displaying the results in the bivariate graphs clearly

g'ives us the magnitude of LER total as a functjon of the component LERs.

The bivariate p'lot of the data can also be seen as represent'ing

interaction more cìearly than a tabulation of the data. Fronr Table 4.2.21,

on'ly one of the two by two factorial experirnents shows sign'ificant

interaction: experiment 19. Thìs experiment involved two genotypes of

maize (i.e.maize cv. Harapan and cv. Kretek) combined wjth two different

popu'lation densities of maize (i.e. 60,000 plants or 90,000 plants per

hectare) 'intercropped w'ith peanut cv. Gaiah. The graphica'l display of

the interaction in experiment 19 can be seen in F'ig. 4.2.II. Four points

are clearly distinguishabie. At low densit'ies, the majze cv. Kretek

(ArBt) gives much h'igher peanut yje1d compared with maize cv. Harapan

(A,.Br). However, when the population densities increase, the yieìd of

peanut great'ly decreases and only a small jncrease in the yield of maize

occurs (AzBz). Maize cv. Harapan shows a different response, where at

high dens'ity the maize yield is greatìy'increased, but the decline in peanut

yie'ld is not so large. This result shows how the response of the treatments

can also be seen clear'ly ìn the bivariate plot. The method will also be

useful in dispìaying the different doses of fertilizer jn different types
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of elements or in insecticide or herbicide experiments.

5. DISCUSSION AND SUMMARY

So many anaìyses have been done on intercroppìng experiments that

some divergent conclusion will not be surprising. From the results of

the first analyses on separate crop yields, different interpretations

could be obtained. For exampìe, in experiment 12 the different

interpretat'ion could be obtained by anaìysing maÍze and soybean yie'lds

separateìy. This fact can also be seen jn experiment L3 by analys'ing

mai ze and mung bean yiel ds separate'ìy. Return'ing to Sect'ion I I I.2,

suppose a farmer is only interested in the first crop yield due to his

requirement of stapìe food or from the second type of experìment that the

factories are only interested in sugar-cane yield, then we should

concentrate on keeping fu'll y'ie1d of the fìrst crop. By anaìysing the

first crop yield and supposing the intercroppìngs were not significantly

different, one would find that the advantages of intercroppìng simply

arise from the second crop yield. However, keep'ing fuìì yie'ld of the first
crop ìs not a sìmple matter. From the analyses of each crop yieìd

separately, despite intercrop systems not being s'ignìficantly different

in first crop yìeld, in at least 50% of cases intercropp'ing yie'lds

differed sìgnìficantly from so'le crop yields. Furthermore, interpretation

in terms of each separate crop yield is much more difficult, when there

are sign'ificant differences. The different result obtained from each

crop separately can be examined by looking at the correlation between

the two crops in each experiments, for examp'le by multivariate and b'ivariate

anaìyses. The two crops are not conrpìete'ly independent, but later more

can be said.

The other weakness of ana'lysing each crop separately ì'ies in the

fact that a farmer uses a combination of both yie'lds for obtaining food
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or profit. He does not cons'ider the yieìds separate'ly, but rather total

yieìd of both crops, a subjective performance jndex. Therefore, an

analysis of comb'ined yield in some form should be carried out for

compl eteness .

Before discussing the other types of analyses, consjder the

structure of sole crop in each expeniment (faUl e 4.2.24). On'ly 43% of

experiments have complete sole crop treatments,23% of sole crops as

treatments and 20% as control treatments. The characteristics of the

second type of experiment have been clarifìed by the presence of a control

of sugar-cane. It seems that most experìmenters are suire that intercropping

will give much more benefit than sole cropp'ing, so that it is not necessary

to compare between sole crop and intercropping systems. Hence, I maìnly

concentrate on the intercroppìng systems, though in some cases, I also

consider the comparìson of so'le crop and 'intercrop systems.

Combin'ing yields in terms of money or in this study, first crop

yield equivaìence, is the easiest method of mixed crop analysis to

interpret. Al1 types of crops can be weighted by their prìce in terms

of linear models. Therefore, there is no type of experiment that cannot

be combined and the result is also easy to'interpret both to the farmer

or the researcher. The results of analyses in terms of first crop yield

equiva'lence also showed that intercropping s-vstems were better than sole

cropping. As we combine the y'ields, the two crops compensate for each

other, so that the coefficient of variation of the first crop yield

equivalence is lower than for each separate crop yield. Though this type

of analysis is easy to perform and to interpret, the result wilì change

according to the market sjtuation, as the prices of those two crops vary.

This can be seen in the bivariate method of straight'lines represent'ing

equality of the first crop yield equiva'lence. As the s'lopes of the lines

move according to the ratio of the prìces, then the maximum return or

the maximum first crop yield equivalence will change. If the experience



130.

of ten years or more suggests that the fluctuations of the ratio of

crop prices are not so large, then a researcher may give a recommendation

to farmers to grow a certain intercrop combination that g'ives the

maximum expected return at harvest time. If farmers follow the

,recommendation and all grow the same crops, then the prices of those

two crops wiìl drop and the pnices of the crops that are urgently required

will increase at the next harvest t'ime. In fact, in East Java jn L979,

the average price of rice varied between $0.01 to $0.40 per kg, the price

of nraize varied between $O.OZ to $0.15 per kg and the price of cassava

varied between $0.01 to $0.06 per kg (Anonymous,1979). In the Philippines,

Gomez and Gomez (1983) mention that the price of tomatoes varies between

$0.09 to $0.79 per kg. The fluctuation will be even ìarger if everyone

produces the same crops at the same time and requires the other crops.

Thus, use of monetary value of assessing intercrops js subject to

uncertainty wh'ich cannot be allowed for statistìcaì1y.

Therefore, we require an index that will not change'in these circumstances,

such as the Land Equivaìent Ratio (LER). By us'ing this index, as I mentioned

earlier, strajghtforward comparison of LER assumes that the largest yield

of crop A and crop B simultaneously'is preferable. A1so, the component crop

yields incorporated in the LER are those required by the farmers (Mead and

hli'l'ley, 1980). This index js not easy to interpret from the farmer's point

of view: as they have a certain requirement of the first crop for stap'le

food and some of the second crop for djetary requirements or for cash. There-

fore, use of the new effective LER'is more appropriate than LER itself. By

considering the required yield proportion, we can calculate the highest

bio'logical efficiency in terms of the new effective LER. I believe this

model is much more useful in 'interpret'ing the results ofintercropping experi-

ments compared with the,maximum return concept. The criticism of the new

effective LER'is contained in the question, why should we work on the

required yieìd proportion and not o-n the maximum return concept? If the

farmer considers the maxirnum return then he åan buy the staple crop for food.
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Aga'in, the problem is wh'ich treatnrents have the maximum return. 0f course,

thìs depends on the price situation. Hence, I beljeve that the concept

of the new effective LER is more appropriate to satisfy both the farmers

and the researchers.

As I have i1'lustrated, in the Land Equivalent Ratio anaìyses, and aìso

, Mead and Wiì'ley (1980) emphasized, havìng more than one divisor in calcu'lating

LERs can make the results unreliable for comparing the'intercropping systems.

The standard'ization by each sole cnop treatment is appropriate only for comparing

a part'icular intercropping treatment wìth the appropriate sole crop, and not

for comparing between intercrop treatments. Most researchers have excluded

soìe crops from their experìment, so we may use on'ly one divisor in each

component crop yield, eìther the average sole crop yield or more appropriately,

the maximum sole crop yìeld. The aim of intercropping experiments is to get

the maximum combined yield and to ensure that in some sense this exceeded

the maximum sole crop yieìd. Therefore, we return to the different concept

of the Land Equivalent Ratio (Wi'l1ey, 1979) and the Relative Yield Total

(de Wit,1960; de Wit and van den Bergh,1965; and van den Bergh,1968).

The sole crops for calculation of the Relative Yìeld Total are necessarily

from a repìacement series experiment and not from other experiments (Spitter,

1983), but Wi11ey and 0siru (1972), Huxley and Maìngu (1978) and,l,lì'ìley (1979)

pointed out that the competition'in the intercropp'ing systems js different from

that in sole crop situations, so that we should not calculate the LER based

on the sole crop at the same proportion in the Relative Yield Total. The

maximum achievable sole crop yield may be more approprìate as the LER

denominator (Huxley and Maingu, 1978). Returning to the unavailabil ity of

.sole crops, 'if the researchers knew the maximum sole crop yie'ld of a part'icular

system in a g'iven site, then they might ca'lculate the LERs and also use the new

effective LER. If the researchers want to estimate sole crop yields more

preciseìy, then they may'include the sole crops in their experiment, but not

in their randomized layout. The plots could be ìarger than intercropping p'lots,

but the replications could be fewer. Us'ing this criterion of denominators for

LERs, the calculation is easy and the result also much more appropniate in

comparìson between intercropping systems.
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By comb'ining the crop y'ield in terms of the first crop yieìd

equiva'lence or the LtR, we ignore the response of each crop yjeld to the

different treatments. The multivariate or bivariate methods takes into

account each crop yìeld as a response to the treatments. If two crops

are not reaìly independent, then in the b'ivariate method this'is seen

in the d'isplacement of the treatment means. As'in multivariate analyses,

the bivariate method is useful in testing of hypotheses, but not in

estimation of the treatment means. From this point of view, Finney

(1956) strongìy contested the usefulness of multivariate ana'lyses of

variance in agricultural context. By combining the two crop yields in

terms of money or LER, We can select the best treatment on certain

assumptions. The monetary analysjs assumes the price of those two crops

is fjxed, urh'ich in fact is not true or yìeìds a range of answers from a

range of assurnptìons about price, whìle the LER assumes that the largest

simultaneous yield of the two crops is pre'terable to smaller ones. The

other important feature of bivariate methods is that by us'ing the component

LERs, we can use not only the LER total but also the component LERs. In the LER

total, we do not know which of the crop dominates the LER total as the two

crops meet d'ifferent requirements of the farmer. As the study of Wiiesìnha

et al. (1982) aìso showed,anintercropping system whjch aimed to get a full

yield of any one crop did not necessarjìy maximjse the comb'ined y'ield as well.

Asaresult, people often argue that in using LER'index, the highest LER

sometimes does not mean anything to the farmers. My study shows that in us'ing

LERs as an index of yie'ìd advantage, we should not on'ly consider the LER itself,

but also its components. By displaying the components on those two axes

(i.e. bivariate method) then we can examine the magnitude of the LER total

as a function of the component LER from the response to the treatments.

For all the reasons gìven, I suggest the new effective LER as an alternative

criterion of the best treatment, defined as that which has the yield of the

main crop meeting the farmer's requirements and the highest bio'logica'l

efficiency (LER') as well. Again, I believe that this concept is useful in
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interpretatton of the yield advantages fronl intercroppping systems' By

having the genera'l criterion of the yield proportion of the ma'in crop requ'ired

by the farmers (say at least 60% or 70% fron soìe crop) or 90% of sugar-cane

required by the factorìes, then we can work on the intercropp'ing systems which

give the h'ighest new effective LER. Aìthough the intercropping systems which

, aimed to get a ful'l yìe'ld of the main crop did not necessarily maxjmise the

combined crop yield jn some ways, th'is requirement is not easy to mainta'in.

Therefore, this new effectjve LER concept offers to solve that probìem by

taking into account the yield requirement of the farmer.
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TABLE 4.2.L Anälysis of variance of themaize yield of experiment 12

SOURCE OF VARIATIONS DF MEAN SQUARE

Block L.6I2L2

Intercropping systems

maize genotypes

soybean genotypes

interactions

Error

Sole maize vs intercrop

1

5

5

o.o2r7

o.2940

o.293r

o.3392

0.280

22

t-

TABLE 4.2.2 Analysis of variance of the soybean yield of experiment l-2

SOURCE OF VARTATIONS DF MEAN SQUARE

Block o.67922

Intercropping systems

majze genotypes

soybean genotypes

Ínteractions

Error

l_

5

5

o.2404*a)

0 . 2351* *

0.0665

o .050522

â) * = significant at 5% Ievel
** - significant at 1% leve1

' These signs (i.e. * and **) will be used in the later
tables with the same meaning.
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TABLE 4.2.3 Analysis of variance of the maize yield of experiment 13

SOURCE OF VARIATIONS DF MEAII SQUARE

BIock

Intercropping systems

maize genotypes

mung bean genotypes

interactions

Error

2

r_1

L.5482

6.3755 **

0.5L55

L.4358

o.6544

L

5

5

22

TABLE 4-2.4 Analysis of variance of the mung bean yield of experiment 13

SOURCE OF VARIATIONS DF MEAN SQUARE

Block

Intercropping systems

maize genotlpes

mung bean genotypes

Ínteractions

Error

2 o.270L

1

5

5

1_ 1-

22

1.4572**
8. 8gL3 **

0.1555

o. oB52



No. of
Expt.

TABLE 4.2.5, Ana'lYs

I ntercroppi ng

Maize & Peanut Nitrogen on maize + Peanut
Planting date of maize + Peanut
Peanut genotypes
Nitrogen on maize
Population of majze
Popuìatìon of maize
Planting date of maize
Popuìation of maize
Mai ze genotypes
Populatìon of maize
Maize genotypes
Population of maize
Soybean genotypes
Soybean genotypes
Nitrogen on maize
Direction of rows p'lanting
t^lithin row distance of maize
Direction of rows planting
l,Jithin row distance of maize
Maize genotypes
Soybean genotypes

Planting d'istance of maize
Maize genotypes
Leaf cutting of corn
Maìze genotypes
Leaf cutting of corn
Maize genotypes
Popuì at Í on of mai ze
Mung bean genotypes
Maize genotypes
Mungbean genotypes
Maize genotypes
Mungbean genotypes

is of varìance of the first crop and second crop yìe1d separately.

1st crcp
The F-racÍo of

Test factors
Mai n

factors Interactions CV(%)

Znd crop
The F-ratio of

l0.5s

Ì 0.11

] 17.00

I 0.27

] 1.83

j L.r2

Interactions CV(%)
Main

factors

7
77
25

6

I

77.82**
53.91**
0.30

99. 15**
14. 60**
52.50**
6.46**

137.83**

14.86
5.56

26.40
17.83

18. 14

11.40

l 1.4s

l 0.75

I rr2.74*

i o.5e

] q.oo"*

l 0.e1

28.23

10.20

4.64

29.06

!6.29

18. 14

26.80

t2.20

14.78

32.73**
218.33**

2.t7
17.83**
0.29
0.06

33.60**
3.r7

49. 90**
137.09**

0.7 4
lr -72**
6.28**
3.42*
? Á¿.*

1.33
0. 50
1.15
0.62
4.76*
4.66**
0. 64

20.89**
r.29' 0.30
0 -21
0.23
0.33

r45.52**
17.10**

104.36**
1.11

2g.gg**

16. 70
13.77

13.77

86

5¿

2

4
6

0

99
6i
06
40

15
18

19

20

ll

I

tr

ll

o

29
32
10

Maize & Soybean
Ilt

Ì1
Ì0

Ìo
io

6. 99*
34.77**
72.25**
97.23r'*
1.48
L.02

23.48**
t.32
2.62
7 .43*
0.85
0.06
0 .87

3.43
8. 56**

65.44**
8.04**

10.78**
0.22

14. 34**
0.96
g .7 4**
0.79

55. 79**
0.77

6.22

10.67

i5.87

27.4r

15.00
32.77
14.26
1i.50

14 .30
36.73
15.12
30.39

Ì 0.08

Ì 0.1111

L2

I

ll

lt

I
32

06

22

23

31

I
13

14

Ì 0.81

Ì 1.06

Ì 1.8e

Ì 1.46

] 0.87

Ì 0.73

tl

llI

7.60

12.00

22.38ll

Maize & Mungbean
Ill

60
57

J

12

(,
O)

\ z.rs

] 0.11 79.72



TABLE 4.2.5 contrd.

No. of
Expt.

24

Main
factors Interacti ons

Ma'i n
CV(f) factors

13. 60

I nteracti ons cu (%)Intercroppi ng

Maize + upland
rice

Maize + sweet
potatoes

CaSSava + peanut

Test factors

Maize genotypes
Leaf cutting of maize
Upland rice genotypes
Upland rice genotypes
Upland rice genotypes
Management methods
Upìand rice genotypes
Row distance of maize
Leaf cutting of maize
Row distance of maize
Leaf cuttjng of maize
Leaf cutting of maize
Maìze genotypes
Row dìstance of maize

Maize genotypes
Planting system of maize
Row distance of maize
Maize genotypes
Non sweet potatoes
Planting system of maize
Peanut dens i ti es
Nitrogen on peanut
Nitrogen on cassava

Plant'ing date of cassava

Sugar-cane genotypes
Maize genotypes
Sugar-cane genotypes
Plarrtìng distance of maize
Sugar-cane genotypes
Betleen rows distance of sugar

ca ne
Nitrogen on sugar-can
Nitrogen on sugar-can

15
6
I
2

3

7

18
1

43
ta
44**

n

0
25

J.Õ/
5. 19
Ã /l?**

0.07
65. 57

0. 02
t.20

10.97

27** 0
0
aJ

5.41*
1 .09

33.37**
84
34

?4 11.76 22.20

24.38

20.95

]1 05
1

rr. zõl3ü _lo.s+
28.7 4

26
27
28
30

I

I

I

I

94**
24
44

Ì 1.16

80*
41*

I 4.29**

19.46
31.71
44.98

80
86*
87*

19.88
34.36
L6.97
t6.7322.74621

2.7r
356.79**
2r.94**

107.90**
5.40**
2.02
5 . 41**

15.13**

27.99**
11.41**
? ?û.

30 -24**
3.67*

_?5.61*
1.84
3.74
2.84
0.2r

Ì0. e6

]0.68

ll0.2e

37

JO

36

34

35

1

33

01**
05**
85

I z.aq"

\ o.e2

] 0.03.

Ì 0.02t^ ii

'\ o.
721

\0.
43)

þa.
33J

15.61

30. 54

2A.22

55. 60

36. 99

]r.oi
-l 

o'z:

14. 58

30.00

?7.80
??.60

;lf
T

1

51

30

*1'292.40**
1.01

14.38**

Ì 0.48, 
JO

I L.2t

Ì 0.31

Ì 0.01

\ 22.29**

92

3 -64
0.27

4.92*
0.39
r.42

18.24**
0.79

16.05**

29.r3**

17.90** I 1.' o.++)
53

Ì1.04 10.85' 0.44J

12.67

1ñ 10

13.59
26.22
i9. 41

5 Cassava + up] and
ri ce

Sugar-cane +
mai ze

Ì0. 20

]0. 12

i0.33

10. 87

10.16

12.72

2.82

13.40**

2I
0

08
80

00
80

18
441

42

43

18.49

5.46
**

I

ll

ll
maize
maize

I
4

54.89**
0.62
2.I8

e+
e+ (,

!

50
51

**



TABLE 4.2.5 cont'd.

No. of
Expt. IntercropPi ng Test factors Interactions CV(%)

6.L2

Interactions CV(%)

36.83

Ï 0.17 4.44

Sugar-cane +
oni on

Sugar-cane +
tomatoes

1 .95
11.10**

0.62

2.65

Mai n
factors

17.03**

0.97

Main
factors

39
Sugar-cane genotYPes
llithin rows distance of onion ) o.so

Sugar-cane genotYPes
l,Jithin rows distance of

tomatoes

0.46
2.87 Ì 1.01

40

Ì o.07 11.35

Ì = 'interaction between two factors

= interaction between three factors

These two signs wi'll be used later with the same meaning'

l

(,
oo
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TABLE 4.2.6 The result of analysis on comparìsons of intercrop versus
sole crop yie'ld of the f irst crop.

Treatments Type of i ntercrop

Mean yield (ton/ha)
of the first crop

I nter-
F-ratio sol e crop

1

B

9

16

19

20

22

23

24

40

42

43

44

45

46

47

4B

49

Sole cassava vs Íntercrop
Sole maize vs intercrop
Sol e maize vs i ntercrop

Pl anti ng systems a)

Pl anti ng systems

Pl anti ng systems

Pl anti ng systems

Pl anti ng systems

Pl anti ng systems

So'le sugar-cane vs i ntercrop
Sole sugar-cane vs intercrop
Pl anti ng systems

Pl anti ng systems

Sole sugar-cane vs intercrop
Sol e sugar-cane vs 'intercrop

Sole sugar-cane vs intercrop
Sole sugar-cane vs intercrop
So'le sugar'cane vs i ntercrop

cassava + peanut

maize + mungbean

maize + soybean

maize + peanut

majze + peanut

maize + peanut

maize + soybean

maize + soybean

maize + rice
sugar-cane + tomatoes

sugar-cane + maize -

Sugar-cane + maize

sugar-cane + maize

sugar-cane + Znd.roprb
sugar-cane + 2nd crops

sugar-cane + 2nd crops

sugar-cane + 2nd crops

sugar-cane + 2nd crops

0. 52

53. 29**

2.90

3 .04

36.39**

3.04

315.08**
284.96**

131.32**

19.61**

1.80

1.51

2.50

3.82

9.27**
20.87**

2.s6

18.17**

18. 67

3.33

4.r2
2.89

2.9L

2.90

2.TB

2.55

3.36

125.00

139.00

172.75

139.17

101.68

111 . 70

119.56

i03. 76

135.62

18 .02

1.90

4.92

L.67

2¿54

2.73

1. 19

t,2B
1.96

1.03

121 . 50

161.50

L27.50

96.48

99. B0

1.02.78

100.20

114.63

a ejther sole crop or intercrop

look at Section III.2 for detailsb)



TABLE 4.2.7 Anaìyses of variance of the first crop yìeld equivalence.

4.7C
10.90

3.74
15.80
8.00

14.70
9.71

140.

cv(z)

15.00

t2,60

15.30

15,80

2r.90

72.70

No. of
Expt.

7

16
11

Intercrop

Majze + peanut
tt ll

illl

Test factors

Nitrogen on maize + peanut
Peanut densities
Plantjng date of maize +
peanut

Peanut oenotypes
Nitrogen on maize
Popuì at'i on of nta j ze
Popuìatìon of maize
Pì ant i ng date of mai ze
Population of majze
Maize genotypes
Popu'l ation of nla jze
Maize genotypes
Populatìon of naize
Soybean genotypes
Soybean genotypes
Nìtrogen on maize
Di recti on of rows pl antì ng

Within row distance of maize
Direction of rovrs planting
Within row dìstance of maize
Mai ze genotypes
Soybean genotypes
Pìanting distance of maize
Maìze genotypes
Leaf cuttjng of maize
Maì ze genotypes
Leaf cutting of malze
Maize genotypes
Popuìation of maize

Types of second crop
Insecticide treatments
Mungbean genotypes
Maìze genotypes
Mungbean genotypes
Maize genotypes
Mungbean genotypes
Maize genotypes
Leaf cutting of maìze
Upl and r ice genotypes

'i ce genotypes
i ce genotypes
nt methods

The F-ratio of
Mai n

factors Interactions

12.35**
5.22*

25
6

15
18

19

20

il

il

I

tl

203.55**
2.r3
2.04
1.03

32. 93**
30. 23**

55.88**
3. 34
r.62
0. 94

15.88**
19.41**

4. 05
3. 18
0.04
1.62

]0.06

Ì0.08

Ì 20 . 07**

lo. s3

Ì2. 13

Ì¡. zg*

Ì0. s3

Ì0.21

Ìr.01

Ì0.84

]0. 40

Ì1.34

9.90

10.60

11.70

i3.80

7.30
6.70

12. 40

9
29
32
i0

Majze + soybean
illl

4. s0

i2.90

13.40
27.80

7 .74
3.32

0.79
7 atr**

31.16**
23.82**
15.38**
0. 57
2.20

rr.?8**
0. 36

70.81**
0.20

4
2

9
L

2

J

25
56
88**
70
76
11

l¡
11

12

22

23

31

27

II

lr

I

Maize + soybean or
upìand rice

13
I Maize + mungbean

iltl

14

24 Maize + upland rìce

5
i

T4
2

94
26
I7

4
3
2
2

16
1

4
18

1

50

Upì and r
Upl and r
Manageme

4
3
0
1

19
6
0

37

38

36

34

7**

84*
83

**
**
**

3

9
9

9

0

Ì3 .34*

Ì0. e5

10. 2e

Ì3.51**

Ì0.36

Ì0. sB

26
27
28
30

.56

.56*

.10

.00**

.i4

.20**

.48**

8. 50
14.70
26.r0
19.40
6.90

ll

lt

il

il

I

I

I

I

ilil

Ir

llI

Maize + sweet potatoes

Upland rice genotypes
Between row distance of maize
Leaf cutting of maize
Between row distance of maize
Leaf cutting of maize
Leaf cutting of maize
l4a ize genotypes
Planted distance of lnaize
Maize genotypes
Planting system of maize
Fertil izer treatments

20**
L2**
85

1 9 . 03**,']o.lil

o.so]o.es

r. +s] r. z+

1T.T2' ]1.
]

48
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No, of
Expt.

35

41

42

TABLE 4.2.7 cont'd.

I ntercroP

Maize + sweet potatoes

I Cassava + peanut

Test factors

Maize genotypes
Nitrogen on sweet Potatoes
Plantjng system of ntaize
Peanut densities
Nitrogen on peanut
N'i trogen on cassava
Planting date of cassava

Intercrop densjtjes

Type of second crops
Population of second croPs

Type of second crops
Population of second
Sugar-cane genotypes
Maize genotyPes
Sugar-cane genotypes
Pìantìng djstance of
Sugar-cane genotyPes
Between rolv distance

crops

marze

of

I nteracti ons

Ìo'J[]!;6i.lo.o,

]1.03

Main
factors

25 .00**

22.67**

59.63**
2.59

cv(%)

23.80

8.50

8.20
15. 50

10. 70

7.80

8.00

4.70

17.30

5. 30

9.90

]1. ss

Ì0.06

Ì0.25'

Ì0.02

]21.98*

]0.04

Ì0.08

¡t

1.93
0. 41
0. i2
r.75
2.47
8.84**

5

2

3

33

4

43

Cassava + upìand rice
Cassava + peanut or
sweet potato

Cassava + peanut or
soybean or sesame

Cassava + broad bean
or sweet potato or
upland rìce

Sugar-cane + ntaize

¡t ll

Ill

Sugar-cane + onion

Sugar-cane + tomatoes

sugar-cane 0.01
Nitrogen on sugar-cane + maize I.28
Nitrogen on sugar-ca¡s * rnaize 25.2I**
Sugar-cane genotyPes 0.52
Withi n row distance of onion 13.12**
Sugar-cane genotyPes 1.09
lJithin row distance of
tomatoes 2.71

0.05
1.25

21.68**

50
51
39

I .03
2.04
2.95
5.42*
4.69
0. 01

64.7 4**

90
10
60
90
50
00

t7
6

3
3

5
5

15.53**
0.39

19.45**

80
30
90

7

3
6

40

44
45
46
47
48
49
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Table 4.2.8 Analysís of variance of the 1st crop yield
equivalence of experimenL L2.

Sour:ce of variation DF Mean Square

BIock

fntercropping systems

maize genotYPes

soybean genotypes

interactions

Error

Sole maize Vs intercropping

Sole soybean Vs intercroPPi.ng

2

1l_

9. 619 1

r.6779

0. BLl_3

o. 2680

0. 5023

39.6058**

2.6801

1

5

5

22

L

1

TABLE 4.2-9 Analysis of variance of the lst crop yield
equivalence of exPeriment l-3.

Source of variation DF Mean Square

Block

Intercropping systems

maize genotlpes

mung bean genotypes

ínteraction

Error

0. 339

2.3L9

98.860**

3. 481*

2

t_1

1

5

5

22 1.04r_



TABLE 4.2.I0 The mean and the range of the first crop yield equivalence and
the first sole'crop yield.

The first crop yìeìd
equivalence (ton/ha)

I ntetcrop
Mean Range

The first sole
crop (ton/ha) U of means

Mean Intercrop/sol e crop
No. of
Expt.

6
7

15
16
1.7

18
19
20

9
10
11
72

22
23
2T
I

13
T4
24
i
5

2

3
4

4t
42
43
39
40

Intercroppi ng

Majze + peanut 82
L6

Maize + soybean

tl

ll
ll

ll

il

il

il

il

il

n

il

ll

lt

il

il

¡¡

il

il

il

il

il

ll

il

il

il

il

il

3.37
5.37
3 -47
6.r2
4.72
4.75
5. 50
3.73
4.42
2.49
2.39
4.22
1. 50
2.34
4.27
4. 11
5. 33
4.79
4.20

2t.17
15. 46
9.75
8. 63

13.34
73.23

727.50
166. 13
1.29.14
t22.00

67
69
11

38
57
15
08
50
63
30
78
99

77
63
56
64
62
T7
1B

65
29
61
58
33
01
15
95

2

4
2

4
J
2

4
?
3
2

1

L

0
1

J
2

2
2

3
15

9
6
J
6

67

3
6
5

6
6
3
6
6

6

3
aJ

5

2
2
5

5

7

6
5

.22

.98

.6?

.63
') r).¿L

.07

.80

.77

.00

.78

.09

.78

.57

.16

.28

.91

.26
- 26.79
- 25.68
- i3.35
- 16.54
- 27.25
- 79.A4
- 167.88
- 2I0.66

.15

.08

.88

.90

.03

.13

.18

.15

.63

.33

.90

.45

.35
18.67
12.1.4

7 .87
5.27
6. 56

99. 90
138. 90
146. 91
115.01
t24.94

- 757
258
r20
211
L75
204
189
I29
t43
108
1i8
198

69
109
118
r23
184
196
r25
113
727
124
764
203

73
92

113
7I2

97

.70

.33
o1

.90

.09

.31

2

2
?

2
2

2

2
2

3
2

2

2
2

2

3
3
2
2

3

Maize + soybean or up]and rice
Maize + mungbean

Maize + upland rice
Cassava + peanut
Cassava + upland rice
Cassava + peanut or sweet potatoes
cassava + peanut or soybean or sesame
Cassava + b-bean or s-potatoes or u-r'ice
Sugar-cana ,* tuita

88.
92.

Sugar-cane + onion
Su$ar-cane + tomatoes

113.47 - I5r.47
97.29 - 148.39 lJÞ(¡)
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TABLE 4.2.1L Analysis of variance of,L11 of experiment 12

SOURCE OF VARIATIONS DF MEAN SQUARE

Block

Intercropping systems

maize genotYPes

s'oybean genotypes

interaction

Error

Sole maize Vs intercrop

Sole soybean Vs intercrop

2 o.6672

0. o1L7

0.0218

o.0242

o.0464

1.41"85**

1

5

5

l_1

22

1

1 3 . 3102* *

TABLE 4.2.12 Analysis of variance ofL2r of experiment 12

SOURCE OF VAR]ATIONS DF MEAN SQUARE

Block

Intercropping sysÈems

maize genotypes

soybean genotlpes

fnteraction

Error

SoIe maize Vs intercrop

Sole soybean vs intercrop

2 o.6844

0 .0358

0.0358

0 .02 35

o.0456

r.6132**

2.8590**

1

5

5

11

22

1

1
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TABLE 4.2.L3 Analysis of variance of Lsrof experiment 12

SOURCE OF VARIATIONS DF r{EAr{ SQUARE

BIock 2 o.51_03

Intercropping systems

maize genotlpes

soybean genotlPes

interaction

1

5

5

l-l_

22Error

Sole maízevs intercrop

SoIe soybean Vs intercroP

1

1

0.0s55

o.0246

0 .0204

0.0378

0.9587**

3.3140**
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TABLE 4.2.14 Analysis of variance on L* of exper jment 13.

SOURCE OF VARIATIONS DF MEAN SQUARE

Bl ock

Intercropping systems

maize genotYPes

mungbean genotypes

i nteracti ons

Error

2

11

I

5

5

22

0. 0129

0. 19 12**

0.1694**

0. 03s2

0. 0496

TABLE 4.Z.lS Ana'lys s of variance on L, of experiment 13.

SOURCE OF VARIATIONS DF MEAN SQUARE

Bl ock

Intercroppi ng systems

maj ze genotypes

mungbean genotypes

i nteracti ons

Error

2

11

1

5

5

22

0.0095

0. 0632

1.8703**

0. 0590*

0.0182

TABLE 4.2.t6 Analysis of variance on L* of experiment 13.

SOURCE OF VARIATIONS DF MEAN SQUARE

Bl ock

Intercropping systems

maize genotypes

mungbean genotypes

i nteracti ons

Error

2

11

1

5

5

22

0.0012

0.0062

0.8490**

0.0381

0.0110



TABLE 4.2.I7 Analyses of variance of the Land Equiva'lent Ratio;.of the average

bloc"k-standardization ('i.e. Lrr, Lzr, Lrr)'

No. of
txpt.

L L^.
lt ¿L

The F-ratio of The F-ratio of

Main Inter- Main Inter-
Factors actions Factors actions

L-.
5I

The F-ratio of
Main Inter-

Factors actions

7
T7

6

9 Maize + soybean
10

ll

il il
11

7?

Intercropping

Maize + peanut
illl

ll]t

Maize + upland rice

Ma'ize + mungbean

Test factors

40.90**
L75.6V**

3:å3. |o'oa
L5.47**

u3:Î3i. to'zs

"o'.2)."Iot'41**
t3'.37.. 

)o'+o
0.84

3:33 ]o ' so

3.'ri )o ' os

å:93 )o' sz

0.25 Ì0'oB-
t3:33i" 

Ì1'16

i:Î3 ]o'at

3:3å Ìo'41
13. 7B**

,o|'.1ntr.. Ì3'25*

Î3:13ii Ìo'82
no val id
sol ution

Majze + mungbean

Cassava + peanut
Cassava + upland rice

Nitrogen on maize and Peanut
Planting date of maize and Peanut
Nitrogen of maize
Popu'lation of mai ze
Poþulation of maize
Plant'ing date of maize
Population of maize
Maize genotyPes
Popu'l ati on of mai ze
Maize genotyPes
Popuìation of maize
Soybean genotYPes
Diiection of rols Planting
l^jithi n row distance of maize
Direction of rows Planting
l^lithin row distance of maize
Maize genotYPes
Soybean genotYPes

Planting distance of maize
Genotypes of maize
Leaf cutting of maize
Genotypes of maize
Leaf cutting on maize
Genotypes of maize
Leaf cutting on maize
Mungbean genotYPes
Maize genotypes
Mungbean genotYPes
Maize genotYPes
Mungbean genotYPes
Populatìon of Peanut

1 .80
105.05**

4.65
1.61
2.
0.

25.
24.5
35.4
0.9
2.3
0.6
1.6
0.6

0**
4**
4

22.
0.
0.
0.
U.

L2.
0.
1.
0.
5.

J
6
3**

3.02
2 t-7*

9.94**
B. B1**

11. 56**
0 .44

no val id
sol uti on

]0. ts

.79**
LL**

.79*

.32

.98**
.48*

]0. oz

]0. za

]3g. is**

]0. +t

3Z

190
4
3
ôo
a
J15

18

19

20

22

23

24

I
13

I4

22
54
54**

7

oo
5
7

2
5**
2

C)

]0. s+

|+.tz

]0. ro

Ì0. so

]0. zr

55. 14**
24.43*x

18.40**
3. B7*
1.40
0.72
2.77
2.83

IA.25**
0. 57

7 6.95
44. 03**

7 .82**
7 .4r*
7 .86**

io. s6

]o.oz

0
5
0
0
0
0
0
0
1

0

0

Ì0. 54

io. 04

22
97*
!4
65
qÃ

66
74
22
47
65

L6

5

¿

2
Î

2
0
+
U

il

llil

Ì0.
Ì0.

52

06

29
35*

jt.z+

Ìt. os

]0. og

11.21

]0. et

]0.4e

I ]r.a:

Ìo. eo

i 3 .45*

]o. oo è
!

1

5 P'lant'ing date of cassava
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TABLE 4.2.18 Yield and LERs of 2

6 soybean genotypes
notypes of maize intercropped with
experiment 12.

ge
of

Intercrop Yiel d
(kg/ha)

mai ze soybean

LER us'ing appro-
priate indìvidual
genotype (Lrt )

L

. LER LER using
us'ing the average the maximum

sole lreatment (Lrt) sole treatment (Lrr)Treat-
ment L LER L. L, LER L. L, LER

c s

ArB r

Bz

Bg

B,+

Bs

Be

AzBr

,BZ

Bg

B+

Bs

Bo

I926

2043

r992

1948

233 I
2 103

2507

17 44

1891

1,97 6

2235

t77L

953

i230

1004

805

945

1004

637

1133

750

862

762

1063

0. 85

0. 89

0. B7

0. 85

t.02
0.92

1.27

O. BB

0. 95

0. 99

1. 13

0. 90

0. 55

0. 63

0.71

0. 60

0.62

0. 53

1.40

t.52
1. 58

1.45

1 .64

1 .45

0. 90

0. 96

0. 93

0. 91

1.09

0.99

1 .18

0.82

0. 89

0. 93

1.05

0. 83

0.62

0.80

0. 65

0. 52

0.62

0. 65

0.41

0.74

0.49

0. 56

0. 50

0. 69

t.52
t.76
1. 59

1 .44

t.7l
r.64

1. 59

1. 55

1..37

1 .49

1.54

r.52

0 .84

0. 89

0.87

0.85

t.02
0.92

1.10

0.76

0 .83

0.86

0. 98

0.77

0.49

0. 63

0. 51

0.41

0. 48

0. 51

0.32

0. 58

0. 38

0.44

0. 39

0. 54

1.33

r.52
1.38

t.26
1.50

1 .43

7.42

1.34

t.2l
1 .30

1. 37

r.32

0.36 1

0.58 1

0.53 I
0.64 1

0.50 1

0.56 1

63

.46

.63

48

.63

.46

Sole crop yieìd (kg/ha)

Maize Soybean

Ar 2286 Br 1739

Az 1979 Bz 1965

Bg 1418

B+ 1352

Bs 1527

Be 1891



Treat-
ment

149.

TABLE 4:2.19 The treatment mean y'ieìds of 2 genotypes of ma jze 'intercropped
with 6 mung bean genotypes of experiment 13.

Intercrop yìeld (kg/ha)

Treat-
maize mung bean ment maize mung bean

Sol e crop yi e'l d (kg/ha )

maize mung bean

ArBr

Bz

Bg

8,.

Bs

Buu 
)

2702

2016

2730

2282

2387

2527

1304

1280

911

788

1016

23

AzBr

Bz

Bs

B'*

Bs

BP

27L9

2870

2632

2723

2772

269r

1 039

Lt}2

743

7BB

787

19

Ar 2810

Az 2982

1726

107 1

784

747

797

30

Br

Bz

Bs

B+

Bs

a
6B

)

a) the mung bean genotypes of local Jambe Gede (8.) was seriously damaged by
the schlerotium dìsease.



IABLE 4.2.20 The mean, the range of Lrr, Lil and the component LER of Lrr'

L. 
,.

LER total
Mean RangeIntercroppi ng Test factors

LER 1st croP
Mean Range

1,,.

LER 2nd crop
Mean Range

LER total
Mean Range

%of
LER

total
>1 .00

I
+,
rõIF dJ

c)L+,
rg +) nt
IJ Ø O.'oo)Ép-o

+)
dC)cu= c.)No. of

Expt.

7

t7

6

1-43

1 .89
1 .34

1 .43
r.87

1^)

r.44

2.08
i. i8

1.10

t.s2

1 .01

1.36

r.37

t.27
2.06

1 .81

1 :43
I .58

15

18

9
10

19

20

11

t2

22

23

24

8
13

14

1

5 F
(,
c

Majze + peanut

Maize + soybean

Maize + upland rice

Maize + mungbean
illl

Cassava + peanut
Cassava + upland rice

n

il

tr

I

t

I

lt

I

Nitrogen on maize and Peanut
Planting date of maize and
peanut

Nìtrogen on maize
Population of maize
Popuì ati on of ma ì ze

Planting date of maize
Population of maize
Maize genotypes
Population of maize
Maìze genotypes
Popuìation of maize
Soybean genotypes
Direction of rows
l,Jìthin row dìstance of ma'ize
Direction of rows
l.lithin row'dìstance of maize
Maize genotypes
Soybean genotypes
Planting distance of maize
Genotypes of majze
Leaf cutting on maize
Genotypes on majze
Leaf cutting on maize
Genotypes of maize
Leaf cutting on maize
Iulungbean genotypes
Maìze genotYPes
Mungbean genotyPes
Maize genotYpes
Mungbean genotYPes
Popuìation of Peanut
Plant'ing date of cassava

0.96-1.82

1.79-2.14
0.96-1.49

0.93-2.45
L.I2-2.17

1.07-1.67

r.02-2.37

1.63-2.83
0.94-1.42

0.86-1.31

t.I5-2.29

0.83 0.35-1.22

1.34 0.96-1.60

t.29 0.98-1.61

1.22 0.78-1.53
1.97 0-83-2.72

t.72 0.86-2.4r

no val id
so'ì uti on

1.33

1.54
1.27

1.61
1.55

1 .40

1.50

2.t4
t.I2

r.72

1.56

0.72 0.64-0.81 1.11 0.86-1.440. 10-0. 77

0.58-1.04
0. 16-0.74

0.27-0.79
0.42-t.34

0.50-0.98

0.25-1..05

0 .77 -r .84
0.42-0.75

0.31-0.59

0.60-1.58

0.99 0.70-r.29 0.42 0.10-0.77

75

100
94

88
100

92

83

100
67

75

100

25

92

92

OJ

89

96
100

0

0

48

81

0
1

72
ño

0
0

54
1a

0
0

90 54-

R'

Ão- 1

-0 90
08

0
0

42-
72-

?2-
0B-

0. 78

0
0

0
0

0.39

0
0

0
n

1

1

0.45 0.29-0.6?

0.41 0.26-0.61

0.50 0.27-0.76

0.28 0.02-0.58

0.84 0.74-1.02

0.7t 0.44-0.97

0.73 0.29-1.08

1.25 0.90-1.53

1.20 0.91-1.50

1.11 0.72-1.38
1.59 0.80-2.04

r.41 0.82-r.97

t.29 0.9L-1.67
1.44 1.21-1.80

97 04
36

0.33
0.55

0.
0.

75

0.39-1.24
0.59-0.95

0. 36-0 . 77

0.23-0.79

0.45- 1.35
0.40-0.79

0.43-0. 76

0.r9-0.72

47

L.2I

0.09-0.64
0.31-0.79

0.7L

0. 60

1.19
0. 59

0.46

0.89

0.58

0.47

0.63
0.82

0.78
0.73

0.53

0.56

1 .41
1.23

1.08-1.97
0.94-1.43

0.78
0 .41

57

72-

1.26
1.54

7.24

i.16

1.95
1.10

1.04

i.34

0. 71-1 .93
1.11-2.15

0.94-1.45

0.76-r.77

7 .47 -2 .63
0.93-1 .40

0.80-1.23

I.02-2.05



TABLE 4.2.27 Mu'ltivaniate and bivariate anaìyses o

and the correlations of errors and th
ariance results on lhe crop yields
ngìe between the two crops.

fv
ea

No. of
Expt.

Standard MAN0VA

The F-ratio of
Mai n

Factors Interactions

Bivariate method

The F-ratio of
Mai n

Factors Inleractions r 0
Intercroppì ng

Majze + peanut

Test factors

34.80**
10 .81 **
48. 10**

1.10
39.04**
7.39**

20. 50**
44.30**

Ì1..28

jr.25

650
940
970
99"
97"

60"
79"

LITO
LL7"

0
0
0
0

-0

0. 50
0.21

-0.46
-0. 45

42
11
05

.,

16
I7
25

6

13 
Maize + mungbean

N'itrogen on maize + Peanut
lJeed i nq methods
Plantiñg date of maize + Peanut
Peanut genotypes
Nitrogen on maize
Population of maize
Planting date of majze
Population of maize
Mai ze genotyPes
Popuìation of maize
Maize genotypes
Population of maize
Soybean genotypes
Soybean genotypes
Non maize
Djrectjon of rows Plantìng
l^lithin row distance of na'ize
Djrection of rows P'l antÍng
l^lithin row d'istance of maize
Mai ze genotyPes
Soybean genotypes
Ma i ze genotyPes
Leaf cutting of corn
Maize genotypes
Leaf cutti ng of corn
Maize genotyPes
Popuìation of majze
Mungbean genotYPes
Mai ze genotypes
Mungbean genotYPes

å?:ä?i: i43'76**
55.84**
2r.32**
4.45**
2.24*
9.72**
1 .33
2.09
E ?O**

0.89
3. 70*
3 .04**

37.58**
54.38**

g. 99**
16.42**
0.28
7 .70**

78.92**
12.68**
t't E Q**

tl

tl

I

I

20.9706**
E a1**

20 (7*J<

0. 99
24.56**

4. 65**
14.7 4**
31.83**
10.28**
29.29**
15.70**
27 .4r**
2.85**
1. 98*

10.01**
2.08
r.84
a a^*
0.72
2.17
0.81

1 1.07**
15-38**

02
T2

18

19

20

9
29
3¿
10

11

L2

22

23

31

Maize + soybean
ll ll

Io.s2

Ì2.63*

Ì0. 70

Ì1.30

]z.BB*

\z.ss

]t. +s

i¡ . o+*

Io. e2

]c. +s

\24.2t""

Ì0.31

Iz.av

]0. +s

ir. i:
]r.so
jt.zz

Ìo. ge

Ì2. to*

0.19 79"

0.41 650

0.36 690

tl

I

I

t¡

lt

I

il

-0.05

-0. 19

0.46

0.53

-0.19

97"

101 "

630

580

101 0

109 
0

1110

34L

5
0
5

t7
I4
20

47*
26
51**
13**
7!**
11

-0.32
-0.36

F
(J
l-



TABLE 4.2.21 cont'd.

No. of
Expt. Intercropping

14 Maize + mungbean

24 Maìze + upland rice

Test factors

Non sugar-cane + maize
Ncn sugar-cane + maize
Sugar-cane genotypes
t4ìthìn row distance of onion
Sugar-cane genotypes
tJithin row distance of tomatoes

Maìze genotypes 29.09**
Mungbean genotypes 10.51**
Maìze genotypes 32.93**
Leaf cutt'i ng of maize 6.41**
Upland rice genotypes 2.45**
UpÌand rice genotypes 3.34**
Upl and rice genotypes 7.31**
Management rnethods 983.71**
Upìand rìce genotypes 3.71**
Row distance of maize 101.02*r,
Leaf cutting of maize 72.4I**
Row distance of maize 52.04**
Leaf cut'uing of rnaize 4.56**
Leaf cutting of maize 62.83**
Maìze genotypes 5.56**
Row dìstance of maize 9.73**
Maìze genotypes 9?9.99**
Planting systems 17.69**
Row distance of maize 1.86
Ma'ize genotypes 79I.64**
Non sweet-potatoes 1.09
Pl antj ng system of maize 9.63**
Peanut densities 7.83**
Non peanut 9. 10**
Non cassava 15.09**
Planting date of cassava 12.80**
Sugar-cane genoiypes 6.46*"
Maìze genotypes 3.59*
Sugar-cane genotypes 16.85**
Plantìng distance of maize II.57**
Sugar-cane genotypes 27.49**
Between row distance of sugar-cane23.74**

Ma'i n
Factors I nteracti ons

Main
Fa cto rs r0

0.10 84"

-0.13 97"

I nteracti ons

]o.sg

it.st

jo.t +

\z.rz

L9.32*1,
7 .65**
4.29*
3.47
a 1A**

2.94**
6.J2**
8.65'r*

840
810
810

1040

¿o
27
28
30

**

ll

I

I

tl

I

I

I

lt

ll

tl

il

I

]0. '+
**lr . a1)s: +r

Maize + sweet potatoes

11
16
03
25

0
0
0

-0

37

38

36

34

3s

]3.42** '

Ìt.go*

|o.n
t1i13o lt'"
Ì!if!;"r'.'u

]''o'

lr'r:

]0. 
az

1**
2*
4**
0**
9**
2

2

72
9

50
J

13
+
6

L2
19

1

I2
0
6

6
1

11
6
3
2

46**
00**

Ìz.s¡

Ìt.sq

]0. eo

-0.04

-0.32

-0.09

92"

1090

950

1

ð
o

6

0

9

0
7

9
2

1

¿

0
0
o
)J
7
o

1
E
J

3
6

**

]6.6g"*

ÌÎilåu lo.'o

3.98*
jz.øz*

]r. ss

]0.1e

Ì0.07

17 .zt**

-0.31 1080

-0.10 960

-0.50 120"

0.34 70"

**

**

98
91*
48**
34

h.oa
]0. 53

Ì1;13r.-]t'uo"1t 20

1 Cassava + peanut

Ì2. oo*

A**

0
7**
0**

-0.27
-0. 18

106 0

100 0

-0. i9
0.16

101 0

81"

33

5
4l

42

43

50
51
39

40

Càssava + upland rice
Sugar-cane + maize 02

75
I il

I

I

il

Ì0.1e

]0. r+

Ì¡. zq"

19. 1 5**
8.90**

15.85**
14.39**

L.2I
12.20**

1.69
7.58**
9.58**
1 .86

0
5

0
4
7
2

8i
3g**

0. 05
-0.65
0.04

97"
130 0

ggoSugar-cane + onion

Sugar-cane + tomatoes
]r.+o

)0. rs

Ìo .80

]0. re

(¡
i\)

0.42 650
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TABLE 4.2.24 Ttre availability of sole crops and their function in
each intercroppíng experiment,

No. of
Expt .

The availability
of sole crops

The function
of sole crops

in the experirnent

1_

2

3

4-

5

6

7

I
9

10

L1

t2

13

L4

15

l_þ

t7

L8

L9

20

2L

)?

23

24
,)tr

26

27

28

29

30

31

32

33

34

35

36

complete

.t complete, but
T,
] involved more
I)' than two crops

complete

a control
treatments

a control
a conlrol
treatments

treatments

as

AS

il

ll

as

as

as
It

ll

AS

ll

ll

ll

t¡

lt

as
ll

l!

ï

a
ar

t¡

ll

ll

I

rl

lt

I

I

Í

ll

tr

a!

I

lt

ll

ll

:t

il

¡l

I

tl

ll

il

t1

$

at

¡t

ll

il

control
ü

ü

il

I

il

l1

as a control
as Èreat¡nents

ll

ll

I

:l

I

soleNo crops
il

l¡

lt

ll

I

n

ll

ll

¡t

ll

ll

ll

t:

I

It

ll

t,

I

il

ta

il

ll

lt

ll

il

il

I

il

lr

t!

il

ll

lt



154.TABLE 4.2.24 contrd.

37

JO

?Ò

40

4t
42

43

44

45

46

47

4B

49

50

51-

It

¡t

I

$

lt

1st crop
tl lt

It It

¡til

tt ll

I ll

illl

N ¡1 -

As a control of
the lst croP

OnIy the

tl

ll

ll

il

lt

ll

¡t

lt

il

lr

tt

ll

ll

il

il

il

lt

¡l

il

lt

I

il

il

ll

lt

lt

tl

l!

It

ll

il

t¡

)
)
I
-l

only the 1st crop,

also involved more

than two crops

nc sole crops

As a control of
the 1st croP

It

n

il

n

¡t

ll

il

ll

ll

tt



ú.
LrJ
J

1.5

1

1.3

L.2

1.1

Fi q .4.2. 1

æ
Lrl)

1, 5.1

1. 40

1.3ù

1 .20

1.lJ

Fi9.4.2.2

0.2 a.4 J.6 C.8

The reujred yjeld proportion of rice (l')

The nelv ef fect'ive LER curves f or tlo
i ntercroppi ng treatnrents of exoerinrent 5
(1 anC 2 are 2C and 4C days of olanting
of cassava after solvi nq of the upl and rr'ce )

0.? c.4. Pëtz
The required y'ield

il.6 p.240.8
proportion of rice (p')

The new effective LER curves for jntercropping

treatments of ex¡reriment 5. L,2,3 aird 4 represent
C,20,40 and 50 days of planting of cassava after
soruìng of the upland rice.

i
,>
I

4



6

1

5
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IV .3 . CONCLUSI Ol,IS

The distr ibution of the rat'io of irvo non-negative normally distnibuted

variables can take many different forms. This is one of the reasons why many

statistjcians doubt the usefulness of the Land Equ'ivalent Rat'io concept in

interpretìng the results of ìntercropping data. The study showed (Seci;io;t

IV.1) that us'ing the parametric models in intercropping systems, the distribution

of the residuals of the s'ix standardization methods for calculat'ing the LER

was quite close to normal, as long as there were no outliers in the data.

The variance of residuals after fitting of row and column effects was also quite

homogeneous. Furthermore, most of the coeffic'ients of va;'jation obtained after

using the six methods were also quite small. In fact, the coefficient of

variation of the six LERs was in each case smaller than the coefficient of

variation for each crop yield ana'lysed separately. This could be explained

by compensation between croPS

A'l though the cho'ice of standardi zat'ion ( average bl ock vs . each bl ock ,

or each sole treatment vs. average sole treatment, or max'imum sole treatment)

is djfficult to summarjze, I conclude that one should use either Lzr oF Lsr

(i.e.the average so'le treatment or the maximum sole treatment of average

block standardizat'ion) for easy caìculation and rel'iabiì ìty of comparison

between the intercrop treatments (Section IV.2). The calculation of

LER using the appropriate sole treatment is useful 'in comparing ìntercrop

treatments aga'inst the approprÍate sole crop,. but not for comparìng between

'i ntercrop treatments. The study al so found that there was a tendency to excl ude

the sole crop from the intercropp'ing experiments so the calculation of LER

is sìmp'ly dividing the ìntercrop yie'lct by the maximum or the average y'ield of

soìe crops from that site. When knowledge of sole crop yield is desired

then grow'ing soìe crop outside of the expeniment pìots with a larger pìot

size is possible.

The assumption of the equaì'ity of correlation between the two crops for

all treatments in the intercroppìng experiments that involved genotype

comparisons is sat'isfied 'in general. However, for the experiments that involved
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densities or fertilizer comparisons, the assocìatjon varied from mutual

cooperation to competition. Therefore, it js necessary to realize that in

some types of experiments, the hypotheses of the equality of correlatìon

for al I treatments need to be tested, as wel I as those of the hypotheses

of treatment means.

' A, I noted earlier, if there is more than one characterjstic of interest,

determinìng the best treatments if difficult without knowing the criterion

of the "best". The study showed that keeping a full yield of the main crop

is not a s'imple matter, therefore ana'lysÍng each crop y'ield separately wìll

not solve the problem completeìy. The combined analysis should'in some vlay

be done, preferab'ly by the LER and its extension, the new effective LER.

The argument for LER as against nronetary value is that the monetary analyses

will change with the market. The study has shown that the maximum first crop

yield equivalence at harvest time could be the lowest one in another season

or year. The prìce fluctuations of two crops wi'l1 be rendered much worse by

everyone producing the same crop at the same time while simultaneously requiring

the other crop aìso.

The highest LER sometimes does not mean anything to the farrner as his

requirement of staple food is not fulfilled from that system. A plot of the

results on bivariate axes clearly dispìays the magnitude of the crop y'ields

or the component LERs. From Sect'ion IV.2, ìn 'interpret'ing the LER values

we should not on'ly consider the LER total, but also the component LER of each

crop as the two crops provìde different requìrements to the farmer. Though

the assumptions under'ly'ing the bjvariate method in a certain experiment may

not be satisfied, the graphica'l dispìay meets the dual need, that'is, the

s'ignificance of the test (i.e. if the assumpt'ions are satisfjed) and the

magnitude of two crop y'ield or component LER of those two crops as responses

to treatments. The study also showed that in some cases the highest LER

does not always come from the highest yield of the main crop as well. Aga'in,

I emphasize that we should not onìy work on the comb'ined yield analyses

through the LER total, but also take into account the main crop that is
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required by the fartner.

The study offers an alternative criterion of the best treatment and develops

the model by means of the new effective LER. The best treatment is defined as

that which has the yield of the majn crop meeting the farmer's requirements

and which also has the highest bio'logical effic'iency ìn terms of the new

Jtfect'¡ve LER. By having the generaì criterion of the yie'ld proportjon of the

ma'in crop required by the farmer, we could work on the new effective LER.

As shown in Section IV.2.4.I, the model 'is simp'le, and the results are more

appropriate jn the field sjtuation. We must use a range of methods to analyse

intercropping data. The results mjght be different, but the important factor

'is how should we support or to expìain our prev'ious results more comp'lete'ly

by performing other anaìyses. Again, I believe that by using the LER with

the magn'itude of component LER as in the bivariate analysis and the new

effective LER together wiìì be useful in interpreting intercropping data.
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V. THE CROPPING SYSTEMS X ENVIRONMENT INTERACTION
AND YIELD STABILITY OF INTERCROPPING SYSTEMS

1. II'ITRODUCTION

It is desirable that the results of research be appropriate to

avoid a range of locations and have been carried out over several

seasons (Cochran and C0x,1957). It has been wjde'ly shown that the

effectiveness of pìant nutrients for different genotypes of a crop

usual]y vary across the locations and seasons so it is difficult for the

result of an experiment in a certa'in location and season to be appfied

to other locatjons and Seasons;'that ìs, ones needs of Ìnteractions

between genotypes or cropping systems and envjronment. As a result,

successful new genotypes or cropping systems must show high perforr¡ance

for yield and other essential agronomic trajts over a wide range of

environmental conditions (Fjnlay and |lJjlkinson' 1963; Sìngh, L975;

Jodha, L979 and Becker, 1g8i).

Intercropping systems give the 'important advantages to a small

farmer such as divers'ity of diet, income resources and increases of yield

stability (Jodha, 1979; Quarshje,1979; Rao and Willey, 1980; Gomez and

Gomez, 1983 ) .

The mechanism of y'ield stability is suggested to be some kind of

b.iolog'ic compensation, that is, one condit'ion is favourable for one crop'

and unfavourable for the other, or Vice versa so that the crops to some

extent may compensate each other (Jodha,.!g7g; Francis, 1980; Rao and

hlì'lìey, 1980). The other mechanism suggested 'is buffering agaìnst pests

and cliseases (Trenbath, Lg74 and Fisher, 1977). From the econom'ic point

of view, Franc'is (1980) emphasized that as prices fluctuate the two crops

in the intercrop buffer fluctuations in total income

Although its importance was high]ìghted 35 years ago by Aiyer (1949)'

there is still very limited work on cropping systems and env'ironment,

studies wh'ich are also often referred to as stab'i1ity ana'lyses 'in

intercropping systems (Rao and Willey, 1980).
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The previous work on stability anaìysis of mjxed crops has mainìy

been dìrected to mixtures of same crop with d'ifferent genotypes (Aììard,

1961; Rasmuson, 1968; Marshal and Brown, 1.973; Trenbath, 1974; Quarshìe,

1979 and others). The general conclusion from these works js that

mixtures on the average are more stable than their sole crops, and some-

t'imes nlore so than their most stable sole crop. The other interest'ing

results was that complex mixtures are nrore stable than sìmpìe mixtures

(Rasmuson, 1968). Hence, greater impnovements jn the nlixture m'ight be

expected where there are bjg differences between component crops in the

m'ixtures such as 'in the intercrop situatìon (Rao and Wìlley, 1980).

Fisher (1976, 1977) showed that y'ield compensation occurred on maize

and bean'intercrops which suffered damage due to pest or disease. The

compensation, however, does not exist when the ljmit'ing growth factor

for a system is water. In sorghum and pigeonpea or castor or groundnut

intercropping systems, the crop combinations gave yìe'ld advantages over a

w'ide range of environmental conditions (Rao et al . , L979; Frai'ic'is,

1980), though the advantages were not greater under stress (Rao and

l,lilley, 1980). From these results, exp'lanations for stabil ity in inter-

cropping systems are still inconsistent with some of the evidence.

Harwood and Price (1,976), for example, also observed that the compensatjon

effect on 'intercropp'ing was onìy marginal .

The other idea of conducting the same experiment over different

locations and seasons in intercropping systems was a'imed to study cropping

systems or cropping combinat'ions and envìronment interaction (Singh, 1975;

Francis et a1,1978a,1978b; Francis, lgBO and Gonlez and Gomez,1983).

The experiments were carried out on the assumptìon that the best genotypes

as soìe crops wi'll also be optimaì in the intercrop situation. Like the

study of stabil'ity, these experiments have been inconsistent and incon-

clusive (trancis, 1980).

l,Jhile the pastwork of stabiì'ity analyses vlas mainly concentrated on
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comparing the stabj'l'ity between sole crop and'intercrops, the present

study js designed not only to compare those two systems but also to

compare the stab'ility between intercropping treatments. The study is

also designed to evaluate cropping systems or cropp'ing conrbinations and

environment interact'ion over a range of ìntercropping experiments.

2. THE EXPIRIMENTS AND STATISTICAL METHODS

1. The experiments

It has been mentioned earlier that the stabif ity analyses of geno-

types or cropp'ing systems and environmental interaction in ìntercroppìng

expeniments are st'ill few in nunber. Part of the prob1em is that onìy

limited data are avajlable. The experiments that have been conducted

are still at the stage of trying to get the best combination of two crops

or the best management practices jn a certain cropping conrb'ination and

even so the results are still inconclusive. As can be seen'in Sec'licn

III.2, thema'in data are from one research institute, i.e. the Research

Inst'itute of Food Crops at Bogor and its branches at Ma'lang and Sukamandi.

While the results should be consistent, this does not seem to be entìre'ìy

the case. The genotypes or cropping systems and environment ìnteraction

is not so recognised as repetìtions of the same experiments are litnjted

both in locations and SeaSonS or years. Hence, aS in studies such as

that of Rao and Willey (1980), in this study the stab'i1ity of sole crop

versus ìntercrop will be assessed by using. different experìments but the

same type of crop combination. The repetition of the same experiments

over locations or seasons was available for experiments without sole

crop treatments. Therefore it is poss'ible to assess the stability of

yield between intercrop treatnlents more prec'ise1y. The technical report

data from the Research Institute of Food Crops at Bogor and Malang

(Anonymous, 1977, 1980a, 1980b; Ismail et al., 1978 and Basa et al.,

1980) witl also be used together with data that have been described in

Section III.2. The reason for usìng those published data, ìs that some

of them were the repetition of some experiments in Section III.2, but

the raw data were no 'l onger avai I abl e..
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2. Stat'i sti cal Methods

Plant breeders and agronomists generally agree on the importance

of phenotypÍc stabiìity, but they are still argu'ing on the most appro-

prìate definit'ion of stability and on a statistical measure of stabilìty

in yìeld trials and even more'in trials of intercropping systems (Rao

and l,rlilley, 1980 and Becker, 1981). Eberhart and Russell (1966) and

Becker (1981) distingu'ished two concepts of phenotypic stability' i.e.

(i) a stable genotype should have a minimal variance under a wjde range

of envjronmental conditions ('bioìogìcaì concept'), and ('ii ) a stable

genotype should a'lways show the yield expected at the level of productì-

vity of respective environment, i.e. a genotype which shows no genotype

'x ênVjronment jnteract'ion ('agronomìc concept'). Unless we know what

is meant by the stab'iì ity of y'ield choosing the appropriate statistical

method will be difficult. As sometimes happens, different statistical

methods of measuring y'ield stabiì ity g'ive different conclusions. In this

study, therefore, the def i n'ition of stabl e cropp'ing systems or croppi ng

combinat jons w jl I be that imp'ìied by the agronom'ic concept.

The stat'istical methods for measuring yjeld stabil ity and the study

of envjronments and croppìng systems interaction will be adapted from

sole crop and intercroppìng systems (Hill,1975; Francis and Sanders,

1978; Franc'is, 1980; Rao and Wì11ey, 1980; Gomez and Gomez, 1983). The

methods are the correl ation techn'ique, the combined b jvariate ana'lysis

of variance, the coefficient of variation, the regression technique and

assessing the risk of falling below a given d'isaster leveì of the first

crop yield equivalence (e.g.maize yield) and the relative y'ie'ld.

A sìmp'le linear correlation coefficjent between the performance

of genotype or cropping systems in any two environments provides a measure

of the magn'itude of the interaction between genotype or croppÍng system

and environment (Francis et al. 1978a, 1978b¡ Franc'is, 1980, Gomez and
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Gomez, 1983). A small interaction between genotype or cropping system

and environment is indicated by a va'lue of r close to +1. 0n the other

hand, on r values of zero or close to zero indjcates inconsistency of

yield across the environments. A value of r close to -1 indicates a

very large interact'ion.

The combined bivariate analysis of variance due to Pearce and Gilliver

(1978, 1979) and Gilliver and Pearce (19S3) 'is set out in Section II.1.
The necessary assumption for carrying out significance tests on the
combined results of two or more experiments is that the variance-
covariance matrices of the errors should be homogeneous.

The details of the method for testing the homogeneitV àf covarjance

matrices are given by Morrison (1976), but can be simplifed for two

variables or two crops as in this study. The test is a generalìzation

of Bartlett's test for the homogeneity of k variances, and in jt the

determinants of the sample covariance matrices assume the role of generaì-

ized vaniances. Suppose we have k separate experiments with error SSP',

Er, Ez , .. . , EO each on e degrees of freedom. The pool ed error SSP can

be calculated as

[= 1

k

k

I
=1

E l

The test statist'ic to assess the variat'ion of the error SSP ls
S

Me' xa(k-1)
2 (5.1)

where

M = e(k tnlrl =

k

I. lnlE¡l)
=I

e-l =7-0.72

The regression technique of Yates and Cochran (1938) and Finlay and

l,Jilkinson (1963) will be used, which involves regression of yield of each

genotype or cropping system, in several environments, on an index of the

envi ronmental mean yi e'l d .

k+1
k.e



The basjc model used in this study is the same as in genotype-

environment analyses; that is,

ijk
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(5.2)Yijk u+9 e +++
J

I.-
rJ

Ej

where

yijk = the kth replicate value at the ith site for the ith genotype

u = oveFâll mean yield

gi = effect of ith genotype

e, = effect of jth environment

I = interaction between ith genotype and ith environment
1J

ijk = effect of plot

The model

variance VI.

is developed on the basis that the I* have mean zero and

The improvement of Yates and Cochran (1938) and F'inìay and W'ilkinson

(1963) was to consider how I- might depend upon e.,r; in other words,

beg'inning wìth the ljnear model, to examine the regression of Iij on.j,
by computing ßj for each of the m genotypes, using the modeì,

y.ij = u * 9i + (1 + ei).j * dij (5.3)

where

E

ßi= 1J CJ

2
e.

JI
J

I i
J

and

dij = departure from the model.

The two important stability parameters in th'is type of anaìysis are

the coefficient of regress'ion and the genotypic mean yjeld over all

environments. A regression coefficient close to 1.0 which is associated

with high mean y'ieìd describes genotypes w'ith genera'l adaptabìl ity; when

associated with low mean y'ie'ld, genotypes are poorly adapted to all

environments. Regression vaiues above 1.0 indicate genotypes with



increasing sensitivjty to environmental change (be'low average stability)

and greater spec'if icity of adaptabil ity to high-yie'ldìng environments.

0n the other hand, the regression coefficìents below 1.0 describe

greater resistance to environmental change (above average stabif ity)'

and therefore 'increasìng spec'if icity of adaptabi'l ity to low yie'ld'ing

env i ronments .

Rao and Wil1ey (1980) argued that in adapting such regression

techniques for intercropping systems there can be problems in decìding

which cropping system should be used to calculate the environmental mean.

Freeman and Perkins (197I), however, emphas'ized that there are several

ways to obtain a measure of the combined effect of all relevant factors

operatìng in an environment. One of them is to use one or more genotypes

or cropping systems aS a group that can be regarded as a standard for

assessìng the environment effect. In this study, six d1fferent methods of

calculating the environmental mean yield will be assessed, name'ly:

(i) the.mean yield of the first sole crop

(ii) the mean yield of the second sole crop

(iii ) the mean of the first crop ìn sole crop and intercrop y'ie'ld

(iv) the mean of the second crop in sole crop and intercrop yieìd

(v) the mean of (ii'i) and (iv)

(vi) as in (v) but in terms of the relative yield.

The relative y'ield was calculated by us'ing the overall mean yield

of the appropriate sole crops with the same crop combination.

The other method for assess'ing the stabi'lity of yield is that of

using the risk of obtain'ing below a gìven disaster level of ma'ize yield

equiva'lence and the relative yie1d. The method can be summarized as

fol I ows:

and sf

if Y is the maize yield equiva'lence or the relative y'ield and V

t64.

(5.4)

are the mean ancl variance of Y respectively, then

Y¡-Y
l=
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where

YD = u given disaster level of maize yie]d equ'ivalence or relative

yieì d.

By assumìng that Z js a standard normal variate, then from a table of

the normal d'istributi on we obta'in P (Y < YD) .

3. RESULTS

It is important to accept or to reject the hypothesis that the best

cultivars selected in sole crops wiìl also be useful in intercrop s'it-

uations, and to des'ign and ìmplement a selectjon ptogtàt which takes into

account the magnitude of the genotype and cropp'ing system interaction in

each crop. Data for different types of intercrops are summarized'in Table

5.1. The s'imple correlations were calculated for y'ields and ranks between

sole crop and intercrop. The correlatìons between yield ranks across the

two systems were sjmilar to the correlation for actual yields as one

would expect. They were not always consistent for the same crop in diff-

erent intercrops and even between crops themselves. For example, the

correlatìons of maize in general were s'ignificantly greater than zero when

it was'intercropped either with peanut or soybean, but not s'ign'ificant

in association with mungbean. Mungbean also gave correlations s'ignificantly

greater than zero between sole crop and intercrop. However, the correlations

of soybean, peanut and sugarcane across the two systems in general were not

s'ignificant and some were negative though not sìgnificantly so. These

results confirm interactjon between genotypes and cropping system inter-

action and comp'ìjcate the breeding programme. The best genotype selected

under soìe crop will not necessarily be best in intercrop as well. The

lack of consistency in performance of those genotype and cropp'ing systems

is stronger over different environments.

To examine the consistency of sole crops and intercrops across

different envjronments, the correlations for yield and ranks were also
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calculated across the two repeated experjments. The results of this test

can be seen 'in Tabl e 5.2. From this table, it appears that on'ly a few of

them are sign'ificantly positively corre'lated across the two environments.

Aga'in the values of rank correlations were similar to the yìeld correlations.

The low or negative values of these correlation coefficients confirm the

strong environmental influence on yields of the crops. These results indìcate

the presence of cropp'ing systems and environmental interaction. The

interactions tend to occur in the intercrop situatjon as was shown by the

low or negative correlatjons. These results are not surprisìng since the

situation in ìntercrops'is more compìex than in sole crops. The environ-

mental factors that are involved in jntercrops arise not only from the

different locations or seasons but also from the other crop.

As the experìmenter's interest lies in comparing between ìntercrop

treatments rather than between sole crops and intercrops' we examine in

more detail the intercrop environ¡nent interaction. This ìnteractjon

effect can also be examined by the combined bivariate ana'lysis of variance.

The necessary.assumption in combining experiments in the bjvariate

analysis, is that the variance-covariance matrices should be homogeneous

between experiments. The results of the tests on variance-covariance

matrjces appear jn Table 5.3. Except between experiments 37 and 38 and

50 and 51 the varjance-covariance matrices are homogeneous. Therefore,

for the other repeated experiments, ìt is poss'ible to conlbjne results

to get better precisjon.

By partitìoning the intercrop treatments we can examjne the inter-

action of the environment and treatment effects in more detail. This

was done for the combination of experìments 13 and 14 and the combìnation

of experìments 26, 27 and 28.

The first combined experiments were jntercrops between ma'ize and

mungbean 'in different seasons (i.e. rainy season and dry season)' The

result of the comb'ined bivariate ana]ysis of experiment 13 and 14 is pre-

sented in Table 5.4. The ana'lysis shows,'in sp'ite of the significant
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effects of seasons, maize genotypes and mungbean genotypes, there are

strong interactjons between ma'ize genotypes and season effects. This

results agrees with Tabl e 5.2 where the correlation of maize intercrop

across the env'ironments of experiments 13 and 14 was negat'ive which indi-

cates a fluctuation of seasonal effect.

Table 5.5 presents the bjvariate analysis of the combjnation of

experiments 26, 27 and 28. These experiments were intercrops of maize

and different upland rice genotypes in three locations (Tuìang Bawang,

Baturaja and tr^lay Abung). Again, there is a strong'interaction between

upland rìce genotypes ancl locat'ion effects. The other results of the

combjned bjvariate ana'lyses are presented in Table 5.6 (combìnation of

experinrents 10 and 11) and Table 5.7 (combinatjon of experinent 22 and 23).

Fr.om these two tables it also appears that the interaction between environ-

ments and intercrop treatnlents cannot be 'ignored.

As a major goal of the bivariate ana'lysjs l'ies in the graphìcal inter-

pretation, the results of this analys'is are also presented in Figures 5.L

to 5.4. In Fig. 5.la the joint effects of ma'ize genotypes and seasons can

be seen for experiments 13 and 14. The four mean points, in fact, do not

form a rectangle, which means that there are strong interact'ions between

maize genotypes and seasons (gilljver and Pearce, 1983). The ìnteraction

effect can also be determined from the yield of maize in different seasons

in the figure. In the rainy season, the yìe1d of maize cv. Harapan was

lower than cv. Kretek, but higher in the dry season. In Fig. 5.lb' the

effects of mungbean genotypes over two seasons can be examjned. The mean

points clearly show djfferentiat'ion betweenmungbean genotypes. It appears

that the effect of mungbean genotypes ìs mainly on mungbean yield rather

than on maize yìeìd. It also appears that there are three groups of mung-

bean genotypes, one genotype being by far the lowest, namely local Jambe

Gede.

As the effect of interact'ion between upland rice genotypes and loca-

tions in the combination of experjments 26,27 and 28 was significant then

the onìy appropriate procedure is to compare this interaction effect rather
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than the ma'in effects (Fi g. 5 .2) . From Fi g. 5 .2, 'it appears that the

distribut'ions of the mean points of upland rice genotypes effects between

three locations are entirely d'ifferent. Upland rjce genotypes at Tu'lang

Bawang influence both maize and rice y'ields. At Baturaia the influence

is mainìy on the rnai ze yield, while ìn Way Abung 'it is on the yield of

rice.

In Fig. 5.3, the effect of interaction between row direction of

p'lantings and seasons of combination of experiment 10 and 11 is presented.

Aga'in, the sìgnificance of interaction effects appears from the four mean

points that in fact do not form a rectangle. The row direct'ion of

p'lanting gave different responses irr the two seasons. For the raìny

season, there was no s'ign'ificarrt difference between the two planting

directions, but there was a significant difference between the directions

in the dry season.

The results of the combined b'ivariate anaìysis of experiments 22 and

23 are presented in two figures (Fig. 5.4a and 5.4b), with different angles

for the skew axes as the two effects arise from different strata (i.e.

error a and error b in a Spìit Plot design). From Fig. 5.4a ìt appears

that the effects of maize genotypes in two locat'ions are different. At

Trenggaìek the mungbean yields are h'igher and the maize cv. Madura local

shows the highest yield of maize while at Bogor, this genotype is the

lowest one. Th'is presumably occurs because the cv. Madura local is well

adapted to dry areas (such as Trenggalek) as the original cv. Madura

local comes from the dry island Madura (Anonymous, 1980a). 0n the other

hand, Bogor is wet so the maize cv. Madura local does not perform as well

as the other improved genotypes (i.e. cv. Harapan, cV. Kretek and cv.

HPH-68). The other interaction of location occurs with the maize leaf

cutting treatments (Fig. 5.4b). The four mean points seem to form a

rectang'le, but the posit'ion of leaf cutting treatments swaps around in

those two locatjons. At Bogor, the y'ield of maize is higher without leaf
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cutting while at Trenggalek the highest yield can be got by'leaf cutting.

Thjs result shows that the phys'iologicaì response of a crop is different

over different env'ironrnents.

From these results, the best cropp'ing system in one p'lace and season

wjll not always be best for the other places and seasons. The different

cultivat'ion or ntanagement practices may a'lso yield d'ifferent rank'ings of

genotypes or treatment combinations'in intercropping, as can be seen in

the differences of nlaize and soybean on peanut'intercrop and majze and

mungbean. Again, the effects that involve intercrops are complex, not

only from the locations and seasons, but also from the other crop'in that

system and even the interaction of those two crops to the environmental

cond'it i ons .

It has been mentioned earlier that one of the main reasons for growing

intercrops is the greater stabi'lity in y'ie'ld over different environments.

To examine the yield stabil'ity in sole crop versus 'intercrop, the coeff i-

cients of variation for those two croppìng systems were calcuìated (Tabìe

5.8). The coefficient of variation 'in intercropping systems discussed in

Sectìon IV.2 wìII be reproduced for comparison with the coefficjent of

variation of soìe crops. From Table 5.8, the calculated coefficients of

variat'ion of crops in sole crops and intercrops (i.e.each crop analysis)

suggest that variabil'ity of crops 'is 'larger in intercrops rather than

soìe crops.

This result is perhaps in conformity with the cropping systems and

environment interaction results. Thus, it could be argued that mixed

cropp'ing has not increased yìeld stability directly, i.e. by decreasing

the coefficìents of variation of sole crop y'ie'lds. Is the combined crop

yieì d then more approprì ate for exami ni ng i ntercrop vari abi I i ty? Thi s

is not certain, but we shall use it cautious'ly. From the coefficients of

variation of the Land Equivalent Ratio or the first crop y'ield equivalence

of intercrops, it appears that in general the coefficjents of variation

are lower than sole crops. Thjs results shows that the declining y'ie'lds



t70.

of one crop are compensated for by the yìelds from the other crop. Return-

ing to the coeffjcients of variation of sole crops and each crop analyses

and examining the different cropp'ing cornbinations, one finds that in general

intercrops of majze and soybean are more variable than maize and peanut.

This result can also be compared with the result of the regress'ion tech-

nique below.

To examine the yìe'ld stabil ity of so]e crops versus intercrops by

regression technìques is onìy possìble for intercrops of maize and peanut

or soybean as most experiments involv'ing maìze and mungbean intercrops

excluded sole crop treatnrents. It appears that the interaction between

cropping systems or intercrop treatments and env'ironments cannot be ignored.

To overcome this d'ifficulty, the data were transformed to ln(X + 1) before

be'ing subjected to regression analysis (Bartlett, 1947; Tukey' 1949;

Freeman, 1973).

Tables 5.9 and 5.10 present stab'ility parameters for fjtted regression

using different environmental mean yields of ma'ize and peanut or soybean

intercrops. From Table 5.9, jt appears that the coefficients of regression

are lower for the comb'ined yìeld of intercrop than either sole ma'ize or

sole peanut across six methods of calculating the environmental mean. 0n

the other hand, from Table 5.10, it appears that the regression coefficients

for the comb'ined intercrop y'ieìds are higher than for either sole maize or

sole soybean. Thus, it seems that intercropped maize and peanut are more

stable than the sole crops, while intercropped maize and soybean are less

stable than soìe crops. However, the combined intercrop mean yields are

in general h'igher than the'ir component sole crops over envjronments (Fig.

5.5a to f and 5.6a to f). Therefore, it can be concluded that the inter-

cropp'ing systems are more stable than soìe crops. From Figures 5.5 and

5.6, though w'ith different environmental y'ields the combined intercrops

and their component sole crops are not entirely different, the more geno'

types or treatments are used to calculate the environmental effect, the
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more accurately the environment effect will be assessed (Freeman and

Perkins,1971). For example, using sole maize on soìe peanut or sole

soybean as a standard and regressìng the other treatments on that standard

we cannot examìne those systems together wjth the so'le crop that is

regarded as a standard. Therefore, the environnental mean yields should

include all the croppìng systems involved in those experiments. However,

as the yields of the crop are different in intercrop, then the regressions

on the actual yìeld might not be appropriate. This result can be seen

in Figure 5.6e where the combined intercrop y'ield is lower than sole maize

when the env'ironmental mean yield is (2.00 and this situation wìll be

worse when the two crop yie'lds are very different, such as cassava and

soybean or mungbean or peanut. Therefore, the more appropriate one is

the use of the relative y'ield on1y, sìnce the combined yield in terms of

the first crop yield equivaìence is affected by the market situation.

It was emphasized in Section IV.2 that experimenters tend to be

interested not in comparing intercrop and sole crop but in comparing

between interàrop treatments.

The adaptation of the regression techn'ique wìl'l be use to examine

the stabi'lity parameter between intercrop treatments on the transformed

scale ln (relative yie'ld + 1). The repeated experiments involved intercrops

of maize and soybean or mungbean or upland rice for different locations

and seasons.

In Table 5.11, we g'ive the stab'i'l ity parameters for fitted regress jon

of 11 soybean genotypes intercropped with maize. Examination of the coeff-

icients of regress'ion shows that the responses of soybean genotypes to

environmental change vary. Tak'ing the coefficient of regression and the

overall mean yield, we may examine in more detail four superior soybean

genotypes (Fig. 5.7). From that figure, it appears that genotypes 2 and 6

can be described as genotypes w'ith greater resistance to environmental

change while genotypes 7 and 11 are genotypes with increasing sensitivity
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to environmental change. The behaviour of those four genotypes and the

other genotypes can be taken a step further by plotting the overall mean y'ieìd

and the regression coefficien'b to provìde a comprehensive measure of

performance of the indivjdual genotypes (tig. 5.8, a Finlay-Wilkjnson

diagram). From this fìgure, it appears that the mean yield of genotype

2 is greater than the others and is stable over all environments. Geno-

type 6 might be the alternative genotype that mìght be expected hav'ing

average stability and high yield over environments.

The regression lines for eìght mungbean genotypes that are intercropped

with majze appear in F'ig. 5.9 to show different responSes of genotypes to

the environmental conditjons. Examining that fìgure together with Table

12, one sees that genotypes 5 and I may be described as genotypes

specifically adapted to h'igh yie'ld'ing environments while genotypes 3 and

4 are well adapted to low yieìdìng environments. These stabiìity parameters

can be examined in more detail by plotting the coefficients of regression

and the overall mean yìeld of mungbean genotypes (Fjg. 5.10). From thìs

figure, it appears that genotypes 1,2 and 6 might be considered des'irable

w'ith genotype 1, the most stable and highest yielding over environments.

The regress'ion lines of i0 upland rice genotypes that are'intercropped

with maize appear in Fig. 5.11 and the stabi'lity parameters from the

regressions can be seen in Table 5.13. By examining Fig. 5.11 and Table

5.13 together and plottìng the regression coeffìc'ients with the overall

mean yìeld (F'ig. 5.12) one sees that genotypes 1 and 7 might be expected

to be desirable genotypes. These two genotypes can be described as geno-

types wjth average stability (i.e. the regression coeffic'ients close to

1.0) and hìgher than average mean y'ie'ld over environments.

The other method of examining yield stability between cropping systems

is the calculation of the risk of combined intercrop yield below a gìven

disaster level. The relative stability of sole crop and intercrop can be

seen in the result of probability of the maize yieìd equjvalence (calcuìated



173.

using prìce of crops at harvest tjme) fall'ing below 2.0 tonne per hectare

(fa6le 5.14). Anaìysis within sole crops suggests that sole mungbean g'ives

the lowest probab'ility of maize yield equìvalerrce falling below 2.0

tonne per hectare and sole maize g'ives the highest probabiìity. Comparìng

the intercrops and theìr component sole crops, one finds that intercrops

give 'lower probabjl'ity of fa'ilure than sole crops. From Table 5.14' it

also appears that even in intercropped maize and upland rice the probab-

jlity of failure js still lower than sole ma'ize. Hence, con'ìpensation might

al so be expected for non-l egume 'i ntercrops.

The comparison between intercropping systenls can bþ made ìn more

detai'l by consjdering a given different disaster level of the maize yield

equ'iva'lence (Fig. 5.13). From this f igure, 'it appears that maize and

peanut or mungbean in general gave the lowest probability of failure whjle

maize and up'land rice intercrops gave the highest probabìlìty of faìlure.

As was shown in Sect'ion IV.2, analysis us'ing the economic value as

g'iven by the maize yield equìvaience is affected by market fluctuations.

The highest treatments according to the crop price at harvest t'ime could

be the lowest in the next season or year. Therefore, we should examine

the yield stabiììty of those four jntercrops by cons'idering the risk, but

without allowing for the effect of market situation on the relative yield

(Fig. 5.14). From Fig. 5.4, it appears that ìntercropped maize and peanut

in genera'l gìve the lowest probabil'ity of fa jlure 'in terms of the relat'ive

yi e1 d and i ntercropped up'l and ri ce and mai ze the hi ghest. F'igs . 5. 12 and

5.13 show sl'ightly dìfferent resuits in orderjng of yield stability of

maize and soybean or with mungbean intercrop. Again, lve should emphasize

that the ordering of Fig. 5.13 might change according to the price of

the component crops white F'ig. 5..14 would not change because of the market

s i tuati on.
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4. DISCUSSIOi\I AND SUMMARY

The result of correlations for yield and rank between sole crops and

intercrops are not consistent for different crops and even for the same

crop across the 'intercropping systems. The sole crop breeding programrne

g'ives the appropriate crops to use for intercropp'ing ìf there ìs a high

posìtive correlation between the sole crop and the intercrop systems

(Francis,1980); for example, for maize in a nraize and peanut ìntercrop,

for maize in a maize and soybean'intercrop and for mungbean in a maize

and mungbean intercrop (see Table 5.1). However, for the other crops that

show nonsignificant and even negatjve correlat'ion such as nraize intercropped

w'ith mungbean, soybean and peanut'intercropped with maize oy sugarcane,

there is more urgency to evaluate and select genotypes separateìy for the

two cropping systems. The lack of consistency of the performance of these

genotypes or crops across the cropping systems is influenced by the complex

situatíon in'intercrop situations. The obvious factor is the different'ial

behaviour of the genotypes themselves. As the population pressure in 'inter-

crop is h'igher than sole crops, then for genotypes that are density dependent

the highest yield jn sole crop would not always be seen in intercrops as

well. So'il fertil ìty might also be involved as it appears from Section

IV.1.2 that under good soil condit'ions cooperation might be expected while

under poor condjtions compet'ition could occur. As was also emphasized, by

Hayes (1922), low correlation could be expected whenever the expression of

a genotype was strongly affected by the microenvjronment. Hence, breeding

progìîams for sole crops wil'l not always be appropriate for intercnops as

welì. This has also been concluded by Francis (1980) and Gomez and Gomez

(1983) who emphasjzed that genotypes and cropping systems interactions were

not consistent. The strategy for select'ion, in the presence of density-

dependent natural selection, w'i1'l involve selection or evaluation under high

density of the so]e crop. This may be appropriate for developjng genotypes

in intercroppìng systems.
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In fact, involving different cultivation or management practices in

intercrops may aìso yield different results, even for the sane cropping

combination. It can be seen that the conrpìex situat'ion'in intercrops will

be much more evident under different environmental conditions. Interaction

between genotypes or sole crops or intercrops cannot be neglected,'in view

of some negative correlation between cropping systems under different

envi ronments.

The 'interactjons between intercrop treatments and environments are

given in more detail in the combjned bivariate analyses. In general, in

the experiments that are repeated either in different locations or season,

at ìeast one set of intercrop treatments shows strong jnteraction wjth

environments. Again, by thìs result, it appears that intercroppìng systems

and environment 'interactions cannot be ignored and even intercrops them-

selves are more comp'lex t_han sole crops. The repetition of the same

experìments over locatjons and seasons will be useful in deciding wh'ich

croppì ng comb'inati ons or cul t'ivati on pract'ices shows better performance

under a w'ide range of environmental conditions.

Aìthough th'is study 'is 'l imited either in season or locat'ion, the

results support the finding of Francis et al. (1983) that the breeding

program for i ntercrops must al so i nvol ve not onìy croppi ng comb'inat'ions

but also the range of intercropping patterns in which the genotypes wiì'l

be used.

Most people argue for the'importance of a quantÍtative measure of

y'ield stability between intercrops and sole crops, but there have been

few experiments designed to solve the problem. Therefore, the only current

way to solve the problem is by considering the same cropp'ing combination

over a wide range of experimental structures. Coefficients of variation

are lower for LER and first crop yieìd equìvalence than for sole crops.

This result also is in conformity w'ith those of the regression analysis for

'intercropped maize and peanut or soybean. Though in intercropped maize and
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soybean the regression slope of the combined intercrop yield is greater

than either sole maize or sole corn, the means of intercrop yields are

consistently higher over all environments. As has been emphasized earlìer,

by yield stabiììty we mean that the cropp'ing systems show the expected

yie'ld over a wìde range of environments. l4e do not mean the cropping

systems that show greater yieìd advantage under stress than non-stress

(Rao and Willey,1980). The interpretation of regressìon analysis involves

both the regression coefficient and the overall nrean yield in describing

the y'ield stabì1ity from the agronomic point of view (finlay and Wilkinson,

1963 and Becker, 1981).

Deciding which cropping system should be used to calculate environnlental

mean yield opens several djscussions regardìng either the first or second

soìe crop as a standard and regressing the other cropping systems on that

environmental mean yìeld was a valid approach jn terms of the independence

of environmental effect. However, the comparìson of intercrops and sole

crops that is regarded as a standard ìs not strajght forward. As the y'ie'lds

of the component crops in intercrops are djfferent, using the actual yjelds

for calculating environmental mean and regression analysis across those

cropp'ing systenrs ìs not appropriate. Therefore, substitutìng the actual

yield by the relative yield would be more appropriate (Rao and Willey, 1980).

Again, as this analys'is onìy 'involved three cropping systems, assessment

of environmental mean effect may not be appropriate (Mead and Rjlley, 1981).

In fact, this problem can be reduced by havìng the same experiments w'ith

different genotypes in sole cropsaswell as in intercrops repeated over a

wide range of environments, in order to evaluate y'ield stability between

each genotype or the average genotypes In sole crop and each cropping

combinat'ion or the average of cropping combination in intercrops. Þlith

this type of experiment, the environmental mean yields could be assessed

more prec'isely across the genotypes in sole crops and intercrops.

In fact, our idea in intercropp'ing experiments would be to find the
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'intercrop treatments that show the consjstency performance over a wide

range of environmental conditions. By using the regressjon technique, we

mìght distinguish the yield stabi'lìty between genotypes under association

with the other crops 'in precisely designed experiments. The stable geno-

types are descrjbed wjth the coefficjent of regression close to 1.0 and

high yield over all environments.

The results of considerìng the probabilìty of suffering a disaster

level of maize yieìd equivalence support those of the other methods: all

show that 'intercrops are more stable than sole crops.

Comparison between intercropping systems shows that intercropped ma'ize

and upland rice are more variable than'intercropped maize and legumes,

possibly because of nitrogen fixation by the legumes.

The methods appropriate for assessìng genotypes or cropping systems

and environment interactions are stjll uncertain, especially as in sole

crops, the development stability analysis is still 'in progress (Hill, L975',

Mead and Ri'ley,1981 and Francis et aì.,1983). The correlation technique

and the computing of coefficients of variation are limited in various ways.

For examp'le, if we use the correlation technique, then we might say that a

high correlation was ind'icative of no interaction, but it'is possible that

a low correlation may be due not to interactjon, but to random effects in

one or both environments (Backer, jn discussion of Francis, 1980). The

coeffic'ient of variat'ion is not designed to distinguish the variabil ity of

each treatnlent rather than for all treatmens in the one experiment. As was

emphasized in Sect'ion IV,2, bivariate analysis 'is powerfu'l in detecting

differences between intercrop treatments but not for est'imating the treatment

means. Further, it is d'ifficult to compare between sole crops and intercrops

if it is desired. The regression techn'ique on the relat'ive yield provides

information additional to that from the bivariate ana'lysis of variance and

also takes into account the comparison of sole crops versus intercrops.
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This linear regression technique, however, has its own limitations (see

Hill,1975), as the X variates are not independent (Freeman and Perkins,

1971) and the responses of genotypes or cropp'ing systems to environments

are not s'imply ì inear (Knjght, 1973) though by transform'ing the data to a

different scale such as ìogarithms it is often possìble to'induce linearity

(Finlay and hljlkinson, 1963; Hill, 1975). Whatever the arguments agaìnst

the ljnear regression, it has been usefu'lly applied to a number of different

crops and other plant specìes in sole crops (ttill,1975) and in intercrops

(Francis, et al.,1978a,1978b and Rao and Willey,1980). L'ike the other

methods, the regression technique w'i'l'l sometimes fail (Hil I , 1975). Further-

more, conclus'ions are I imjted to the samp'le of genotypes or cropping systems

and envjronment used in the experiment (Freeman, I973- Mayo, 1980).

Agaìn, as concluded jn Section IU.2, if we do not know the appropriate

indices for conlbjning intercrop yields, the problem may not be soluble

either. The relative yields that were used in regression technÍques take

into account the simultaneous yield of the first and second crop together,

while the bivarjate analysis dispìay the two crop yjelds in terms of means

of di fferent 'i ntercrop treatments . Therefore , by us i ng regres s'ion tech-

n'ique and bivariate analyses together, we may be able to draw comprehens'ive

and relevant conclusions.

The relative merit of the risk method will have to await further

investigatìon since the use of the price of crops in combining yield is

subject to the market situation, though the use of relative yield can also

be used to compare between ìntercropp'ing systems.

As has been emphasized, though this study'is limited by the availabil'ity

of data, the results have the merit of merging the study of cropp'ing systems

or cropping combinat'ion and environment interaction. The study should be

concentrated on assessing the best intercropp'ing treatments rather than

comparing soìe crops and jntercrops. Thjs is because our goa'l in conductìng

ìntercropping experiments is not to persuade the farmers to grow'intercrops'
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but to get the best cropping combination or cropp'ing cuìtivation in inter-

crops as the farmers recognized the met:its of intercrops years ago. This

po'int has also been made by Crookston (1976): "the intercropping system

is a new version of an old idea." Agaìn, the important aspect is not to

. show the yield stabiljty of intercrops versus sole crops, but to distingu'ish

the best treatments among intercropping systems.
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TABLE 5.1 S'imp'le correlations for y'ields and rank orders between
sole crops and intercrops.

No. of
Expt. I ntercrop Crop r a)

s
r n

6

7

Ma'ize + Peanut

il

mai ze
mai ze
peanut
mai ze
peanut
maize
peanut
maize
peanut
mai ze
maize
ma'ize
soybean
mai ze
soybean
mai ze
mai ze
maize
mungbea n

maì ze
mungbean
mai ze
mungbean
sugar cane
sugar cane
sugar cane
sugar cane
sugar cane

0.7?2*
0. 914**
0. 597*
0. 664**
0.242
0.894**
0. 288
0.816**
0. 356
0.732*x
0. 798**
0. 950**
0.032
0. 798
0. 731**
0.680**
0. 552**

-0. 007
0. 796**
0. 665
0.977**
0.240
0.863**
0.527
0. 600
0.284
0.356

-0.495

0. 567
0. 950**
0. 485
0. 687**
0.257.
0.727**
0.224
0.710**
0. 304
0.7 42**
3. 755**
0. 91 7**

-0.040
0. 755
0.729**
0. 684**
0.408**
0.037
0.839
0. 600
0. 965**
0. 371
0. 795**
0.7t4*
0.429
0. 285
0.435

-0.248

9
16
16
24

6
12
T2
16
I

l2
T2
1B
2t

6
18
24
24
?7
2t

6
18

6
1B

8
8
I

16
L2

15

16

L7

18
19
20

9
t2

22
23
24

8
13

1,4

39
40
4I
43
44

il

ilt¡

ilil

ize + Soybean
ilt¡

Ma

Ma

Ma

ze + [JPland rice
ze + flu¡gþs..

Sugar cane + Onion
Sugar cane + Tomatoes
Sugar cane + Maize

il

il

i'

i
il

a) The Spearman rank correlation
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TABLE 5.3 Results of the variance-covariance matrices test.

Comparison between
experiments numbered Observed x2 df

10 and

13 and

26,27
22 and

37 and

50 and

11

I4
and 28

23 a)

b)

38

51

3.2t
2.69

11.36

3.27

3.97

26. 48**

25.11**

3

3

6

3

3

3

3

TABLE 5.4 Bjvariate analysis of variance of the combination
of experiments 13 and 14.

Source of Variat'ion df Maize SS SP

Mung-
bean SS F df

Seasons

Repl icates w'ithin seasons

-\A/
B

A.B

Seasons . A

Seasons . B

Seasons . A. B

Res i dual

1 34.3301

4 4.0592

1 6.68i4

5 0.5935

5 3 .7876

r 37.89?7

5 2.57i3
5 3.7801

44 29.461.r

tB.2238

-t.6772

2 .8131

0 .8494

0. 3503

-3 .8090

-r.2286
0.2667

-L.2933

9.6739

t.2684

1 .1844

54.4191

1.2492

0.3829

4.4616

0 .0856

4.0636

7. 39* 2, 6

3.69*

4. 35**

0.49

15.91**

0.69

0. 37

2, 86

10,86
10, 86

2, 86

10, 86

10, 86

Total 7r 123.1510 76.7887

-)A=maizegenotypes
B = mungbean genotYPes



183

TABLT 5.5 Bivarìate analysis
of experiments 26,

variance of the combination
and 28.

of
27

Source of Variation df Ma i ze SS SP Up'l and ri ce SS F df

Si tes

Repl icates within sites
Up'land rice genotypes

Sites upland rice genotypes

Re s i dual

2

6

9

18

54

1026.45

64.96

42.99

63.84

II4.70

-54.12

3. 15

-6.86
26.9L

B. 55

498.20

7r.22

123.05

22t.7L

67.73

8. 38**

6.88**
18, 106

36, 106

33.17** 4,10

Total 89 . 1312.94 915. 51

TABLE 5.6 Bivariate analy
of experiments

s of variance of the combination
and 11.

S]
10

Source of Variation df Majze SS SP Soybean SS F df

Seasons 1

Replicates within seasons 4

-\At 1

B3
A.B 3

Seasons.A 1

Seasons.B 3

Season. A. B. 3

Residual 28

0.0837

2.8253

2.0244

4. 4059

7.6089

7 "2692

3.3106

2 .8518

24.5652

0.2403

-0. 1944

0.t747

-0.0594
-0.0571

-0.6706

-0 .3689

-0. 1348

-L.2945

0. 6896

0.1298

0.0151

0. 01 76

0.0043

0. 0619

0.0738

0. 0105

0.8242

0.30 2, 6

0 .96

0. 68

1.15

3.33*

0.53

0.45

2

6

6

2

6

6

54

54

54

54

54

54

Total 47 54.9450 t.8262

)
A = Row direction of plantìng

B = Pl ant'ing di stance of mai ze



TABLE 5.7 Bivariate an
experiments

184.

ysis of variance of the combination of
and 23.

al
22

Source of Variation df Maize SS SP Soybean SS F df

Si tes

Repl icates within sites

¡-l
Sites.A
Residual a

B

A. B.

Sites.B
Sites.A.B.
Re s i dual

I
4

2.8585

11.2136

12.44L9

40.9782

13. 0892

0. 9049

0.8139

25.3492

2 .3036

8.3776

10.9103

0.4243

-2.5360

7. 53 14

1 .0638

-0.0602

0.0062

-1.3839

0.3754

1. 5971

41 .6433

.0.4999

3.5962

2.5357

1 .8391

0.0040

0.0948

0.0756

0.3709

1.1895

7 .45* 2, 6

3

3

T2

1

3

1

3

16

2.25

4.49*l,

0.42

0.14

9.114**

0.41

6, 22

6, 22

2,30
6, 30

2, 30

6, 30

Total 47 118.3306 51.8490

) A = maize genotypes

B = leaf cutting on maize
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TABLE 5.8 Coefficjent of variation of sole crops and intercrops
for each expeniment.

Coefficient of Variation (%)

Intercrop
No. of
Expt. I ntercrop Crop

sol e
crop

each crop
anal yses

comb'ined anaìyses
LER 1st crop equiva'lenr

6
7

Maize + Peanut
lt

il

il

mar ze
mai ze
peanut
mai ze
peanut
ma't ze
peanut
mai ze
peanut
mai ze
mai ze
mai ze
soybean
mai ze
soybean
maize
soybean
mai ze
soybean
maize
maize
ri ce
mu ngbe an
mai ze
mungbean
maize
mu ngbean

15.60
9. 10
4. 50

19. 90
19.10
10. 60
B. 70
6. 50
7 .20

16. 00
3. 90

10.30
18. B0
2.50
4.00

15 .80
3.80
4.70

17.90
I .30
9.20

12.90
5.20
6. 30

12.70
13. 50
16. 70

7.90
6.30

t7
14

2
18
28
10
T4

5

4

.83

.86

.99

.14

.23

.20

.00

.56

.61
11 .40
6.22

10.67
15 .00
i1.50
30.39

18.10

9.90

3.80

18.50
4.70

16. B0

12.90
t2.70

10.70

L4.20

11.80

8.00
4.70

14.70

10. 90

3.70

9.70
4.50

12.90
13 .40
3.32

15.00

12.60

L2.40

15

16

t7

18
19
20

9
10

11

t2

22
23
24

8
13

14

t¡

ll

il

il

il

il

ll

ll

il

Maize + Soybean

illl

illl

Maize + Upland rice
Maize + l'lungbean

illl

18.14
7 .60

12.00
22.20

15.87
76.29

12.57
13.77

2T.47

16 .70
t3.77

19.72

1

1

90
60
50
30
70

9
10

8
7

6

20
80
50
20
60

3
0
8
I
6



TABLE 5.9 Stability parameters for fitted regressions, using six different methods of
environmental mean, for intercropped maize and peanut.

1.00010.000 0.88610. 166

0.732t0.020 1.00010.000

1.414t0. 207 0.864t0.126

0.607t0 .L76 L. 378t0. 200

3.87510.285 3.66910. 140

.662!0.264 4.22510. 164

0.851t0. i40 -0. 148t0 .029 0. 56710.095

0.16410.051 0.442!0.049 0.33110.023

2.0L4!0.362 -r. 14910.313 0.931t0. 107

-0.927x0.274 L.687t0. 343 0. 10410.049

3 -2ßú.277 -0.30410 .094 2.31610. 268

0. 94010. 347 1.64010 .27L L.798!0.?32

1.000 0.805

0.805 1.000

0.883 0.490

0.395 0.814

0. 984 0.847

0.888 0.966

So'le crop
pea-

mai ze nut

I
I ntercrop

pea-
mai ze nut total

yz

0.6?0 0.1i3 0.865

0.131 0.373 0.555

0.9i5 0.550 0.931

0.439 0.84i 0.504

0.594 0.109 0.896

0.24L 0.322 0.862

L.302 0.804

i.302 0.804

1.302 0.804

r.302 0.804

L.302 0.804

0.689 0.687

b mean yield ('ln(X + 1))

Envi ronmental
mean

1. Mean of sole
ma'ize

2. Mean of so'le
peanut

3. Mean of sole
+ intercrop
of maize

4. Mean of sole
+ intercrop
of peanut

5. Mean of 3
and 4

6. As in 5, but
using
rel ative
yi e'ld

Sole crop
maize peanut

So1 e crop
pea-

maize nut

i ntercrop
pea-

maize nut totalmal ze
I ntercrop
peanut total

r.r44 0.686 1.4L7

r.r44 0.686 1.477

r.r44 0.686 1.417

t.L44 0.686 L.4L7

t.744 0.686 r.4L7

0.582 0.587 0.954

co
O)



TABLE S.10 Stabi'l'ity parameters for fitted regressions, us'ing six different methods of environmental
mean, for intercropped maize and soybean.

1.00010.000 0. 98010. 189

0.860!0. 165 1. 00010.000

1.08610. 182 0. 91810. 138

0. 98410. L47 7.084t0.103

1.637t0 .206 L. 538!0. 133

1 . 50810 . 1,77 2 .227 !0 .202

1.37410.169 1 .754x0.158 1 .878t0.I72

0.89010. 154 i.600t0. 193 1.391!0.154

2.43810. 139 1 .702t0.205 2.68910. 140

1.01619. t26 1.88310. 157 r.646!0.L76

2.89910. 240 2.79110. L42 3. 54510. 412

2. 159t0. r27 3. 96610. 235 4.20510.399

i.c00 0.918

0.918 1.000

0.865 0.684

0.948 0.978

0.963 0.846

0.985 0.927

So'le crop
s0y-

maize bean

7?

I

I 
mar ze

I ntercrop
soy-
bean total

1.343 A.754

1.343 0.7s4

1.343 0.754

1.343 0.754

1 .343 0.7s4

0.607 0.728

b mean yield (ln(X + 1))

Env i ronmental
mean

1. Mean of sole
mai ze

2. Mean of sole
soybean

3. Mean of so'le
+ i ntercrop
of maize

4. Mean of so'le
+ intercrop
of soybean

'5. Mean of 3
and 4

6. As in 5, but
usjng
rel ative
Yield

Sole crop
maize soybean maì] ze

I ntercrop
soybean tota'l

Sol e crop
soy-

maize bean

I ntercrop
soy-

mai ze bean total

0.676 0.950 0.872

0.462 0.926 0.690

0.955 0.734 0.993

0.48? 0.983 0.736

0.839 0.889 0.968

0.72L 0.957 0.978

r.245 0.619 7.412

7.245 0.619 L.4L2

L.245 0.619 1.41?

1,.245 0.619 r.472

7.245 0.619 L.472

0.607 0.570 0.956

æ
!
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TABLE 5.11 Stability parameters for fitted regressions of
intercropped maize and soybean (i.e. ln (relative
yield + 1))

soybean genotypes vz Mean y'ieì db

1.

2.

3.

4.

5.

6.

7.

B.

o

10.

11.

Imp. Pel ican

N0.1343

CKIV.6

No. 14008

cKI.10

0rba

No. 1682

CKI-11

CKI I .34

No. t667

No. I9?0

0.937

0. 758

0.918

1.006

0.872

0.963

1.111

1.119

7.187

1.155

1. 196

0.081

0.125

0.067

0.096

0.083

0.042

0.033

0.039

0.041

0. 117

0.035

0. 99

0.93

0.99

0.97

0.97

0. 99

0. 99

0. 99

0. 99

0. 99

0. 99

0. 996

7.2990

0.899

0.990

0.936

1.198

1.1.39

r.097

I .065

0. 957

1. 136

+

+

+

+

+

+

+

+

+

+

+

mungbean genotypes

TABLE 5.12 Stability parameters for fitt
maize and mungbean genotYPes
yield + 1))

ed
(i

regressions of intercropped
.e. ln (relatìve

¡'2 Mean yì el db

1 . No. 11472

2. No. TM106

3. No. TM100

4. No. 438

5. No. 423

6. No. I29

7. Bhakti

B. No. 467

0.858

1.068

0.698

0. 673

1.445

1. 178

I .167

1 .364

0. 159

0.159

0. 173

0. 238

0.276

0.160

0. 123

0.187

0. 91

0.90

0. B0

0.73

0.92

0.94

0. 95

0. 50

1.013

0.965

0. 900

0.870

0.872

1 .007

0.884

0. 899

+

+

+

+

+

+

t
+
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TABLE 5.13 Stability parameters for fitted regressions of intercropped
maize anã upland rice (j.e. ln(relative -vieìd + 1))'

Upìand rice genotypes b s2 Mean yield

1

2

3

4

5

6

7

I
I
01

IET.144

Local

IR.36

Gata

IR.206

Bi cal

No. 981

No. 8295

No. GH77

IR.42

1 .012

r.247
1 .110

1 .050

t.226
0.927

0 .806

0. 793

0.833

0. 995

0.222

0.073

0.155

0.093

0.1.t2

0. 209

0.269

0. 438

0.333

0.402

0. 84

0. 99

0. 93

0.97

0.97

0.83

0.75

0.52

0. 61

0. 61

0.979

0.865

0.895

0. 915

0. 963

0.871

J.993

0.820

0.923

0.767

+

+

+

+

+

+

+

+

+

+

TABLE 5.14 The probabi'l'ity of maize y'ie'ld equivalence per hectare
falling beìow 2.0 tonne.

Cropping pattern

Mean of mai ze
yi e'ld equ i val ence

kg/ha

Probabi'tity of ma'ize Y'ie1d
equ'ivaìence faìling

below 2 ton/ha

Sol e

Sol e

Sol e

Sol e

Corn

Corn

Corn

Corn

corn

soybean

peanut

mungbean

+ soybean

+ peanut

+ mungbean

+ rice

2573

2964

3031

3058

4248

5035

5119

4248

0. 1469

0. 0764

0.0294

0.0164

0.0202

0.0004

<0. ccO1

0.0465
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'in ra i ny season of 1979/ 1980.
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VI. THE NATURE OF COþ1PETITION ANALYSIS
FOR INTER.CROPPi¡IG SYSTE|\1S

1: iNTRODUCTION

Most plants, eitherin their natural habitat or when cul tìvated

will grow or develop under the influence of the proximity of their

ne-ighbours (Aspì nal I and Mi'l thorpe , 1959, Mather, 1961 and Dona'l d , 1963 ) .

M.i'lthorpe (1961) emphasized that the proximity of plants to each other

is the result of spac'ing and of sjze, the latter beìng determined by

the initial captial of growing materìa'l such as number and size of

embryos and the relative growth rates during the growth time' The

importance of these aspects for plant growth have ìong been recognised

by agronomi sts concerned w'ith (i ) the rel at'ionship between densi t"ies

and the yield of crop plants and (ii) an analysis of how the environment

changes 'in response to increasing densìty (Harper, 1961). The deterrn'inìng

growth factors may be di rect effects from one pì ant to another or

ind'irect effects via modjfications of the external environment (Aspìnall

and Milthorpe,1959). During their growth, p'lants modìfy the envjronment

around them and this is of course the environment which influences the

neighbouring pìants. As a result, the plants and their modified

envjronments interact w'ith each other during growth when this ìnteraction

js usual'ly described as competition (Aspinall and t4ìlthorpe,1959, Donald,

1963, Hall , I974a, b).

Donald (1963) emphasized that two p'lants will not compete with each

other when their requirements for growth are in excess. The compet'it'ion

between these two p'lants starts as soon as the immedjate supp'ly of one

important growth factor falls below the comb'ined demands of those plants.

Donald also emphasized that compet'ition w'ill not occur if the environment

of one pìant is independent of its neighbour. Thjs idea has long been

recognised by the peasant farmers as they grow their two or more d'ifferent
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crops simultaneously on the same area of ground whjch is a mixed cropping

or intercropping system (Aiyer, 1949). The size of yield advantage of

and intercropping system depends on the magnitude of the d'ifference

between crops in growth resources requirement and in tim'ing the use of

those resources (Snaydon and Harris, LgTg)- To get the max'imum yjeld

advantage in intercropp'ing, there should be some elements of

comp'lementarjty between the crops in order to mjnimize the competitjon

between the crops (Singh et al. , 1979).

The factors for which conpetition usually occurs among platrts are

nutrients, water, 'l ight, oxygen and carbon diox'ide (Donald, 1958' 1963 '

Mì'l thorpe , 1961) . The rel at'ions between these growth f actors i n determi ni ng

p'lant growth are compìex (Hall , 1974a). They may be jnteract'ive or

additive depencl'ing on the environmental condìtions and pìant themselves.

This can be seen'in the different results of Donald (1958) who concluded

there was 'interaction between nutrients and 'light and of King (1971) and

Snaydon (1971) who concluded that there was no such interaction. Hall

(1974a) hasdrãwn attention to the complexìty of the problem as revealed

by the very d'ifferent views of certa jn 'investigators. For example, when

de llifit (1960) speaks of compet'ition for space between species, space

being interpreted as a compos'ite of growth factors and resources such as

water, nutrjents, light etc., he suggests that it is neither advisable

nor necessary to subdjv'ide the component of growth in studying the

competjtion. This argument has been strongly debated by Donald (1963)

who suggested that the use of space for al1 growth factors may be a

convenjent short hand for mass competit'ion. Donald emphasized that it

could be worthwhile to determine the real factor for which competition

is occurring rather than iust ignore 'it. Aspinaìl and Milthorpe (1959)'

see aìso Asp'inal1 (1961) and Ha]ì (1974a, b) demonstrated that specif ic

partitioning of growth factors increased our understanding of the growth

process between plants in association and how they should be managed'
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Harper (1961) emphasjzed that in examing analyses of plant competition

it is'important to distìngujsh between those carried out by agronomists,

ecolog'ists and genet'icjsts, as their concepts and obiectjves are very

different. As has been emphas'ized in Section II.3, this study is

concerned w'ith competition anaìysis in the context of intercropping systems,

i.e. compet'ition from the agronom'ist's po'int of view. In studying

competition, agronomists are concerned with the ways in whjch the

resources of an environment may best be used in crop production (Harper,

1961). As one of our objectives in conducting intercropping experiments

is to get the maxjmal yield of each crop or the maxìmum combined yieìd,.

our competition studies should relate to those final yields. In most

intercropping studies, however, the better use of resources is simpìy

assumed because of higher yìe'ld (Trenbath,1978, Nataraian and Wi'lley'

7979, l^lilley , 1,979, l,|jlley and Rao, 1980). As has been emphasized by

Asp'ina1l and Miìthorpe (1959) and others, it is ìmportant for a better

understanding to know of what the major competition usuaì'ly consists in

mixed cropp'ing and how resources are used by crops. This may help to

exp'laìn how the final yield is developed and may be useful for further

ìmprovement of mixed cropppìng by managing the growth factors during

the growth of crops.

The purpose of this study is to demonstrate how we should examine

the competition anaìysis for intercropping systems in order to aid our

understand'ing of final yield. The study involves the comparison of the

previous compet'ition model s that are wideìy used in intercropp'irig studies

and our proposed competition analysìs forintercropping systems.

2. THE COMPARISON OF THE PRTVIOUS COMPETITION I\IODELS

The competition function which is popular in ecological studies and

has been tri ed for i ntercropp'i ng systems (l^li I 'l ey, L979) i s the Rel at'ive

Crowding Coeff ic'ient of de l^lit (1960). As 'it was designed for mixtures
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in a rep'lacement series, it cannot be appì ìed to the addit'ive situation

as in interoopping systems (Willey and Rao, 1980, Spitter' 1983). Sakai

(1961) and Sp'itter (i9B3a, b) proposed another method to examjne

competition in'intercropping, espec'ia1ìy for examining the effects of

spacìng and dens'ity. The method basical'ly'is regressjon of y'ieìd on a

range of spacings or densitjes. The other methods that are des'igned

to describe compet'ition in intercropp'ing, including the Relative Crowd'ing

Coefficient, have been rev'iewed in detail ìn Sectjon II.3. I noted jn

Section II.4 that all these concepts have their own l'inlitations.

From Sectjon III.2 and Sectjon IV.Z, experimenteri tend to be interested

in comparing between jntercrop treatments rather than between sole crops

and intercrops. As a result the availability of sole crop treatments

in each expeniment is also limited. To calculate the competition Index

requires a sufficient range of densjties in sole crop treatments to enable

a density-yjeld curve to be fitted (Donald, 1963). Therefore, th'is function

is not w'idely used for intercropping systems (llliì1ey,7979) and it wjll

not be included'in thjs study. The regression methods of Sakai (1961)

and Spitter (1983a, b) are also not included sjnce they are only for

spacing treatments or density treatments. The three competition functions

(14ill ey, 1979) and the Competitive Ratio of I^Jiìley and Rao (1980) w'il1 be

compared by us'ing both expenimental data and some theory.'

The results of analysis of those four competition functions for

some experiments on intercropped maize and soybean or maize and mungbean

appear in Table 6.1.a and 6.1.b. The fìve experiments are mainly

intercropp'ing combìnations of majze genotypes and soybean genotypes

(Table 6.1.a) and of maize genotypes and mungbean genotypes (Table 6.1.b).

These experìments are representative of Indonesian intercropp'ing systems

and all have 0.50: 0.50 intercrops (i.e.the density of crop in pure

culture is equaì to in intercrops).
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From Tabl es 6. 1 . a and 6. 1 .b , 'it appears 'in general that the

indicatjons of dom'inance or aggressiveness of the two crops in each

combination w'ith exper jments that are detected by Re]at'ive Crowding

Coefficient, Aggressìvity, the contponent LER, and the Competit'ive Ratjo

are in fact consistent. The reason for this w'ill be discussed later.

Inspection of the four compet'ition funct'ions of maize ( j.e. kn,, A*, L.,

and CR*) suggests that in genera'l maize is more aggresjve or competitive

than e'ither soybean (faOle 6.1.a) or mungbean (Table 6.1.b). As well as

detecting more or less competit'ion, the Relat'ive Crowdjng Coefficient

is also des'igned to show when the mixed crop yields more than expected

which is when k, > 1.00. This can also be seen in the component LER' (LC)

where Le, ) 0.50 (as k, = 1.0 is equivalent to Lr, = 0.50). Variation

of the two compet'ition functions (t<, and Lrr) across treatments and

experinre:nts suggests that most of the component crop yields are more

than expected and even higher than sole crop yieìds, as indicated by

the negative values of k, or LCr r 1.00. The Aggress'ivity and Competìve

Ratio are not'des'igned to solve this probìem.

l^lil ley and Rao (i980) showed that Aggress'iv'ity and Competitive

Ratjo are in fact funct'ions of the component LERs. We will show that

the Relative Crowding Coeffìcient is also a funct'ion of the component

LERs.

Let us rewrite the Relative Crowding'Coefficient for 0.50: 0.50

mixtures from (2.3f) as

k
ab

and k,
DA

MB

SB-MB

then

kab

b

LcRor
k

a
(6.1)
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and

kba
(6.2)

where MA and MB are the yield of crop A and B in mixture and SA and SB

are the yield of crop A and B in sole crop respectively. LrO and Lrt

are the component LERs of crop A and crop B respectively.

From this result it appears that the three cornpetition functions,

(i.e. Relative Crowding Coeff ic jent, Aggress'ivity and Competitive Rat'io)

are all functions of the component LERs, which accounts for the símìlarity

over treatments of the variat'ion in competit'ion functions.

W'i 
'l 

ì ey (1979) emphas i zed that i n the addi t'ive s'ituat j on found i n

most intercropping systems, the requ'ired optimum population may be h'igher

in intercroppìng than sole cropping at least for some combinatjons. From

Tables 6.1.a and 6.1.b, there are several combjnatjons either ma'ize and

soybean or of maize and mungbean with the component crop y'ields highelin

intercrop than in sole crop. This shows that the Relative Crowding

Coefficient is not identifyìng competition between crop in intercropping

systems. Thjs is because each crop's coefficient indjcates the degree

of compet'ition rel at'ive to sol e croppi ng for mìxtures of rep'lacement

series (Rao and I^li ì'ley, 1980, SPi tter, 1983a, b ) .

In proposing the Competìtive Ratio, I,I'iìley and Rao (1980) argue that

Relative Crowding Coefficient and Aggress'iv'ity vaìues cannot give a

quantitative measure of competitive ab'il'ity between two crops and can

onìy'indicate that a given crop'is more or less competitive to the other

crop. Furthermore, they argued that the same Aggressivity values for

mixed crops (see Section II.4) can give different degrees of yieìd

advantages. Therefore it is difficult to argue that the competitìve

ability of the first crop relative to the second crop js constant across

the systems as they have different degrees of yield advantages. Before

we leave the Relative Crowding Coefficient and discuss in more detail
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Aggress'ivity and Competitive Ratio it is ìmportant to restate that the

Rel ati ve crowdi ng coeff ic'ient i s des'igned to measure the degree of

competitìve abi'l ity of two crops of different species (de l'lit' 1960'

Bakhuis and Kleter,1965, van den Bergh,1968, Hall,1974a, b) and js

not proposed to measure the yield advantages jn nljxed crops as argued

by Mead and Riley (1981) though the product of k, can indicate the degree

of y'ield advantage as van den Bergh (i968) emphasized that in the extreme

the product of kr'is related to the Relative Yield Total or LERs'

As the Competìtive Ratio is also a function of the component LERs

and is on]y the ratjo of the component LERs, then the argunænt of a constant

competìtive abi'lity of the first crop to the second crop but having

different combined relatjve y'ieìd or LER js also applied for this

coef f j ci ent. cons.i der an exampl e of add'it'ive 'i ntercropp'i ng systems of

0.50: 0.50 mixtures that would give the component LERs of 0'50: 0'25;

0.60: 0.30; 0.70: 0.35; 0.80: 0.40; 0'90: 0'45; etc' These would all

give the same competit'ive abiìity of the first crop, i'e' twice that of

the second crop, but having different degrees of yield advantages' Again

this result indjcates that by use the cR values'it will also be d'ifficult

to argue that the competit'ive abil'ities of the two crops are constant

across systems. It appears that As and CRs are'in fact equivalent' where

As is based on the difference of the component LERs while CRs. is based

on the ratio of the comPonent LERs.

In order to examine further the relation of As to CRs, we will consider

the biva¡iate graph'ical method (see Section II'1)' The assumptions of

the method have been examined'in Section IV.1.2 and its usefulness has

been demonstrated'in Section IV.2 and Chapter V. In Sectjon IV.?, I elaborated

the method by constructing the line of equal or constant LER values and

in this Chapter I construct another set of lines that show a constant

line of compet.itive Ratio and Aggress'ivity vaìues.



r97.

Suppose, first, that the slope of the fjrst crop yield (Xr)

regressed on the second crop yield (Xz) 'is one (i.e. the line of 6 = 45o

in terms of Xr and Xz axes). It appears from the results in Section IV.2

that the crops in intercropping systems are not really ìndependent so that

the transformatjon of Xr atld Xz to Y1 and Yz oY'7t and Zz as jn bivariate

analysis (Pearce and Gilljver, L978, 1979, Gilliver and Pearce, 1983)

i s to be preferred.

From formul ae 2. 1.9 and 2. 1. 10 we have

Xr = Yr /Vrt and
Vr. z

\z = yz/18 + yr 
--rV*

l.Jhen Xr = Xz ,

(vrt. - vrr). Y1 - /uÇ.u2 = 0

/v;

This is the equat'ion through the origin of slope ô where

(Vtr - Vtr)
(6.3)tan6 =

V 22 Vrr

All the points on this I ine (i.e. Yt = YrlVrtVl' /(Vrr - Yzz)) have the

yiejd of the first crop the same as the y'ield of the second crop, but

having different comb'ined y'ields.

If it is desired to construct the equation of the case of where
Xr

the yield of the first crop is r times of the second (i.e. T; = À)

the formula of 6.3 is easi'ly modified as

(Vtr - Vtr)
tan o (6.4 )

À '1VtrV;

As there could be a big dìfference in actual y'ield of the two

crops, working on the relative y'ie'ld (i.e. on the component LERs) would

be preferred. By subst'itut'ing Sr/Sz for À in formula 6.4 where 51 and 52
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are the y'ield of the first and second crop respectively, we can construct

the line hav'ing the same proportion of the component LERs of the two

crops in the intercropping system. Thjs line is the line of constant

CRs = 1.0 or As = 0.0. The other lines through the origin at different

û indicate the constant CRs at different ratios of the component LERs.

Lines of constant Aggressìvity values other than As = 0.0 can easily be

drawnasthe set of lines paraìlel to the line of As = 0.0. Then all

results are plotted jn terms of bivariate display as appearin Fig 6.1

by assumìng that the correlation of the two crop y'ie1ds is positive

for all treatments (see Section II.1)

Agaìn from Fig. 6.1 ìt appears that the degree of competitive abìlìty

detected by either CRs or As is in fact equ'iva1ent. For the points that

lje on the right hand side of the line CRs = 1.0 or As = 0.0, the

first crop ìs more competìt'ive, i.e. CRs ) 1.0 or As ) 0.0. 0n the other

hand for poìnts that lie on the left hand sìde of the i'ine CRs = 1.0 or

As = 0.0, the first crop is less compet'itive than the second crop, i.e.

CRs ( 1.0 or As ( 0.0. In fact, the I ine CRs = 1.0 or As = 0.0 'is also

the line of equal value of the Relative Crowding Coeffìcient of the two

crops (i.e.kab = kUu). Thìs fact is easily seen in the formula (6.1)

and (6.2). If it is true that the component LERs of the two crops are

euqal (i.e. LCA = LCg), then substitutjon of LCg by LCg in 6.1 or Lrt

by LCA in 6.2 will show that ku' = kbu. Other lines of constant difference

between k, (i.e.kab - kbu = l) are not as simple as the lines of constant

CRs or As, i.e. they are not straight'lines. The relation of the two

component LERs (i.e.LrO and LrU) jn the Relative Crowding Coeffìcient

is not linear but is of the form of a rectangu'lar hyperbola,

(1+r)LCe-^
A LcB*1-r

le
Lc (6.3)
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Thus, it appears that the constant values of CRs or As or k,

can occur at different levels of yjeld advantages as indìcated by the

line of equaì LtRs. Hence it would be dificult to argue that the

compet'ition of the two crops a'long the I ìne of the same ¡, js constant

for alì systems as they have differen'L degrees of yìeld advantage. The

other situation also shows the relative jnutility of the three competition

functions in detect'ing the degree of conrpetetion between two ct^ops. Consíder

an examp'le of the two intercrop systems (i.e. intercrop 1 and 2 in

Fig.6.1). In intercrop L the first crop js more conrpetitive than the

second crop, while in intercrop 2 the first crop is less compet'itive.

Hence, mere'ly consjdering the funct'ions themselves has limited value

and adds little to our knowledge'in respect of the final yield. As our

goa'l in intercropp'ing is to get the highest y'ields on combined yield, the

d'istinction between yield advantage ('i .e. LER < 1.0) or disadvantage

(i.e. LER > 1.0) is clearìy important. This has also been emphasized

by de l^lit (1960) and Halì (1974a, b) as non-competitive (k > L.0) or

competitive (k < 1.0) interference, though ks themselves are aìready

inadequate due to the yield in the mixture being ìarger than pure culture.

The usefulness of this distinct'ion, however, has been ignored in

consjderjng onìy the competitjon functions (see Trenbath, 1978, l.liì1ey

and Rao,1980, Faris et a1.,1983). I have a'lready emphasized that

the objective in analysing competition for intercroppings is to assess

final yield. Therefore, consider the y'ield advantages and secondly whether

a crop is dominant or dominated. The crjterion of y'ieìd dominant is

important'if it is desjred that as well as LER values the proportion

of the main crop should also be considered (see the concept of the new

effective LER). Hence, the degrees of dominance of the two crops could

be the same, but the meaning probably wouìd be different. For example in

the situation of no yield advantage (i.e. LER < 1.0), the two crops may
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compete for the same resource or resources, while in the situation of

yield advantage (i.e. LER > 1.0), compensation or cooperation between

two crops may take place rather than compet'ition (Harper' 1961).

As a result of this the next section will discuss the usefulness

of bìvariate ana'lysis in exam'ining the final yield of intercroppìng

systems together with the addjtional growth anaìysis of the two crops

i nvol ved i n i ntercropp'i ng systems .

3. PRoP0SED ANALYSIS Il'l EXAr'lINING C0MPETITI0N F0R INTTRCR0PPING SYSTEMS

It appears from the prev'ious section that without considering the

degree of yield advantage in jntercropp'ing systems, the compet'ition

functions (i.e.kr, A, and CRr) that are already proposed are relatìvely

ineffective and even the Relative Crowding Coefficjent cannot always

detect competitive abifity as the yields of some crops in intercrops

are higher than sole crop yieìd. Therefore the method should be directed

to examine the main goal of intercroppìng experiments, i.e. the h'ighest

yield of crop5 or the combined yield of those crops.

Before we discuss some experiments in more detail in order to examine

final y'ield by cons'idering not on'ly the yield itself but also the growth

character and the yield components of crops, the bìvariate method will

be applied to the two experiments (i.e.experiment B and 9) already

ana'lysed (Tabl e 6. 1) .

Results for these two experìments are plotted in Figs.6.2 and 6.3.

Inspect'ion of these figures and comparison with Table 6.1 reveals that

in general ma'ize is more aggressjve than e'ither mungbean or soybean.

The assoc'iation of the two crops (maìze and mungbean or maize and soybean)

in most cases is cooperative or at least compensatory (i.e. LERs ) 1.0).

From Fig. 6.2, considering only the degree of dominance, vve can assess

the argument of the prevìous section. Consider treatment 3 in that figure:

maize appears to be more aggressive than mungbean but there is lower

maize yield than treatment 5 in which majze is less aggressive.
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The converse result js seen in treatments a and f (Fig.6.3), these two

treatments having the same degree of dominance of the first crop over the

second crop, but having different degrees of yield advantage. These two

figures provide practical problems in using competit'ion functions without

considerìng yìeìd advantages.

Hence our claim that in order to examine the fìnal yield of crops

for intercroppìng systems it'is not enough to consider only the y'ie1ds

themselves; one should also include the other factors of crops which

i nfl uence y'i el d. The bi vari ate method i tsel f provi des useful resul ts ,

not only the degree of yield advantage but also the dejree of dom'inance

between the two crops. To rejterate, our goal now is to examine how the

fjnal yields of the tlo crops as djsp'layed by bìvariate method are better

understood by considering the other characters of crops.

The three experiments of maize and peanut intercropped w'il1 be

discussed in detail by considerjng growth data and yield components.

The first experjment was designed to exam'ine the effect of weed'ing

methods (experiment 16). The result of bivarjate analysis was highly

significant (Table 4.2.21 in Section IV.2) and is dispìa.r.ei 'in Fíg. 6.4

From thjs fjgure it appears that the effect of weeding methods is mainiy

on maize yield. It appears that the maize is not strong enough to compete

with weeds since maìze yield is depressed jn unweeded treatment (l^lo).

Weedi ng e'ither by hand (Wt ) or by hock-hoe (W, ) or by herb jc j de (W. )

increases the yìeìd of maize and for lll3 this is even more than twice that

of Wo. The other result from F'ig. 6.4 is that the compet'ition occurs

(i.e. LER < 1.0) on treatment t^le, but compensation or cooperatìon takes

place on the other treatments. Examinìng the line of equal y'ie1d of peanut

and maize one sees that the ma'ize is more aggressive than peanut when the

fieìd is weeded, wh'iìe peanut is more aggress'ive for the unweeded system.

However, ìn terms of the relative yieìd (i.e.the component LERs) of all
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treatments'it appears that peanut is more aggressive (or that the yìe1d

proport'ion of peanut is more than maize). This result also indicates

that the yield of peanut is not as much reduced as maize in intercropping

systems.

This result clearly shols that the final yieìds are affected by

weeding treatments. Hence, we aim to examine the growth of the two

crops as influenced by weeding treatments. The growth of a crop is

usual'ly well represented by tak'ing the yield of dry matter as an integrat'ive

measure of the combined effects of phcltosynthesis and respìration duning

the growth season (Donal and Hamblin, L976" Baker and Gebeyehou, 1982).

By regard'ing time of observatjons as a factor and transforming the data

(i.e.y'ield of dry matter and Leaf Area Index (LAI)) into in(X + 1), we

can analyse the growth of maize and peanut. The results of ana'lyses of

variance of these two growth characters of maize and peanut appear ìn

Table 6.2 and 6.3. As well as significant treatment effects there are

also sjgnificant jnteractions betweren treatment and tinle of observatÍon.

Hence,'it is 1ike1y that the growth curves of maize underlying the y'ie1d

of dry matter and Leaf Area Index are in fact djfferent during the growth

season . However , ne'i ther weedi ng nor i ts i nteracti ons wi th time 'i s

sìgnificant for either y'ield of dry matter or LAI of peanut. This

resu'lt indicates that the growth of peanut is not affected'in assocjation

with maize by weedìng. The development of dry matter of maize and

peanut during the growth season is clear'ly shown in Fig. 6.5 and 6.6.

From Fig. 6.5 it appears that until 45 days after planting the growth

rate of ma'ize is st'ill similar (i.e. the curves may be taken to be approxi-

mateìy paralìe'l), but later the growth of unweeded maize is depressed.

The growth of peanut, again, shows remarkable constancy of pattern over

the four treatments from the beginning of pìant'ing till harvest time

(Fig. 6.6), in agreement wjth the results in Tables 6.2 and 6.3. Returning
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to Fig. 6.5, one sees that weeding affects the growth of maize after

45 days of plantìng. Th'is could also jndicate that weeding before

30 days after plantìng may not be necessary as the growth of maize till

30 days old is not sign'ificantly d'ifferent, but the divergence is

consistent with an effect of not weeding throughout, so that the agronomic

recommendat'ion from this experìment alone would be to use weeding.

The effect of weeding on maize and peanut can also be seen from

the associatjon of crop yield on weight of dry weed as infìuenced by

treatments and crop characters. The regression of y'ield of maize and

peanut on weed dry weight'is shown in Fig. 6.7. It appears that increasing

the dry we'ight of weed highly significantìy reduces the y'ield of maize

(i.e. t = 25.84**), while the relative yjeld of peanut is not sign'ifìcantìy

reduced (i.e. t = 1.92). The correlation matrices for we'ight of dry

weed and other characters of ma'ize and peanut are presented'in Tables

6.4 and 6.5. The we'ight of dry weed js highly negatively correlated

with the growth characters and component yield of maize jn most cases

(Table 6.4). Hence, the presence of weed depresses the growth of maize

and reduces its final yield. This result can also be seen on the correlation

pattern foryield of maize which shows sign'ificant positive correlation

with the other characters and also positive correlations between those

characters (table 6.4). 0n the other hand, though the peanut growth

characters and yield components and graìn yjeld are correlated with

each other they are not significantly affected by the presence of weed.

(Muìt'ipìe regression of crop yield on weed we'ight and yield components

might be unsatisfactory g'iven the high intercorreiation among these X-

variabìes) (faUle 6.5).

From all these results it appears that the reduction in grain y'ield

of maize due to the presence of weed results from depression of a'll

yield components during growth and development. Peanut, on the other
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hand, wjth its very different growth habit, was nruch less affected by

weeds.

The approach of experiment 16 is appìied to experiment 17, Thìs

experìmentaì intercropping of maize and peanut was designed to examine

the effect of date of planting of maize and peanut (see Section III.2).

The result of bjvariate ana'ìysis is'in Fig. 6.8. It appears that all

treatments show yieìd advantages (ì.e. LER > 1.00) so that compensat'ion

or cooperation may occur for these two crops. The line of equal yield

proportion is such that in all cases ma'ize js dom'inant. The earl iest

time of maize plantìng befone growìng peanut gives hìgher y'ieìd for

both maize and peanut while the earlier pìanting of peanut before

growing maize depresses the yie'ld of maize. The responses of maize

and peanut are clearìy shown by regressing the y'ields of those two

crops on plantìng date of maize (Fig. 6.9). It appears that ma'ize

yield'is ljnearly dependent on planting date while peanut yield is

quadrat'icaì1y dependent on the planting date. It also appears that

de'laying maìzô plantìng reduces maize yield while yield of peanut is

also depressed, but at a certain time (i.e. where maize 'is p'lanted

after peanut) the yield of peanut 'increases agaìn. This result shows

the importance of partial d'ifferences in the time of utilizatjon of

resources for growth (Snaydon and Haris, 1979). Maize and peanut planted

at the same time gives an intermediate y'ield of peanut and maize compared

with the other two treatments ('i.e. peanut planted 14 days earlier which

gives h'igher y'ield of peanut but lower y'ield of maize and in contrast

when majze is grown 14 days earlìer than peanut) (see treatments +14,0

and -14 in Fig. 6.8). As the 55 days and 69 days earlier of growing

of maize before growing peanut would on'ly give 35 days and 16 days

growth overlap respective'ly between maize and peanut then those two

combinatjons g'ive the ìeast growth interference with each other and
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hence the h'ighest yieìds. This may not be always true as Donald (1963)

and Snaydon and Haris (1979) emphasjzed that two crops can grow better

without influenc'ing each other if the requirements of the two crops are

independent or a different time of requirement.

Growth characters of majze and peanut clearly influence the final

yieìd result, as of course is expected (Tables 6.6 and 6.7)- The

growth characters of ma'ize (i.e. yield of dry nlatter, leaf area index,

number of leaves) show the d'ifferences of rate of growth of maize between

treatments as manifest in interaction of treatments and time of observ.rtion

(Table 6.6). 0n the other hand, though'in general the rate of growth

of peanut (i.e.yield of dry matter, leaf area jndex and number of ieaf)

is not s'ignificantly different, since in'itial grotvth differs between

treatments, the total growth of peanut is also different (Tab'le 6.7).

This can also be seen in the development of yield of dry matter of niaize

and peanut (Figs. 6.10 and 6.11). The different accumulation of dry

matter of majze over treatments is clear (Fig. 6.10). The growth of

maize planted'55 days and 69 days earìier than peanut js not significantìy

different till 75 days after p'lanting since these two treatments are not

affected by peanut tiì1 55 days and 69 days respectively. Th'is result

shows that growing peanut even 30 days before harvestjng (j.e. treatment

-55) js still gìving different responses from both maize and pea.nut

(Fig. 6.10). .The growth of peanut, however, as appears in F1g. 6.11'

shows approximately paraì'lel curves between the treatments which ind'icates

simjlar rates of growth but djfferent total growth (Tab'ìe 6.7).

The effect of date of pìanting on yieìd components or growth

characters of peanut and maìze at harvest time can be seen from the

correlation matrices for those variables (Tables 6.8 and 6.9). From

Table 6.8 it appears that yield of dry matter at harvest time and yieìd

components are negat'ive'ly correlated with the treatments. That is,

detay1ng the date of p'lanting of maize intercropped with peanut reduces



206.

the yield of dry matter and yield components of maìze. As a result the

grain yjeld is also depressed as the growth and yield component of maize

are of course highly posìtively correlated with the gra'in y'ield (Table

6.8). Peanut characters show the same pattern (Table 6.9). Both dry

matter production and number of branches and we'ight of 1000 seed are

negatively correlated wjth the treatments and of course yìeìd components

are positively correlated with yield (faUle 6.9). Again a'lì these

results demonstrate how the growth of crops is influenced by the

treatments and consequentìy these growth characters determine the final

yi eì d.

The bivariate ana'lysis was aìso appìied to experiment 7 which examjned

the effect of nitrogen fertilizer on intercropped maize and peanut (Fì9.

6.IZ). It appears that four treatments are clearly d'istinguishable from

each other. Increas'ing nitrogen fert'il izer results jn an increased yìe'ld

of maize but a decreased y'ield of peanut. It appears that at hìgher levels

of nitrogen peanut y'ield is depressed by the improved performance of

the maize. The Iine of equa'l LER in the figure aìso suggests that

cooperation or compensation (ì.e. LER > 1.0) occurred except at 1ow

nitrogen (i.e.No). At a low level of nitrogen the peanut is dominant

as it can fix Nz from the air, but as the n'itrogen fertiljzer increases

the majze grows very rapid'ly and depresses the growth of peanut. It

Seems that strong growth of ma'ize requires more resources such as

ìight, nut¡ients except nitrogen etc., and these factors may be limiting

for peanut so that the growth of peanut'is depressed. This can also be

seen jn the results of bivarjate ana'lysis on nìtrogen uptake of maize

and peanut (Fig. 6.13). It appears that n'itrogen uptake equ'ivalence ratio

total (i.e.calculated as NUERT)) of all treatments is greater than 1.0

even for Ns Hence, the efficiency of nitrogen uptake is greaterin

'intercropping than sole cropping, a very worthwile finding if genera'l1y

true in these environments. At low nitrogen level, the compensation of

N u ake of mai ze i ntercro N. u take of eanut i ntercro
foeu

* )
NUER =

N p ma ze SO e crop
+ . upta e peanu SO e crop
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nitrogen uptake from peanut makes the total nitrogen uptake equÍvalence

ratio exceed unity. It could be sajd that even at low nitrogen the

compensatjon of nìtrogen uptake takes place rather than competjtion

between those two crops (Hall, 1974a, b), though the fact is that n'itrogen

I imits the growth of rna'ize at low level of so'i'l nitrogen (l¡lagner' 1954).

The capabiljty of peanut to fjx N2 from the air makes the balance of

the total nitrogen uptake equivalance ratio so that increasing doses of

nìtrogen do not increase the total uptake nitrogen equivaìence rat'io

(i.e.the four treatments almost lie on the sanle l'ine of equal NUER*

(Fig. 6.13). This 'indicates that as nitrogen availab'il ity in the soiì

increases peanut tends to use n'itrogen from the soil and reduces fixat'ion

from the air (Miller et al,1982). From Fig. 6.13 it also appears

that at low nitrogen fertilizer (i.e.until N 45kg/ha) n'itrogen uptake

by peanut is dominant whije at h'igher levels uptake by maize is dominant.

ReturnÍng to F'ig. 6.12, and comparing 'it wìth Fig. 6.13, we see that at

N 90kg/ha though the nitrogen uptake by maize is dominant the y'ield

proportion of ma'ize is less than that of peanut. This result may indicate

that the requ'irement of n'itrogen'is greater for majze in order to produce

the h'igher yjeld of maize. It a'lso appears that the higher performance

of maize due to increased nìtrogen,fertilizer needs more of other

nutrjents, light, etc., and these growth factors become limiting for maize

and peanut. 0n the other hand, at a low level of nitrogen fertil'izer,

peanut can fix nitrogen and it may also need more of the other nutrients

and these may become limiting for ma'ize.

I emphasized earl'ier that our understanding of the final yieìd

response would be improved by examining attributes other than yield such

as growth characters. The analysìs of variance of ln (dry matter + 1)

and ln (LAI + 1) of maize and peanut were done during the growth t'ime
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(Tables 6.10 and 6.11). From Table 6.10 it appeàrs that both treatment

effects and interaction of treatments and time of observation of yieìd

and of dry matter of ma'ize and peanut are signifjcant. This indicates

that not onìy are the total yields of dry matter of the two crops different

between treatnlents but also the ra'bes of development of these yields

of dry matter are different. The result of the analysis of leaf area

index (Table 6.11) is consistent w'ith that for dry matter. The leaf

area jndex of both maize and peanut is significantly influenced by growth

ti me.

Plotting y'ield of dry matter agaìnst t'ime of observatjon as jn

Figs.6.14 and 6.15 clarifies the results'in Table 6.10. From Fig. 6.I4,

it appears that the rate of growth of yield of dry matter of maize is

depressed at low nìtrogen levels, wh'ile at high nitrogen level the

process of dry matter accumulation continues till the harvest time" 0n

the other hand, initial growth of dry nratter of peanut (Fig. 6.15) does

not vary sìgnìfìcantly with nitrogen level, but as the maize grows

very rap'id1y 'it shades the peanut (i.e. for the high level of nitrogen)

and consequently depresses the growth of peanut. At low nitrogen, however,

jnitial growth is probabìy rather slow through the low nitrogen

availability in the soil, followed by sat'isfactory growth as a result

of nitrogen fixation from the air.

The result of bivariate analys'is on grain yield of maize and peanut

(Fig. 6.tZ) indicates that increasìng n'itrogen fertilizer is followed

by an increase'in yield of maize but a decrease in y'ield of peanut.

This could also be examined in more detail by regressing the dry matter

yield of the two crops on the doses of nitrogen fertìlizer (Fig. 6.16).

It appears that the effect of nitrogen fertilizer is positively linearly

significant (t = 15.49**) to tfre maize y'ield, while to the peanut y'ieìd

it'is negatively linear (t = 6.47**) with increasing cioses of nitrogen
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fertilizer. This result'ind'icates that maize is more responsjve to the

n'itrogen fertil izer.

The jnfluence of n'itrogen fert'il'izer on the other attributes of

maize and peanut can be seen in Table 6.12 and 6.13. Increasìng nitrogen

fertilizer is followed by increased nitrogen uptake, yield of dry nlatter,

and other y'ield components of maize as indicated by positive r values

between these attributes (Table 6.12). It also appears that nitrogen

uptake, y'ie'ìd of dry matter and y'ie1d components determine the gra'in

yieìd of maize, as of course is to be expected. 0n the other hand, the

reduction'in peanut yieìd due to the increase of nitrogen fertilizer

appears via the reduction of n'itrogen uptake, yield of dry matter and

number of branches of peanut (Table 6.13).

These experiments suggest which components of maìze yie'ld and

peanut yieìd are affected by the treatments and what factors appear to

be limit'ing growth under certain condjtions. A better understandìng

of influences on plant growth is necessary for the future development

of jntercropping systems.

4. DISCUSSION AND SUMMARY

Clement et al. (1929), when pioneering competition studies, emphasized

that botanical properties of crops such as tallness and large leaves are

important components forl measuring competjtive abjlity of crops in

mixture. However, the results of Sakai and Gotoh (1960), Qka (1960)'

Jenning and de Jesus (1968) and others did not support Clement et al.

The results of Sakai and others appear to be that the yields of crops

in mixture are not correlated wjth h'igh compet'itive ability of crops

in mixture. Even the potential yield of a crop itself in pure culture

is not aìways a useful criterion for measuring the competitive abiì'ity

of crops in mixture (see Chapter V). The result of Chapter V shows

that the highest yield of a genotype in pure culture is not always the



2r0.

highest one in the mixture as well. The performance of a crop jn the

mxiture'is great'ly affected by'its crop combjnation and environments

as wel l . Sakai (1961) and Donal d ( 1963 ) a'l so ernphas i zed that a'l though

the competitive ability of a crop may have a genetìc basis, there can

also be an effect on competit'ion for environmental componettts, such as

f i ght , water , nutri ents , etc.

In studying crop interference, it would seem advantageous to

distinguish between competitìon, neutral'ity and cooperat'ion (Harper,

1961, l1all, I974a, b). It was suggested by Mead (1968) ttrat tne

correlation between the yield of a crop and the yield òt its neighbour

can be used to measure the degree of competition. This idea encompasses

the correlations of the two crops'yields within the treatment in each

experiment whjch has already been presented 'in Sectjon IV.i.2. The

results of Sectjon iV.1.2 nray jdentjfy whjch treatments or combinations

show compet jtion or cooperat'ion. From Sect jon IV.1.2, the association

of two crops that involve fertilizer and density treatments may vary

from competit'ion to cooperat'ion. At low levels of fertil izer competition

may occur, but as fertilizer increases the association may vary to neutrality

or cooperation or in contnast as'in experiment 7 as discussed ìn the

previous section. At h'igh level s of nitrogen, the ava'i1ab jl ity of

nitrogen in the sojl for the two crops could be more than enough, but

aS a consequence of growing weì1, both crops require more of other

nutrients or 'light, these factors becom'ing I im'it'ing for both crops. By

this correlation technique, we can improve our understanding of the

degree of association of the two crops in mjxture. However, our goal

in conducting intercroppìng experiments is not to get the highest degree

of neutralism or cooperation between the two crops but rather to get the

hìghest yieìds or combined yield of the two crops. The highest positive

correìation of the two crop yields with a given treatment may not be
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desired as the yieìds or comb'ined yìeld of those two crops are not the

highest as well. Consider the results of experiment I presented in

Fig. 6.I7. Examining Fig. 6.1.7, together with l-able 6.14, (reproduced

from Table 4.1.2.6), one sees that the highest LER is not found with

the hìghest degree of cooperation between majze and peanut jn that

system and even has a non-significant negative association between the

two yields. 0f course, in acceptìng the LtR as the crìterion of yield

advantage, one should still use it very cautiousìy, as the LER takes

into account the larger yieìds of both crops simultaneous'ly. However,

by hav'ing as the other criterion the proportion of peanut requìrement

to be at least 40% of sole crop, the intercrop 4 would be preferred

(see the concept of the new effect'ive LER in Chapter IV.2). It also

appears that consjdering the degree of associatjon between the two

crop yìelds itself does not add anything if the yield advantages are

'ignored.

It is also clear from the previous sections that wjthout distjnguishing

the degree of yìeld advantage the prevìous competition functions are

largely uninformat'ive forintercroppings. Even the Relat'ive Crowding

Coef f i ci ent devel oped wi th the cri teri on of compet'iti ve or non-compet'iti ve

interference is of l'ittle use as the additive situation ìs the most common

one rather than the replacement series (l^lilley, 1979, l^J'il1ey and Rao,

1980). This study shows that it.'is quìte common to get crop yields in

mixtures higher than'in sole crops even with the maximum soìe crop

standardisation. The Aggressivity and the Competitive Ratio coefficient

are equivalent but the latter gives the absolute value of the degree of

dominance of the first crop re'lative to the second crop or vice-versa.

As a result of thjs, Willey and Rao (1980) emphasized the usefulness of

this coefficìent and also advocated seeking the maximum LER by correlating

the CRs and LERs. This method has been applìed by Faris et al., (1983),

who concluded that CRs and LERs are independent. This result can be
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understood by exam'in'i ng the bi vari ate graphi ca1 method (Fi g. 6. 1 ) . I

have already djscussed how the values of CR can be equaì at different

values of LER and if so then the CRs and LtRs may be independent.

Thjs result shows how the little value may lje in relating the values

of CR and LER. I have emphasized that the LERs should be used very

cautiously. Even wjth the highest CRs of the first crop to the second

crop in a g'iven treatment, there may not be the h'ighest yieìd of the

first crop as weì'l (see ìntercrops l and 2 in Fig. 6.1). This fact

has also been discussed in Chapter IU.2, i.e. that the h'ighest value

of the ratio is a property of a partjcular numerator and a partÍcular

denominator. As a result the value of CR are not- comparable between

intercroppìng treatments'in a given experiment. Aga'in this result

j ndi cates the i mportance of di sti ngu i sh ì ng the degree of absol ute y'ie'l d

advantage in intercropÞing experìments. Competition studjes in inter-

cropping experiments should be directed towards an understandjng of the

determinat'ion of the final y'ie1ds.

The importance of growth and the other characters of crops i n

determining the final yield has long been recognised by agronomists

(Evan,1.g7I, Donald and Hambl'in, 1,976, Baker and Gebeyohou, 1982). These

attributes have also been used extensjvely in examining compet'ition

between crops in mjxtures (Aspinaìì and Milthorpe, 1959, Aspina'lì, 1960'

Sakai,196L, Donald,1963). Most of the workers cited have also

emphasized that compet'ition is a result of environmental factors such as

I i ght , water, nutri ents , etc. Th'i s approach , however, has been somewhat

neg'lected (Hall, !974a, b) much work being simpìy concerned wìth the

yields of the two crops themselves (de |lJit,1961, McGilchrist and

Trenbath, 1965, Trenbath, 1978, Wiì1ey, L979, |l]ilìey and Rao, 1980).

The analysis of crop traits other than yields in the three maize and

peanut'intercropp'ing experiments clearly ciemonstrates how competitjon
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occurs through treatment effects such as time of sowing and also shows

which varjables are influential in the overall change in final yieìd.

The fina'l yields or combjned y'ields in ìntercropping are the most

ìmportant criteria, but examjnìng the yields themselves usual'ly does

not add anything to our knowledge of how these final yields arose and

could best be achieved. Again the bÍvariate graphical method for

two crop yìelds provides not on'ly the two crop yìe'lds as a response to

treatments and the degree of y'ield advantage jn terms of LER (see

Section IV.2) but also can be used to ident'ify the degree of yield

dominance between the two crops at a given level of yìòld advantage.

The method'is useful not only in detecting the degree of dominance of

the two crops but can also determine the other traits that are likely

to be important in determìning competition between two crops, whether

nutnients uptake, lìght interceptìon or whatever. Like the other

methods, the bjvariate analys'is sometimes may fai1, but its usefulness

together w'ith that of the new effective LER have been denronstrated

i n Sect j on IV'. 2 'in exami ni ng y'ie'l d advantages and wi th regress i on

techniques in Chapter V in examining yield stabi'lity among intercropping

systems. The faulty assumption of equal correlation of crop y'ields for

all treatments in bivariate analysis'is still better than assuming that

two crop yie'lds are jndependent (Gill iver jn the d'iscussion of Mead and

Stern, Ig79; and see the result of Section IV.2 as well). Hence using the

bivariate analysis and taking the jnvest'igation further through growth

anaìysis or assessment of the other characteristics of crops provide

a comprehensive ana'lys'is and would add a better understand'ing of how the

final y'ield is determjned. This knowìedge wi'll be useful for the

future devel opment of i ntercropp'ing systems. Aga'in, as i n the previous

chapter, our study of intercropp'ing experiments shouìd be directed towards

examining the competit'ion between 'intercropping systems and not between
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the sole crop and the intercrop. The presence of sole crop treatments

under opt'imum conditions would prov'ide a precise standardisation method

in most intercropping systems.



Table 6.1.a Relative Crowding Coeffìcient (kr), AsOressivity (Ar), the Component of LER (Lrr) and

the Competitive Ratio (CRr) to.r maize and soybean intercropped-
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*) t = k or K is negative due to the ìntercrop yield > sole crop yield



TABLE 6.1.b Relative Crowding Coefficient (ks), Aggressivity (Ar), the Component LER {LC.) and the

Competitive Ratio (CR, ) for maize and mungbean intercropped.

k
m

k.
MD

K

A|I Lc, CR,

Amb Lcrb cR

LER

EXPIRIMENT 8

0.064 0.541 1.063
0. 509

38 0.544 1.145
0.475

a.202 0.678 1.175
0.577

1.358 -0.078 0.576 0.937
r.597 0.615
2.170

0.006 0.587 1.00s
0. 584

r.257 -0.318 0. 557 0.778
2.521 0.7L6
3.170

2
1

2

106
364
872

44 7B 01.0
0.4
0.4

0.1

6 0.s09 1.
0.286

37 0.
01
15

1.193
0.905
1 .079

1..r79
1.037
7.022

T.427
i .404
1 .995

k
m

k,
MD

K

ize 1

Ar Lct

A, L^,MD UMD

LER

k
m

k,
MD

K

EXPTRIMENT 13

l(aize 2Ma

Ar Lc* cRt

Amb Lcrb

LER

086 0.922 0.676 0.595 23.31.6 -0.034 0.962 0.983> I'137 ttti:¡;t o's7e
2

0.t32 0.766 1.094
0. 700

0.2t2 0.915 1.131
0.809

9.638 -0.504 0.906 0.782
> 1.158

1.656 0.848 42.400
0.020

0.430 0.914 1.308
0.699

0.446 0.883 1.338
0. 660

r.770 0.902 53.059
0.017

0.462 0.930 1.330
0. 699

4.
o

a'7

5.579
0.020
0.i14

000 -0.206 0.800 0.886
309 0.903
237

3.27 4
2.333
7 .638

10.675
4.236

45.595

9.204
0 .017
0.159

73.286
2.322

30.853

10. 628
2.322

24.681

7 .547
1.947

14. 650

10.494 -0.020 0.913 0.989
Lr.987
L25.795

EXPERIMTNT 14

1Ze1zeMai

A
m

A.
MD

777
568

3
1

4

3

0
5

I

2

Ma 2

Lcr cR,n

Lcrb

LER

k
m

k.
mÞ

V

F- tt',
Z. Z. LL)
L¡J < ô-
tL¡J>
F- cO l-<c50lrJ Z. Z.É=rJl-=(5

Lct CRm

Lcrb

LER

> 1.028 r.76L L.794
1.833 0.647

> 1.228 r.180 2.085
i .304 0.566

> 1.392 1..143 2.557
0.808 0.447

> 1.580 1 .176 3.047
0.629 0.386

.367 0.406

.315

.427

0.686 0.84C 1.690
0.497

4.6i8 0.742 0.822 1.823
0.821 0.451
3.794

6.143 0.820 0.860 1.911
0.818 0.450
5.026

25 0.872 0.819 2.6II
21 0.383
09

4.525 1.456 0.8i9 9.000
0. 100 0 .091
0. 453

0
0

k
m

k.
MD

K

250
9BB
I87

A
m

A.
MD

L.357

3

4

5

6

> 1.382 1.1.96 2.368
1.020 0.505

> 2.100 i .7r3I7.667
0.067 0 .063

4.5
0.6
2.8

7

N)

Oì
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TABLE 6.2. The anaìysis of variance of the yieì
matter of maize and peanut during th
season of experinrent 16.

do
eg

f dry
rowth

Source of Vari at'i on DF

Mai ze
Mean Square

Peanut
Mean Square

Bl ock

Weeding methods

Ti me

Weeding methods.Time

Res i dual

2

3

5

15

46

7T

0. 1285

2. 5048**

30. 1939**

0. 1974**

0.0552

0.0062

0.0054

6. 5345**

0.0027

0.0076

Total

TABLE 6.3 The analysis of variance of leaf area jndex
of maize and peanut during the growth season
of experiment 16.

Source of Variation DF

Maize
Mean Square

Peanut
Mean Square

Bl ock

hleedi ng methods

Time

Weeding methods.Time

Res i dual

Total

2

3

5

15

46

7t

0. 0056

0. 0497**

0.7048**

0.0073**
0.0009

0.0017

0.0035

1.7673**

0.0042

0.0049
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TABLE 6.4 The correlation matrices (r) of wejght of dry
weed, growth characters, yìeìd components and
grain yield of maize of experiment 16.

1234 5 6

1. Weed weight/plot
2. Cob weight/pl ant

3. Dry matter wejght/Plot
4. Seed number/p1 ant

5. Weight of 1000 seed

6. Grain yjeld/plot

i.000
-0. 789

-0.770

-0. 694

-0. 380

-0.896

1.000

0.92L
0.776

0.458

0.844

1 .000

0. 783

0.434

0. 916

1 .000

0. 354

0.851

1 .000

0.403 1.000

TABLT 6.5 The correlatjon matrices (r) of weight of dry
weed, growth characters, y'ield components and
grain yìeld of peanut of experiment 16.

1 2 3 5 64

1. Weed weight/plot
2. Pod numben/p'l ant

3. Dry matter wejght/Plot
4. Seed number/pl ant

5. Weight of 1000 seed

6. Grain yield/plot

1 .000

0.759** 1.000

0.579* 0.623*

0.413 0.633*

0.615* 0.683*

1. 000

-0.511
-0.486

-0.478
-0.329

-0. 518

1.000

0.228

0.591*

1 .000

0.107 1.000
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TABLE 6.6 The analysis of variance of the yjeld of dry matter,
leaf area index and number of leaves of maize during
the growth t'ime of experiment 17.

Mean Square

Source of Variation DF DM LAI NL+)

Bl ock

Date of pl anti ng of peanut

Time

Date of planting peanut.Time

Res i dual

Total

3

4

4

16

72

96

0. 0091

5. 0841**

20.5794**

0. L698**

0.0046

0.02L4

6. 1 140*

3.3657**

0. 1806**

0. 0108

0. c037

1. 1080**

0 . 251 1**

0.0139**
0.0020

TABLE 6.7 The analysis of variance of the y'ield of dry matter,
I eaf area j ndex o number of I eaves and number of
branches of peanut during the growth t'ime of
experiment 17.

Source of Variat'ion DF DM

Mean Square

LAI NL NB+)

Bl ock

Date of peanut pìantìng

Time

Date of peanut p'lanting.Tìme

Res i dual

Total

3

4

4

16

72

96

0.0727

0.4084**

7.6044**
0. 0044

0. 3379

0.0257 0.0078

1,.2275** ' 0.3872**

7.2568** 2.9419**

0.0306 0.0220

0.3864 0.1522

0.0024

0. 3013**

0.3665**

0. 0740**

0. 0089

*) 
ol,t = Weight of Dry l4atter

= Leaf Area Index
= Number of Leaves
= Number of Branches

LAI
NL

NB
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TABLE 6.8 The correlation matrices (r) of date of pìanting
of maize, growth characters, y'ield components and
gra'in yi eld of mai ze of experiment 17 -

Maize 1 2 3 4 56

1. Date of pìanting

2. Yield of dry matter/plant
3. Weight of 1000 seeds

4. l.leight of husk/p'lant

5. !'leight of cob/plant
6. Grain yield of maize

I .000

-0.980

-0.416

-0.764

-0.974
-0. 946

1. 000

0.530

0.725

0. 969

0. 944

1. 000

0.248

0 .409

0.515

I .000

0 "772
0. 678

1 .000

0. 946 1 .000

TABLE 6. 9 The correl at'i on matri ces (r ) of date of pl ant'i
of maize, growth characters, weight of 1000 se
and grain yie'ld.of peanut of experiment 17.

ng
eds

Peanut 1 ? 34s
1. Date of pl ant'i ng

2. Yield of dry matter/plant
3. Number of branch/p1ant

4. Weight of 1000 seeds

5. Grain yie'ld of peanut

1 .000

-0.664

-0. 634

-0.686

-0.869

1 .000

0.853

0.834

0.870

1. 000

0.806

0.805

1 .000

0.887 1 .000



22r.

TABLE 6.10 The anaìysis of variance of the yjeld of dry matter
of majze and peanut during the growth time of
experiment 7.

Source of Variation DF

Mean Square
Mai ze Peanut

Bl ock

Ni trogen ferti I i zer

Tìme

Nitrogen.Time

Res i dual

Total

3

3

4

T2

57

79

0. 0269

6. 7603**

10. 0437**

0.7224*

0.0315

0.0155

0.0503**

1 .0684**

0.0277*

0.0074

TABLE 6.11 The analysis of variance of leaf area index of
maize and peanut during the growth time of
experìment 7.

Source of Variation DF Ma'ize Peanut

Bl ock

Nitrogen fertil i zer

Time

Ni trogen. Time

Res i dual

Total

3

3

4

12

57

79

0.0006

0.7018**

0. 3389**

0.0513**

0.0033

0.0205

0. 0129*

0. 4339**

0.0057

0. 0281
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TABLE 6.12 The correlation matrices (r) of nitrogen fertilizer,
nitrogen uptake, growth characters, Yìeìd components
and gra'in yìeìd of maize of experiment 7.

Mai ze r23456789
1. N'itrogen fert'il i zer

2. Nitrogen uptake/plot
3. Dry matter yield/plant
4. Seed number/plant

5. Weight of 1000 seeds

6. Weìght of cob

7. Diameter of cob

B. Length of cob

9. Yield of grain/p1ot

1 .000

0. 970

0. 987

0. 966

0.823

0. 950

0 .896

0. 933

0.972

1 .000

0. 970

0. 933

0.843

0. 940

0 .866

0. 903

0.924

1.000

0.967

0.842

0.938

0. 905

0.932

0. 949

1.000

0. 781

0. 939

0.896

0. 901

0. 902

1 .000

0.805 1 .000

0.828 0.783 1.000

0.893 0.892 0.928 1.000

0.804 0.843 0.872 0.916 1.000

TABLE 6.13 The correlation matrices (r) of nitrogen fertì'l izer,
nitrogen uptake, growth characters, yie'ld components
and grain yield of peanut of experiment 7.

Peanut 4321 5 6

1. Nitrogen fertil izer
2. Nìtrogen uptake

3. Dry matter yi e'l d/p1 ant

4. Branch number/pl ant

5. l,leight of 1000 seeds

6. Grain yield/plot

1.000

-0 .833

-0.864

-0.820
0 .390

-0.866

1 .000

0. 650

0.677

-0.273

0. 710

1 .000

0.577

-0.231,

0 .818

1 .000

-0. 485

0. 740

I .000

-0. 302 1 .000
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TABLE 6.14 The component LERs (LCr), LERs and the correlation
coeffjcients (r) of two crop yields for all
treatments 'in experiment 1.

Treatments L. cassavu L. Peanut LER r

Cassava (100%) + Peanut (25%)

Cassava (100%) + Peanut (50%)

Cassava (100%) + Peanut (75%)

Cassava (100%) + Peanut (100%)

0. 991

0.983

0. 956

0.933

0.148

0.27L

0.397

0.491

1.139

1,.254

1.353

r.423

0.012

0. 583

0.094

-0.456
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VII. EXPERIMENTAL DESIGN CONSIDERATIONS OF

INDONESIAN INTERCROPPING EXPERiMENTS

1. INTRODUCTION

The intercropping practice js most preva'lent in the trop'ics where

temperature and moisture are suitable for fie'ld crop production during

much of the year (Harwood and Prjce, 1976). Generally this practice

js higher wìth smaller farm size as in much of Asja (Gomez and Gomez,

1e83).

The Indonesjan farmers, like the other farmers in Asian countries,

are characterjzed by a d'i','ersity of crops and animals with small land

holdjngs, generaì'ly less than 0.5 hectares, to be cultivated (Harwood

and Pri ce, 1976) . With the rapidìy increas'ing popul at'ion and the

shortage of new lands that can be cultivated in Indones'ia, ìntercropping

is expected to gaìn in importance (Isma'il et a1.,1978). This is

because intercropp'ing is a simpìe and inexpensive strategy for absorbing

the rapÍcl'ly increasing number of farm labourers (Gomez and Gomez, l9B3).

Though 'intercropping practice has long been the norm for Indonesian

farmers, research on this topìc was only 'instituted 'in 1964 (Isma'il, et ai ',

1978) and it has been increascd by ioint research with the Internat'ional

Rice Research Instjtute in the Ph'iljpp'ines since 1974 (lnnt, 1973)' A

few years later (i.e. in 1968), the research on intercropped sugar-cane

was initiated though not so popular during that time (Soegiyarto and

Laoh, 1980). In 7g75, the sugar-cane factories real'ized the difficuìty

of rent.ing farmers land for sugar-cane p'lantatìons and also the Indonesian

government's pol'i cy was to change the management of sugar-cane from the

sugar-cane factories to farmers on their own land. By th'is system, the

two probìems were expected to be solved simultaneousìy. The first one'

aìready mentioned, is the difficulty of getting land for sugar-cane

plantat.ions and the second, more importantìy, is to increase farmers'

income by cu'ltivatjng sugar-cane on theìr own land. The problems are not
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so easy to solve, however, as already emphasized in Section III.2.

The factorjes do not want short-fall of raw material through dependence

on cane grown by farmers. 0n the other hand, the farmers do not want to

diminjsh thejr own supplìes of stap'le food, vegetables etc., oF wa'it for

a long time for payment from grow'ing cane even though this can bring

much benefit. Intercropping of Sugar-cane with stap'le food crops or

vegetab'les is expected to solve the two problems eventua'lly.

Unljke the intercropp'ing researches on staple food crops and beans

or other vegetables conducted by the Research Institute for Food Crops

at Bogor and its branches through Indonesia, the sugar-cane intercropping

researches are only conducted by the Sugar Experiment Station at Pasuruan

which is a non-goverment research institute. As a result, the volume

of the'intercropping research'is also not as great as in staple food

'intercrops. How much ìntercropping research is carried out at Pasuruan

main'ly depends upon the urgent prob'lems of sugar-cane factories

(Soegiyarto, i982). When it was shown that sugar-cane can also be

grown outside of Java in p'laces such as Sulawesi and Sumatra where the

avail'iability of land js not an ìmportant problem, intercropping research

on sugar-cane stopped for a while.

The intercropping practices of Indones'ian farmers general'ly ut'iì'ize

local genotypes of crops and p'lanting systems based on thejr own

experìence (Anonymous, 1978). As a result, the yie'lds of the crops

are general 1y I ow. The obiect'ives of i ntercropp'i ng researches i n

Indonesia are simiìar to that in other countries, i.e. to'identify the

best combinations, pìantìng systems, spatial arrangements, etc., Of

crops in order to get the maximum'individual and combined crop yie'lds.

Th'is chapter summarizes Indonesia's intercropping experiments from

the experimental design poìnt of view and provides the experimental des'ign

rationale for Indonesia's intercropp'ing experiments.
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2. INDONESIAN INTERCROPPING EXPERIMENTS

As already mentioned ìn Sectjon III.2, the expe¡iments may be

classified'into two categories: (i) the intercrops of stapìe food crops

wjth beans or other stap'le food crops and (ì j ) the 'intercrops of sugar-

cane with staple food crops or vegetables. The summary of those two

type of expenìments 'is given in Tabl e T,L From this table' 'it appears

that in the first type of experiment the maiority of intercrops (6a%)

consists of combinations of non-legumes ('i .e. stapìe food crops) wìth

legumes, where peanut (30%) and soybean (25%) are predominant, as the

associate crops for maize or cassava. Maize and cassava are mainìy for

staple food while the beans are ma'in1y grown for sale. This type of

intercropping (j.e.non-legumes and legumes) has an expectation of

substant'ial benefjt through the compìementary effect of ìegume crgps'

However, .intercropp'i ng of non-l egumes coul d st j I I be expected to yi el d

benefits fronl the different root zonatjon of the two crops which gives

differences in exploring nutrient or water from the so'il (Snaydon and

Harris, 1979). The sugar-cane intercropping experiments show different

results in that intercrops with non-legumes are greater than with legumes.

This fact'is considered in the previous sect'ion and in Section IV.2,

regarding the obiective of the research. The two obiectives of

product'ion that should be considered are the requ'irements of food by

farmers and the requìrement of raw material by sugar-cane factories.

Hence, the researchers should be aimed to determine not only how to get

the max'imum of sugar-cane y'ie'ld but also how to get some additiona'l

yieìds of stapìe food crops or associate crops.

Most experimenters tend to exclude the sole crops in their experiments,

(Tabl e 4.2.24 in Sectjon IV.2), wh'ich means they are only interested in

comparìng between intercrop treatments. From Table 4.2.24, also it

appears that in most sugar-cane'intercrops (i.e. experiment 39 to 51)
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it is necessary to have soìe sugar-cane as a control. This js because

the aim of these experìments was mainly to maximize full yie'ld of sugar-

cane with some additional yield of one or more other crops (see Section

rv.2 ) .

Though the experimenters regard sol e crops as control s, they i ncl ude

the sole crops within the random'izatjon scheme (Fig. 7.t). The effects

of border rows are mos'Lly allowed for, as indicated in the ìayout of

experiments 'in Fig. 3.2.7 to 3.2.4, though the reason for hav'ing border

rows is of course precautionary given the limited experìmental evidence

available for intercrops. Thìs probabìy accounts for rùost experimenters

us'ing two rows as borders for all crops.

The types of ìntercrops, treatments or test factors and experimental

designs mostly used for Indonesia's intercropp'ing experiments can be

seen in Tabl e 7.2. Examjnation of the first type of experiment reveals

that nlaize is the major main crop, intercropped either with beans or

upìand rjce or sweet potatoes. The intercrop with cassava is not so

widespread at the moment though this crop may weìl be substituted for

maize or rice in the future time. Cassava research in Indonesia has been

conducted in the Faculty of Agriculture of Brawijaya University at Malang

since 1975 under the sponsorshìp of IDRC in Canada and it is mainìy

concentrated on so'le crops, though this program now has been changed to

cropping system research (incìudìng intercropping research) on cassava.

From Tabl e 7.2, it also appears that a primary a'im was to ident'ify

the suitable genotypic comb'inations and popu'lation densities of the two

crops. Fertìlizer, spatia'l arrangement and management of crops (i.e.

leaf cutt'ing treatments) have also been important problems. The

experimenters appear to have different v'iews on numbers of treatments

and numbers of rep'lications. 0n the one hand, some choose small numbers

of treatments, but larger numbers of replicat'ions, and on the other,

the reverse has been used. The most frequently used design is the
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Randomized Comp'lete Block, the other being the Sp1,it Plot Desìgn. When

the number of treatments was s L2, experimenters generally used the Randomjzed

Complete Block and if the number of treatments was greater than 12 then

Spl it Plot Des'ign would be considered.

From Table 7.2, ìn sugar-cane intercrops 'in general the number of

treatments was small (i.e.r 6). The most important test factors were

the different possible associate crops for sugar-cane, population densities

and fertilizer treatments were also of interest. All experiments used

the Randomized Complete Block Design with four or more rep'lìcates dependìng

on the number of treatments 'involved

The plot size and coefficient of variat'ion (reproduced from Table

4.2.5 and 4.2.7) are presented in Table 7.3. Plot size varjed consìderably

among cassava 'intercrops, maize 'intercrops and sugar-cane intercrops and

was, aS would be expected, ìarger for sugar-cane intercrops. The shape

of pìot was generaìly rectangular rather than squat"e. As we have already

noted, not all experiments had sole crops, the experìmenters clearìy not

concerned with sole crop y'ields in each s'ite. Hence, we only consider

the coefficient of variation of each crop ana'lysìs and the comb'ined y'ieìds

in terms of the first crop yield equivalence, though the latter varies

with the market sìtuation. Hence, jt js very djfficult to make the

precise comments on the effect of the shape and size of plot on the

variabif ity of experiments. The experiments differed not on'ly on the

type of intercrop, but also the treatments jnvo'lved, the site and the

Seasons. Nevertheless, this study 'indjcates the general views of

experimenters on p'lot sjze and shape effects, and suggests that at least

a few unìfornlity trials shouìd be conducted in Indonesia.

Table 7.3 on the cassava and sugar-cane intercrops suggests that the

effect of p'lot size on the variabil ity of cassava or sugar-cane y'ie'lds

is not so great (see Sect'ion IV.2) on maize yields, on the other hand,

the effect of plot sjze was greater, through the influence of the associate
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assoc'iate crop. For example, in experiment 12 and 13, where the plot size

was the same and the experiment djffered only in the second crop, the

variabi'l'ity of maize in experiment 12 was much greater than in experiment

13. Considering the coefficient of variation of the combined yields in

terms of the fjrst crop, yjeld equivaìence from Table 7.3 together

w'ith the plot s'ize, one notes that the coefficients of variat'ion between

experiments are also variable. In most cases, the coefficjents of

variation of the combined y'ields were small which could l¡e the result of

the compensation between the two crop yields (see Chapter V). Exarrining

the repeated experiments (i.e. within a, b, c, d, e or f)' with the same

p'lot s'izer one concludes that the pìot s'ize effect on the coefficient

of variation of each crop analysis and the combÍned yields is also variable

between sjtes and seasons. These results indicate that different plot

sizes or plot shapes in different crop combinat'ion and sites or seasons

as well will be needed, but what actual values have yet to be determined.

Table 7.4 presents the summary of the effect of blockìng on the

reduct'ion of the experimental error ( 'i . e. cal cul ated as Pearce, 1978 '

1980). The coefficient of variation in each experiment was calculated

by a'lìowing for treatments, but mak'ing no attempt to control environmental

variation, and these results may be compared with the coefficient of

variation of Table 7.3 (i.e. the ordinary coefficient of variat'ion

according to the appropriate models). It'appears that 'in general, as

expected, the coefficient of varjation with blocking is smaller than without

blocking, though the efficiency of block'ing in most cases is rather

small. The efficiency of blockjng is variable not only between the types

of intercrops (i.e. between cassava ìntercrops, ma'ize intercrops and

Sugar-cane intercrops) themselves, but also within the same type of

intercrop as well. Consider for example cassava intercrops where only

experiments 1 and 33 show any considerable gain in efficiency in using

blocks and experiment 2 shows none. The same results also appear in
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maize intercrops and sugar-cane 'intercrops. This indjcates that the

improvement in efficiency from blocking in Indonesia's intercropping

experiments is genera'lìy only marginalo gìven the plot sizes and shapes

which have been used.

3. DISCUSSION

Intercroppìng experiments requ'ired the development not only of

statistical analys'is but al so of designs (Anonymous, 1973). These must

al I ow the s'imul taneous test'ing and eval uati on of several crops fol l owi ng

a prescribed combination or Sequence of plant'in9. Tht,s, instead of

being concerned only wìth environmental influences on a s'ingle crop'

one requires a technique by which many types of crops and crop sequences

can be tested under different environments (Anonyr',rous, 1973 and Mead

and Stern,1979,1980). As a result, the total numbers of factors to

be tested jn intercropping experiments are generally ìarge. Experiments

would need to be even'larger if there were to be the same number of

sole crops as. well as of intercrop treatments. As noted earììer,

Indonesia's experimenters aìready realize that the important aim js to

get the best comb'ination between'intercrops (see Section IV.2). Thus,

the sol e crops are regarded as control s I 'i ke the untreated p1 ots of

insecticide or fert'ilizer treatments in sole crop experiments (Mead and

Stern, 1980). Consequently the function of sole crops is regarded as

the provision of background information in which case it can be argued

that they should not be randomized with the intercrop treatments nor

should their results come into the maìn part of statistical analysis

(Freeman jn the d'iscussjon on Mead and Riley,1981). It appears, however,

from the previous section that though the experimenters regard sole crops

as controls, they include them in the randomizatjon processes w'ith

intercrop treatments. Another probìem in the inclusion of sole crops in

the randomization with intercrop treatments is the effect of crops which
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are different in height. For example, in intercropped cassava and

peanut as in Fig. 3.2.I, the p'lacìng of a sole peanut pìot in the middle of

cassava plots may not be appropriate as peanut wil'l be shaded by cassava'

Thus, the performance of sole peanut when surrounded by cassava would

be different from the actual so]e peanut 'in the open f ield. Again, these

arguments show how so'le crops should be p'laced and what thejr function

is .in intercroppìng experiments (Mead and Stern, 1980). Let me re-

emphasize, as also in Chapter V, that intercropping'is an old idea' so

that our goal 'is to get the best combination of the crops not to persuade

farmers to grow intercropping systems. Further, if it is des'ired to

have precise information of sole crop performance in certain sites or

seasons, then soìe crop plots outs'ide of the main treatments would be

suitable and these could be larger and not necessarj'ly repeated the same

as the 'intercroP treatments .

In generaì, the number of treatments is small and w'ith sugar-cane'

very smalì. This is in contrast with the theoretjcal consideration of

intercroppìng treatments, s'ince the number of treatments would be at

least twice as great as jn sole crops (Mead and Stern, L979, 1980)'

As regards treatment structure, one can d'iscern two different approaches'

Qne expe¡imenter modulated the second crop by varying populat'ion density

or date of planting in order to get maximum yìe'ld of the first crop' s0

in general usittg non-factorial structure. The other experimenter'

however, varjed the two crops sjmultaneously so the number of treatments

was larger though even So' usually'less than 15. The reason for having

small numbers of treatments in each block probably derives from Yates

(1935) who demonstrated the advantage of using smaìl blocks in field

experiments.

Despit'e many imporËant changes in field experíments Since then,

small blocks still yíeld worthwhíle gaíns in effícíency
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(Patterson and Ross, 1963). Hence, the most reward'ing developments for

intercropping experiments will probabìy relate to factorial structure

(Mead and Rj1ey, 1981). The advantages of factorial structure have

been emphasized c'ìeary by Cox (1958): prec'isjon for est'i¡nating overall

factor effects; enabl'ing the interactions betrveen ma'in factors to be

explo'ited; and allowing the range of validity of the conclusions to be

extended by the insert'ion of addjtional factors. Section IV.2 shows

that jn most cases the interaction terms were not s'ignificantly different

from zero. This absence of interact'ion is a strong argurnent for factorjal

structure given the other advantages of factorial desi$n through the

hjdden repìicat'ions (Mead and Riley, 1981; Mead, 1983).

The importance of size, shape and positjon of a plot in reduc'ing

the expenimental error have long been recogn'ized jn sole crop experiments

(Ka'lamkar,7932; Smjth, 1938; Gomez, !972; Reddy and Chetty, 1982). Plot

size not only affects the variability of experiments, but also causes

bias in the experìmental result (Gomez, 1972). From the results of the

same experiment, in cljfferent sites or seasons, though the plot size

remains the same, the experimental error can be quite different. Th'is

result was also obtaìned by Smith (1938) who emphasjzed that the plot

size needed to reduce between pìot variation differed between sites and

crops. It was noted in Chapter V that the variabjlity of crops'is greater

in intercroppìng than in sole crops. Hence, the pìot size for intercrops

should be larger than for so'le crops and probably additìonal rep'lìcatìon

is requìred to obtain the same precis'ion as for so'le crops (Davis,

Amezquita and l,lunoz, 1981). They also showed that border effects were

not uniform among genotypes of crops. Thus spec'ific plot sjzes and

border arrangements are necessary for intercroppìng experjments to y'ie'ld

their most useful results. Cìearly the pìot technique used in intercroppìng

expe¡iments should incorporate the agronom'ic requirements of each crop

(Gomez and Gomez, 1983).
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The results of the prev'ious section show that in most cases blocks

were succeeded in reducing the residual experìmental varìabì'lity ('i.e.

the coefficient of variatìon), though the gain was usually only marg'inal.

Th'is was also concluded by Pearce (1978,1980) who studied maize under

tropical conditions. Hence, most experìmenters know little of the

pattern of soi'l heterogene'ity of thei r experiment. It i s wel I known

that the usefulness of blocks depends on how much thought has gone into

their information. If the experimenter divides his land without careful

consideration, he will probab'ly do harm as the blocks run in the wrong

d'irection relative to the soil fertif ity. Instead of Forming blocks that

are homogeneous, he may put together pìots that are clearly dìverse

(Pearce, 1978). Hence, knowledge of soil fertility patterns in the field

is vital to the success of the experiments.

The consjcleration has had a further influence on experimental design

in that Split Plot Designs were used only to simplify aìlocat'ing treatments

rather than to further the experimental object'ives. Cons'ider exper jments

8, 9, 22,23 and 24, where the main plots contain the treatment of pìanting

systems (i.e. either so'le crops or intercrops). In th'is case, the sub

plots mereìy allow the easier allocation of the treatments (see also

Bakerin the discussion of Mead and Riley, 1981). Hence, the gain in

efficiency in the experiment may be expected from Randomjzed Complete

Block rather than from the Split Plot Desi.gn, 'if experimenters real ize

what the function of sole crops and how they should be treated (Mead and

Riley, 1981). The necessary assumption in using Spìit Plot Design for

intercropp'ing experiments should be that some factors require a large plot

while others do not (Mead and Stern,1980). The other considerations and

how the Spiit Plot Design should be used are treated comprehensive'ly by

Federer (1975).
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GENERAL CONSIDERATIONS IN DESIGNING INDONESIAN INTERCROPPING

EXPERIMENTS

Indonesia, as a develop'ing country, is not much different from the

others where statistic'ians or b'iometricjans are a 'luxury (Gomez, 1983).

As a resuìt, experimenters in order to choose the appropriate fjeld

design, ffiôy simpìy adopt the results of the research from deve'loped

countries. Thìs, however, ìs not a'lways appropriate since the cond'itions

of land used for research in developed countries is different from those

in developing countries (Pearce, i9B3). The experience on the requirements

of different plot size oy pìot shape for different sites or seasons (Smith,

1930; Reddy and Chetty, lg8l) shows that it is required to stock of data

from a uniformity trial.
In these early stages of development of intercropping experìments,

we should assess the experiments from fjrst principles (Mead and Ri1ey,

1982). The adoption of designs for sole crop experiments may not a'lways

be appropriate for intercropping systems. Border rows' plot size and

pìot shape should also be developed for each crop comb'inatjon and s'ites

or season as well. Unnecessary borders rows and excessive plot size

for a certain crop comb'ination will waste the experjmental material , whi'le

absent border rows or inadequate pìot size may djsturb the result of

experiments. My investìgations reveal that experimenters tend to use the

same number of rows for borders without consjdering the type of crop

combination and th'is may not be appropriate (Gomez and Gomez' 1983). That

rectangu'lar pìots are usually better than square plots should also be

real 'i zed ( Kal amkar , 1932; Reddy and Chetty , I}BZ). Agai n , di fferent

crops genera'l'ly have different degrees of variabil ity (eg. maize is less

varjable than sweet potatoes) so that the requirements of size of plot

or pìot shape, border rows and number of replications will also differ

for each crop combination. Thus, one must consider the main obiectives

of the research'in choosing the appropriate plot size and shape, etc.,

4
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to reduce the variability of the experiments. If one crop is nlore

'important (i.e.main crop) then its varjabìljty is of prìmary concern,

whereas jf the'importance of the two crops is similar then the crop with

the greatest varjabil'ity should be considered (Gomez and Gomez, 1983).

The usual way of reducìng the experimentaì error by ìoca'l control

is to divide the area into blocks which are as internally homogeneous

as poss'ibìe (Fisher , 192I; Pearce, 1978, 1980). This 'is eas'ier said than

done, of course, soil heterogeneìty be'ing so unpredictable (Sanders, 1930;

Pearce,1978,1980). The result of this study is that though blocks are

generalìy effective in reduc'ing the experimenta'l error, the'improvement

is on'ly marginaì and d'isappears in some experiments. This ìndjcates how

important is the prior knowledge of the experimenters of the soil

heterogeneìty of thejr field. Idealìy, where no past records are available

espec'iaì'ly, he should be able to walk over the site and study its pattern'

jn which case he may be able to form effective blocks or perhaps decide

to use rows and columns design or even adopt a comp'ìete'ly randomized

design by reaììzing that the site'is extremeìy unìform (Pearce,1978).

In order to maxjm'ize effic'iency, it is ìmportant to re-emphasize

that sole crops versus ìntercrops js not a true treatment comparison

(Mead and Stern, 1980). Then the task to be handled in 'intercropp'ing

experiments is clearer and not mixed with the sole crop problem. As I

have emphasized, in intercropping experiments, it is necessary to examine

the interaction among factors not onìy within individual crops, but aìso

between component crops. Hence, experiments may be too ì arge to be handl ed

efficientìy in one phase as in sole crop experiments (Gomez and Gomez' 1983).

Consequentì¡r, theexperìments should be carried through more than one phase,

the first with large factors but small levels so as to identify the

magnitude of interactions among the factors. In the next stage, one seeks

to differentiate between factors that show interaction or no interaction.

For the factors that show no interaction, â sìngle factor experiment can
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be used if appropriate on other grounds, whereas those with large interactions

should be carried out in multifactor experiments with smaller numbers of

factors, but more levels for each factor (Gomez and Gomez' 1983). This

shows the important short com'ings of the prev'ious intercropping experiments

with small numbers of treatnlents in each experiment.

For factorial experiments, designs have been developed such that the

number of replicat'ions can be m'inimized (i.e. Part'ial'ly Repìicated Designs)

or such that not all the factorial treatment combinations have to be

jncluded (Fractional Factorial Designs (Yates, !937; Cochran and Cox, 1957;

Gomez and Gomez,1983). The use of these des'igns may not be so easy for

the non-statjstician especìally in choos'ing which factors should be confounded

to arrive at a specific jncomplete factorial structure. It has been

emphasjzed earl'ier that the use of experimental designs should not be

determi ned by such poss'ib'le practi cal probl ems (Mead and Ri I ey, 1981) .

Thus, jn order to get better results from intercropping research, the

experimenters and statistìcians should work together in using advanced

statistical theory.

The other approach to the reduction of experimental variabil'ity is

to reduce plot s'ize by eliminat'ing border rows by usìng systematic

designs (Nelder, 1962; Mead and Stern, 1979, 1980). The maior advantage

of systematic design is the great economy in both land area and experinlental

mate¡ial. 0n the other hand, systemat'ic designs have also some dìsadvantages

since the lack of randomjzatjon makes estimation and hypothesìs testing

of parameters inappropriate. Other dÍfficulties can arjse from systematic

arrangement: if there is an environmental gradient in the experìmental area

then the estimates of treatment effects may be biassed; and the residuals

may be correlated, with a correlation matrjx that is usual'ly unknown

(Lin and Morse,1975). Therefore it is important to underline the danger

of these designs suffic'iently to experimenters who are relatively unfamiliar

with the theory of experimental desìgn (Nelder inthediscussion of Mead and
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R'iì ey , 1981) . Neverthel ess , the advantages of systemati c des'igns are

considerable and the opt'ion of us'ing them should remain where appropriate

(Ne'lder, 1962; Huxley and Maingue, 1'978; Mead and Riìey, 1981; IlJiìley

and Rao,1981). The important fact that should be realized by the

experìmenter jn using systematic designs is that the aim is to get a

generaì 'idea of the shape of a curve rather than to estimate particular

parameters.

The debate concern'ing the relative efficìency of randomized versus

systematic 'layouts has pers jsted since the controversy between F'isher

and Student (Fisher, 1926;1936; Gosset, 1936; Barbacki and Fisher, 1936;

Studnet, 1937). This has been revierved by W'ilkinson and Mayo (1982)

and a resolutìon of this controversy has been made whereby Wilkjnson

et al.,1983 developed the method of nearest neighbour (NN) analysis.

This area of nearest neighbour model or in NN analys'is in Wilkjnson et al.,

would be most useful if it is applied to the analysis of experìments wjth

those systematic designs (Mead in the discussion of Bartlett, 1978).

Though the NN'anaìysis shows, on average, much improved efficiency compared

with the convent'ional anaìysis of variance, 'it is meant for sole crop

experiments and has not been applied to intercroppìng systems yet. Hence,

in i ntercroppi ng 'it w'iì'l sti I I be worthwhi I e for an experimenter to seek

the most effective form of block'ing, to reduce the within block variation

(Patterson and Ross,1963; Pearce,1978,1980; Mead in the discussion of

Bartlett, 1978). This will involve identifyìng the maior blocking pattern

of the given experìmental area and choosing a suitable allocation of

treatments to blocks (Mead in the djscussion of Bartlett, l97B). It is

true that vari ati on r¡ri I I be conti nuous and bl ocks are di sconti nuous , but

again no model is going to be perfect (Pearce, 1983).

As mentioned in Chapter V, experiments repeated both in sites and

seasons are necessary to get the better cropping comb'ination results.

Hence, the proper organ'ization of the storage of data is vital, so that
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croppit'ìg system x environment ìnteractions can be assessed from records

of many seasons and sites.

For Indonesian conditions the ìmportance of uniformity trials for

subsequent experiments should be re-emphasized, as the variations in

fertility over the area are detected and the errors caused by soiì

fertìl'ity may al so be estimated from the un j formi ty tria'l (Sanders, 1930).

A lim'ited number of such trials would aid in choos'ing the size and

shape of p1ots, border rows, samp'ling methods, blockings and number of

replicatjons and also the appropriate experimental designs for the

subsequent experiment. Such experiments would a'lso provide base data for

the evaluation of mjxed cropping ana'logues of the NN designs and anaìyses

mentioned already; additìonal field information can be vital 'in'improv'ing

prec'is'ion (Mead and Stern, 1980) . Aga'in, we shoul d al so re-emphasi ze

the importance of the link of experimenters and statisticians or

bi ometri ci ans .
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TABLE 7.1 The summary of the type of Indonesian
'i ntercroppì ng experiments.

%of
experimenta )

The staple food intercrops
Non lesumes:]ffi::;

peanut

Non resumes ; ::l'i:n,,n.,
The sugar-cane'intercrops

Sugar-cane + legumes

+ non legumes

64

25

30

9

36

4B

52

a) The experìments that involve more than one
in the 2nd crop are considered as more than
one experiment dependìng on the number of
the 2nd crop 'involved.



TABLE 7.2

I ntercro p

Cassava + peanut

Cassava + Znd crops+)
Cassava + Znd crops+

Cassava + Znd crops+

Cassava + upland rice
Maize + peanut

Test Factors

The summary of type of intercrop, treatrnents or test factors, number of treatments and

.ôpliðátioi,s and"äxperimental däsign for Indonesian'intercropping experiments.

No. of
Expts.

16
t7
18

19

20

?5
9

10

11

t2

22

1

33

2
3

4

5

6

7
15

Peanut densities
N'itrogen on cassava
Nitrogen on peanut
Intercrop densities
Type of second crops
Second crop Censities
Type of second crops
Second crop densities
Planting date of cassava
Nitrogen on majze
Maize densities
N'itrogen on ma i ze
Ma i ze dens i t'i es
Plantjng distance of maize
Peanut dens'iti es
Plantìng date of maiTs + Peârìut
Planting date of maize
Ma"ize densi ti es
Ma'ize genotyPes
Mai ze densi t'ies
Maize genotypes
Maize densities
Peanut genotyPes
Pl anti ng systems
Soybean genotyPes
Rows pìanting direction
l,'lithin row d'istance of maize
Rows planting dìrection
l,'lithin row d'istance of maize
Maize genotyPes
Soybean genotyPes
Pl anti ng systems
Maize genotyPes
Leaf cutting of ma'ize

L2

Number of
Treat- Repì i-
ments cations

4

T2
8

Desi gn

Randomi zed Compl ete B'lock
Spì it Plot

¡l ll ll

ililll

il

t¡

il

il

¡l

il

ll

ll

ll

t¡

ll

il

¡¡

ll

il

t¡

I

il

il

il

ll

ll

ll

il

6
3

4
3

3

6

3

4
3

3
3
4

3

3

3

3
J

3

3

3

6
9

9

4
6

Randomi zed Compl ete Bl ock
Randomized Compìete Block

il

ll

il

il

ll

il

il

lt

il

ll

il

ll

il

12
10

9

B

t2

10

i'laize + soybean

¡t

t4
I2

T2

n

Spl 'it Pì ot
Randomized Compìete Block

ll
Ill

ll

f\)è
O

Maize + soybean 16 Spl it Pìot



TABLE 7.2 cont'd.
No. of
Expts. IntercroP Test Factors

Plantjng systems
Maize genotypes
Leaf cu¡tting of maize
Soybean genotyPes
Maize genotypes
Maize densit'ies
Nìtrogen on maize
Type of second croP
Insectì ci de treatments
Pl antj ng systems
Munqbean genotypes
lla i ze ge not¡rPes
Mungbean genotyPes
Maize genotypes
Mungbean genotyPes
Pl anti ng systems
Maize genotypes
Leaf cutting of maize
Upl and ri ce genotyPes
Upland rice genotypes
Up'ìand nice genotyPes
Management methods
Upland rice genotypes
Leaf cutt'ing of maize
Maize genotypes
Pl anti ng d'istance of maize
Between row distance of maize
Leaf cutting of maize
Between row distance of maize
Leaf cutting of maize
Ma'ize genotypes
Planting system of maize
Fertil izer treatments
Maize genotypes
Nitrcgen on sweet Potatoes
Planting system of maize
Sugar-cane genotypes
Maìze genotypes

Number of
Treat- Rep'l i -
ments cations Des i gn

16

11
t2

Randomi zed Compl ete Bl ock

ll

¡t

il

t¡

ll

ll

323

29
31

32
2t

lt

il

il

il

il

ll

il

3
3

3
3

3

3

3

?

il

il

ll

il

t¡

¡r ll

Ma'ize + }nd.ropr*

Maize + mungbean

7
I

B

13

t4

24

26
27
28
30

36

37

38

34

35

T4

1,2

t2

18

Spl it Pl ot

Randomized Complete Block

I
¡l

il

il

il

Maize + upland rice Spl it Pìot

t¡

¡l

il

¡l

t¡

10
i0
10
20

3
3
3
3

3

u

l1

il

¡t

il

il

Sp 1 it Plot

30

15

15

24

ll ilil

Maize + sweet potatoes

t¡ll

3

3

3

RandomÍ zed Compl ete Bl ock

Spl 'it Pì ot

t¡ 324

4I Sugar-cane + ma'ize 4 4 Randomized Compìete Block ¡'\)Þ
l-¡



TABLE 7.2 cont'd.

No. of
Expts.

42 il

43

44

50
51
39

40

Intercrop

Number of
Treat- Repl i -
ments cations Des i gn

45
46
47
4B
49

Sugar-cane + onion

Sugar-cane + tomatoes
.¡-

Sugar-cane + 2nd crops'

Test Factors

Sugar-cane genotypes
Pl ant'i ng di stance of mai ze
Sugar-cane genotypes
Between row d'istance of sugar-cane
Between row distance of sugar-cane
Planting systems
Nitrogen on sugar-cane + maize
Nitrogen on sugar-cane + maize
Sugar-cane genotypes
[.lith'in row distance of onion
Sugar-cane genotypes
l¡lithin row distance of tomatoes
Type of second crops
Type of second crops
Type of second crops
Type of second crops
Type of second crops

il

t¡

lt

il

il

il

t¡

n

u

tl

il
il

il

il

il

]l

il

il

il

ll

lr

ll

4

4

4

6
6
4

4

7

7

6
6
4

6

6

6

4
4
4

4

2
2

4
4
6

lr

I

¡¡

¡l

t¡

il

il

ll

il

il

il

il

il

ll

il

il

+)

)

Look at Section IIf.2 for details

Excluding sole crops if its function as a controì rather than treatments

f\)Þ
¡\)
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The summary of plot size and coeffjcient of variation (CV)
of indonesjan intercropp'ing experitrents.

Plot size
No. of
Expt. I ntercro p

Coefficient of Variation (%)

each crop ana'lysis
1st Znd
crop crop

1st crop yield
equiva'lence

18

t2
B

t2
B

9
B

2
3
5
4
1

x

X

x
x
X

x12

jx 10

x 7

33
2T

6
T7
?6a)
27a
zga
37b )
3Bb
25
24
31
L2
13c )
14c

9
22d)
nd

B

36
10e )
lte
32

7
15
16
29
30
34
35
19
18
20
45
46
49
50f)
5lf
39
40
4L
42
44
47
43
4B

m2

¡2
¡12

m2

n2
m2

m2

7.5
7.5
4
3
4.5
6

Cassava + 2nd .roprl)
Cassava + Znd crops'
Cassava + up'land rìce
Cassava + 2nd crops'l-
Cassava + peanut
Cassava + peanut
Maize + Znd crops+
Majze + peanut
Maize + peanut
Maize + upland rjce
Maize + upland rice
Mai ze + up'land ri ce
Maize + upland rice
Ma'ize + upland rice
Maize + soybean
Maize + upland rice
Ma'ize + soybean
Majze + soybean
Maize + mrrngbean
Maize + mungbean
Maize + soybean
Maize + soybean
Maize + soybean
Maize + mungbean
Maize + up'land rice
Ma'ize * soybean
Maize + soybean
Maize + soybean
Maize + peanut
Majze + peanut
Maize + peanut
Majze + soybean
Ma'ize + upl and rice
Maize + sweet potatoes
Maize + sweet potatoes
Maize + peanut
Maize + peanut
Maize + peanut
Sugar-cane + Znd crops+
Sugar-cane + 2nd crops+
Sugar-cane + 2nd crops+
Sugar-cane + maize
Sugar-cane * majze
Sugar-cane + onion
Sugar-cane + tomatoes
Sugar-cane + mai ze
Sugar-cane + maize
Sugar-cane + maize
Sugar-cane + Znd crops+
Sugar-cane + maize
Sugar-cane + 2nd crops+

27 .40
L7 .40
18. OB

10.20
10. 19
13.59
13.30
17. B3

5. 56
19. 46
3i .71

10. B7

10. 70
7. B0

15. 50
8.00
8. 50
8.20

13 .80
8.00
3. i0

6. 10
3. 90
5.00
7. B0
3.30
6. 90
9. 90
4.70

17.30
L7.90
5. 50
5.30
3 .60

26.22
19.41

x

x
x

x

I
B

I
B

lx
7.2 x

lx
lx
6.8 x

x

x

x
x

m

m

m

m

x6
x5
x6

5x 6

4.5 n2

n2
m2

.98

.61

.s4

.40

.60

.38

.41

.77

.77

.00

.60

.00

.70

10.40
4.61

19. BB
3+. go

L6.97
24.38
20.95
16.06
22.20
t4.78
18.14
12.57
19.72
14. 30
26"80
t2.20
3.60

28.74
30.39

44
15
30
26
13
22
2I
13
13
15

7
T2
16
20
11
15
T4
t4
1B
i0
32
22
55
36

6

6
6
6
B

4
6

11
4

1B
19

3
5

4

g2

¡¡2

m2

14.70
26.r0
19.40
15.30
15.80
15 .80

B. 50
11.70
12.60
6.70

12.40
13.40
9. 90

10. 60
7. 30

2I.90
3.32

15.00
7.70
4.70

L4.70
10. 90
27.80
6. 90

12.70
23. B0
4. 50
9.70

12.90

4
3

2.5 n2

6.8 m2

4mz

¡p2

4n2

4

4nz
3m2
4.8 m2

3.
2

2n2
7.5 nz

22
50
87
26
B6
14

18.14
6.7 x 6
6 x5

2 15.12
2.99

28.23
14.00
36. 73

30
4

10
29

27
22
36

4
10
t2
L7

6

5

5
5

50

20
11

10

20
77
74
60
99
22

.05

.00

.70

.00

.80

.72

.35

.80

.49

.10

.50

.46

.20

.80

.60

.83

.44

.16

.72

2nz

16. 73
14.58

.00

.64
11.40
70.67

20
06

x1
x

10
10

B

7

:10

m2

2

2

2

+) Look at Section III.2 for deta'ils
a = the same experiment different in sites
b = the same experiment different'in seasons
c = the same experiment different in seasons

d = the same experiment different ìn sites
e = the same experiment different in season

f = the same experiment different in sites
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TABLE 7.4 The coefficient of variation (CV wi thout b I ock'i ng and)

ldue b ock for each c anaì ys ì s
uc on

No. of
Expt.

cv (%)
wi thout b'lockì ng

1st Znd
crop crop

of cV (%)
due to blocka)

1st Znd
crop crop

1

33
2
3
4
5
6
7

15
16
l7
18
19
20
25

9
10
11
T2
?z
23
29
31
32
2T

B

13
t4
24
26
27
28
30
36
37
3B
34
35

42
43
44
50
51
39
40
45
46
47
48
49

.90

.61

.19

.27

.51

.11

B2
22
19
61

99
46
56
69
59
4B

Cassava + peanut

Cassava + 2nd crops+)
Cassava .¡ 2nd crops+
Cassava -r 2nd crops+
Cassava + upland rìce

14. 10
17.tt
27.16
18.19
10.20
18. 53
14. 91
14. 99
L7.65
1C.36
6.28

11.60
6.57

10.94
27.23
29.78
11 .87
16. 31
24.53

18.76
12.1.2
19.26
14. 55
13.90
13.52
2t.45
40. B9
48.42
24.07
42.52
16. B6
49.94
57.15
38.19
4. 96

20. 55

27.IT
20.42

-)

3B
26

-11
5
0
2

-16
1

-3
2

13
2
6
3
3

99
3
3

15
)'7JI

15
7
1

32
-9
15

6
1

-1
10
29

o
O

6
110

B

64
3
3
3

11
270

B

-10
-11
-10

7
45
t4
49
95
-1

3

Ma ¿s + pêanut

Maize + soybean

7s + Znd crops+
ze + mungbean

il

ze + up'land rice

1
t¡

ll

il

I

ll

ll

ll

il

10. B2
1.r.7r
33.35

49.44
30.69
32.96
23.64
33. 30
rt.7 4
13. 59

27
-3

5

-2
1

79
6

t52
15
13
B?
I
1

18
J¿
T7
I2

5
56

219
B

10
-T?

1

5
7

2
72
97

B

62
11
16

7

77
55
-4
-4

-12
23

10.07
3. 15

27 .60
14.16
8.26

26.02
30. 64
18. 38

35 .37
74.29

15.46
23.62

13. 66
27.79
19. 43
19. 99
35. 99
18. 17

4
26
26
2l
32

5

il

ll

I

lt

!t

il

il

lt

Mai
Mai

ll

ll

Mai
ll

il

il

ll

I

¡t

ll

il

il

il

ll
il

il

lt

ll

10.39
13. B4
34 .03
22.66

18. i1

25.25

40.96

t7.47

17. 05

il

il

il

t¡

il

il

II

Maize + sweet potatoes
illl

Sugar-cane + maize
illl

illl

ll3l

illl
illl

4L

79

16
20

7
4
5

I2
B

6
5

B

6

Sugar-cane +
Sugar-cane +
Sugar-cane +
Sugar-cane +
Sugar-cane +
Sugar-cane +
Sugar-cane +

oni on
tomatoes
2nd crops+
2nd crops+
2nd crops+
2nd crops+
2nd crops+

+) ì ook at Secti on I I I .2 for detai'ls
-) involvesmorethan one crop on secondary crops

without blockia) it is calculated as
CV

ol
to

wit oc nl - 100%



Cassava+Peanut

Cassava

Cassava+Peanut

Peanut

Cassava+Peanut

Cassava+Peanut

d)
Cassava+Sweet potatoes

Cassava+Peanut

Cassava+Sweet potatoes

Sweet potatoes

Cassava+Sweet potatoes

Cas sava

Cas sava+Peanut

Peanut

Cassava+Peanut

Cassava+Upland rice

Upìand rice

CassaVa+Upland rjce

Cassava+Upl and ri'ce

Cas sava

Cassava+Upland rice

c)

Sugar-cane+0n i on

Sugar-cane+0nj on

Sugar-cane 2

Sugar-ca ne+0n ì on

Sugar-cane 1

Suga r-ca ne+0n i on

d)

Su ga r-ca ne+Toma toes

Su g ar-ca ne+Toma toe s

Sugar-cane 2

Sugar-cane 1

Sugar- cane+Tomatoes

Suga r- ca ne+Toma toes

e)

b)

Fig.7.1 The randomization scheme of sole croDs that are regarded as controls rvithjn intercrop treatments for one

block of u,b,c,d and e are experiments L,2,5,39 and 40 respectìveìly'
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VI I I. GENERAL CONCLUSiONS

This thesis is concerned with the application of biometry to the

real prob'ì ems of agri cu'lture i n Indones i a rather than w'ith the devel opnrent

of the statistical theory of jntercroppìng experìments. The obv'ious

prob'lems in developing countries such as Indonesia appear to be the

small numbers of stat'ist'icians and biometricians available. It has been

suggested that the presence of trained statisticians or biometricians

in developing countrjes is a luxury (Gomez,1983). There will thus be

few persons who can relate to the experimenters in using statistical

techniques and at the same tjme be up to date in the development of

relevant statjstics. Gomez (1983) suggested that the solutjon should be

cooperat'ion with statist,icjans or biometricians in developed countries.

They wouìd develop the new methods and supply them to their colleagues

in the devel opi ng countri es who are strateg'ical'ly I ocated to. apply the

methods and identify the problems that requìre the new methods.

I have been concerned to achieve the clear and unambiguous assessment

of the results of intercropping experiments. I have dealt with the

simp'le forms of Indones'ian i ntercroppi ng experiments where only two

crops are involved. The study is also concentrated mainly on intercropping

experiments involv'ing staple food crops raLher than sugar-cane. The fact

that experimenters also tend to be interested 'in comparìng different

intercrop treatments has been an important reason for concentrating on

such comparisonso though jn sotne cases, we also examine sole crops versus

i ntercrops .

The biometrical techniques used here have been deveìoped to invest'igate

three'important aspects of interest in intercropp'ing experiments. Firstly,

Chapter IV covers the assessment of yield advantages in intercropping

systems by different methods and testing the validity of. these methods.

The second aspect of interest is concerned in Chapter V: the cropping
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system x environment interaction and yield stability'in intercropping

experiments. The third one is the nature of competition analysis for

intercropp'ing experiments, presented jn Chapter VI. Chapter VII' dealing

with experjmental design consideratjon for Indonesian intercropp'ing

expe¡iments, provides an approach to guide Iines for des'ignìng future

experìments.

Section IV.1.1 and IV.1.2 dealt with the assumpt'ion underlyìng of

the two popular methods (i.e. LER and bìvariate anaìysis) for intercropping

experìments. Both the distributjon and the homogene'ity of variance of

LERs are quite satisfactory as ìong as there are no outliers in the data.

The assumption of constant correlat'ion for alI treatments in the bivariate

analysis is not always correct, so that th'is hypothesis needs to be

tested as well as those relating to properties of treatment means.

In Section IV.2, I dealt with the assessment of yield advantages

in intercropping systems by using a range of univariate and multivariate

analyses: the ana'lyses of each crop Separately, the LERs, economic

analysi s as the fi rst crop yi e'ld equival ence, muì t j vari ate analys'is and

bivariate analysis. The weaknesses and some enhancement of these methods

are also discussed. The obvious difficuìty concerning the assessment of

yjeld advantages in intercropping systems 'is that there are two

characteri sti cs of i nterest ( i . e. the two separate crop yi e'l ds ) . }.li thout

determining the criterion of "the best", the problems of choosìng the best

treatment will not be solved. One poss'ibì'lity is to say that the higher

first crop yield and second crop yield are preferab'le to smaller as is

assumed'in the LERs analysis. As a result in the LER ana]ysjs, the h'ighest

LER sometimes does not mean anyth'ing to the farmer as his requ'irement of

staple food is not fulfilled by that crop combination. A graphìcal

method of bivariate axes clearly displays the magnitude of the crop y'ields

or the component LERs. The method, however' aS 'in the muìtivariate

analysis, suffers from the d'ifficulty of estimation of treatment means.
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The study offers a slìghtly different criterion of the best treatment

and develops the model as the new effective LER (i.e. LER'). The best

treatment is defined as that whjch has the yìeld of the main crop meet'ing

the farmer's requirements and which also has the hìghest biologica]

efficiency'in terms of the LtR'. The argument of the LER'as against

the monetary value is that the monetary value analysis will change with

the market situation. The study has shown that the highest treatment

of the first crop y'ield equivalence at harvest time could be the lowest

one in another season or year, g'iven actual Indonesian price fluctuations.

These wìll be rendered much worse by any bandwagon effect, i.e. everyone

produc'ing the same crop at the same time while simultaneously requ'iring

the other crop a'lso. Again, the study emphasizes the usefulness of

conside¡ing LERs, the magnitude of component LERs or crop yields under

bjvariate ana'lyses and the LER' togetherin order to jnterpret the

yield advantages of jntercropping experiments.

Chapter V dealt w'ith the cropp'ing systems x environments interaction

and yield stabiì'ity of intercropp'ing systems. The study emphasized that

though this area is one of the most important forintercropp'ing ìn

practice, there are few relevant experiments. The interest'ing resuìt

from the study'is that the best genotypes under soìe crops are not always

the best either unde¡intercrop situatjons. Hence, of varieties selection

for intercropp'ing systems should be carried out under intercropPing, where

practicable. The regress'ion analysjs and bivariate analysis would

provide a comprehensive analysis for interpretation of the stabiì'ity

of yields in intercropping. The methods would be more appropriate if

the experimenters realize the main goal of intercropp'ing experiments.

As emphasized earlier, the important task is to assess the best combination

of crops and not to compare between soìe crop versus intercrop. Hence,

the determination of yield stability should also be concentrated on

intercrop treatments. Given the ljmited number of repeated experiments,
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our study has also been limited, but the results have the merit of merging

the study of cropping systems and environment interaction.

In Chapter VI, competition analysQs for intercropping systems are

presented. The bivariate graph'ical nlethod shows that as they do not

distinguish the degree of yield advantage, the previous competition

functions are largely uninformative. By us'ing the bivariate graph'ica1

analysis, the two main results are already apparent. Fjrst, there is

the highly'informat'ive display of the magnìtude of the two crop yields

and the yield advantages in terms of the contour line of equa'l LERs

(as presented in Section IV.2). The second one is the.determination of

wh'ich crop yield is donlinant or dominated. The final yields or combined

yields in intercropp'ing are the most important criterion, but the yields

themselves usual'ly do not add anything to our knowledge of how these

y'ields arose and should best be achieved. The study emphasized the

obvious'importance of a knowledge of growth and the other characters

of crops jn determining the final yjelds. Aga'in, the study demonstrates

the usef ul ness of b j vari ate graph'ical di sp'l ay , not on'ly 'i n detectì ng

the degree of dom'inance of the two crop yields, but also for determ'in'ing

the other trajts that are'likeìy to be important in determining competition

between two crops, whether through nutrjent uptake, ìight intercept'ion

or whatever.

hjhi I e the prel im'inary orr exp'loratory i ntercroppi ng research cont'inues ,

little attention has been pa'id to experjmental des'ign principles; a first

attempt at this appears in Chapter VII. In some cases, the experimenters

are not consistent 'in meeting the objectives of experiments through

appropriate fie'ld experimental design. For examp'le, so'le crops are

regarded as controls, but included in the randomizatjon process within

the main treatments (i.e. intercrop treatments) as well. Design criteria

suggest that intercrop¡'rìng experiments should have at least twice as many

treatments as sol e crops, but i n general the experiments only i nvol ve a
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small number of treatments. This emphasizes the need for more work on

design. It has also been emphasized that 'intercropping experiments are

too ìarge to be handled efficjently as sing'le stage experiments. Hence,

it'is important to have factorial structure at fjrst stage with many

factors, but few levels in order to jdentìfy the presence of interactions

among the factors. In the second stage, one would differentiate between

factors that show interaction and those whìch do not. For the factors

that show no 'interaction, Singìe factor experiments can be done, or

incorporated sìmply into larger experiments, whereas those wìth large

interact'ions should be carried out with fewer factors but more levels

for each factors. Aga'in this shows the importance of exploring the

principìes of experimental designs as much aS possible in order to

achieve better intercropping experiments. From this study, it also

appears that border rows, size and shape of p1ots, sampìing methods'

numbers of repljcations and method of blocking for Indonesian intercroppìng

experiments require further thought and research. The negìect of

uniformity trìals under Indonesian condit'ions certainìy may disturb the

results of subsequent experiments orwaste experimental material '

Cooperat'ion between statìsticjans or biometrjcians and experimenters is

vital in using the advanced statistical techniques in order to get the

better result of Indonesian 'intercropping experiments'

In fjnal conclus'ion of this thesis, I would l'ike to re-emphasize that

in Indones'ia, as in other developing countries, the unsolved problems of

design and analysjs of ìntercropping experiments are still many' but I

beljeve I have demonstrated the ut'iljty of existing statistical techniques

for practicaì intercropp'ing experiments in indonesia and high'l'ighted

what needs to be done next.
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APPENDIX A.1

A FORTRAN program for simulating mixed cropping experiments
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APPEIID I X A.2

A GENSTAT program for appìy'ing an analysis of variance to each crop yìeìd

and the Land Equivalent Ratio (LER). Also a mult'ivariate and bivariate

analys'is of vari ance of the two crop yi el ds ì s g'iven.
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This progranris nlodif ied from MANOVA GENSTAT macros and 'it ìs appl jed to
experìment 18.
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APPEIIDIX C

A proof of the applicabil'ity of hontogene'ity variance test for residuals



The tests of honogeneity of variances also apply ín the residuals

after fitting the colu¡ná or row'effects separately as descrjJced below.

SuPPose

x =g*O ]-rl

^-where U = x..

Ttre residual is

r., = X..t-l rl
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)the same as the estimated variance of the original data (Xij




