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Nore o~ TtHE Erricient FirriNne or THE
NEGATIVE BINOMIAL

R. A. FisHER
When it is desired to examine the representation of data having a,

counts of z, for values of 2 from 0 upward, by means of the negative
binomial distribution, in which the expectation of a,

N k + 2= D! P
ik — D! 1+ )"

is expressed in terms of two parameters p and %, it is well known that
the equation of estimation based on the mean

(o) =

pk =T

is fully efficient.
A second equation, with efficiency varying with the circumstances,
may be taken from the second moment or variance

pp + Dk =¢

or, among other ways, from the frequency of zeros
(1 +p" = N/a,

In 1941, the author gave a number of rules (2, p. 185) for judging
when the first of these is of adequate efficiency, and in 1950 (1), Anscombe
has examined more fully the conditions of efficiency of both of these
approaches. Many, however, will wish to use these methods only as a
first step towards a fully efficient fitting, and the procedure for doing
this, whatever means are used for a first orientation, is perhaps worth
setting out.

Efficient scoring for k. From the primary expectation

; vtz — 1! v
?'lI = E - p—

we have (using natural logarithms throughout)

-a—(lo m):_.ﬁ_;"_i_?.
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whence

a U f
S{a,r -(:)—73 (log m,)} = S(za,) — Sa,)

p(1 + p) + p)
N
= e (F — pk
p(1 + p) &= ph)
If, therefore, we choose p such that

= z/k

k
L4mp

the likelihood will be maximized for variation of p.
The second equation for maximum likelihood is derived from

a—"—kaog m) = Fk+2 — 1) — Flk — 1) — log (1 + p)
where F(z) stands for

d
£ 1
7 log (z1)

and
Fgg — Fz — 1) = 1/z.

The efficient score for k is therefore

g O
AS{(];I P (log mx)}

1 3
= { < +/c+1+ +k+x—1>}_N1°g<l+E>

In calculating the numerical value of this score for any trial value
k, it is convenient first to add up the series of observations from the
highest value backward, so that A, is the number of observations
exceeding z, i.e.

A, = a,.1 + @40 + - ad inf.

Then the convenient expression for the score is

A, z
srgs) - v+ )

Trial values are then not difficult to evaluate. The value of & having
maximum likelihood is %, that for which the score vanishes; the corre-
sponding value for p is £/k, and the amount of information about & is,
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as usual, the rate at which the score is decreasing as it passes the zero.
Hence, the sampling variance and the standard deviation of the estimate

may be calculated (p. 182)."
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