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#### Abstract

A classical wave-particle entity (WPE) can be realized experimentally as a droplet walking on the free surface of a vertically vibrating liquid bath, with the droplet's horizontal walking motion guided by its self-generated wave field. These self-propelled WPEs have been shown to exhibit analogs of several quantum and optical phenomena. Using an idealized theoretical model that takes the form of a Lorenz-like system, we theoretically and numerically explore the dynamics of such a one-dimensional WPE in a sinusoidal potential. We find steady states of the system that correspond to a stationary WPE as well as a rich array of unsteady motions, such as back-and-forth oscillating walkers, runaway oscillating walkers, and various types of irregular walkers. In the parameter space formed by the dimensionless parameters of the applied sinusoidal potential, we observe patterns of alternating unsteady behaviors suggesting interference effects. Additionally, in certain regions of the parameter space, we also identify multistability in the particle's long-term behavior that depends on the initial conditions. We make analogies between the identified behaviors in the WPE system and Bragg's reflection of light as well as electron motion in crystals.
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Droplets of oil can bounce and walk on a vertically vibrating bath of the same oil via coupling between the droplet and its selfgenerated wave field. This gives rise to a moving wave-particle entity (WPE) on the free surface of the liquid. Such WPEs have been shown to exhibit several features that are typically associated with the quantum realm. In this work, we use a simple theoretical model that takes the form of a Lorenz-like system to investigate the dynamics of a one-dimensional WPE in a sinusoidal potential. We find a rich array of dynamical behaviors in the parameter space that we explore in detail. We also make connections between the dynamics of the WPE and the transport of light and quantum particles in crystals.

## I. INTRODUCTION

A millimeter-sized classical wave-particle entity (WPE) can be realized in the form of a droplet walking on the free surface of a vertically vibrating liquid bath. ${ }^{1-3}$ The walking droplet, also known as a walker or superwalker, ${ }^{3,4}$ undergoes periodic vertical bouncing motion resonant with the bath driving. Upon each
bounce, the droplet generates a slowly decaying localized standing wave on the free surface of the liquid. The interaction of the droplet with its underlying wave field gives rise to horizontal walking motion. For large amplitudes of bath vibrations, the droplet-generated waves decay very slowly in time and the droplet's motion is not only influenced by the most recently generated wave but also by the waves generated in distant past, giving rise to path memory in the system and making the dynamics nonMarkovian. In the high-memory regime, walking droplets have been shown to exhibit several hydrodynamic quantum analogs. Examples include quantization of orbits in rotating frames ${ }^{5-7}$ and confining potentials, ${ }^{8-11}$ Zeeman splitting in rotating frames, ${ }^{12}$ surreal Bohmian trajectories, ${ }^{13}$ analogs of spin states ${ }^{14,15}$ and spin systems, ${ }^{16}$ tunneling across submerged barriers, ${ }^{17-19}$ wave-like statistics in confined geometries, ${ }^{20-24}$ a hydrodynamic analog of Friedel oscillations, ${ }^{25}$ and analogs of quantum optics, such as hydrodynamic superradiance ${ }^{26,27}$ and Hong-Ou-Mandel-like correlations. ${ }^{28}$ Recent work has also focused on the development of walker-inspired quantum theories. ${ }^{29-31}$ A detailed review of hydrodynamic quantum analogs for walking droplets is provided by Bush ${ }^{32}$ and Bush and Oza. ${ }^{33}$

Simulations of walking-droplet inspired WPEs in a generalized pilot-wave framework have shown a plethora of rich behaviors in the horizontal walking dynamics. The generalized pilot-wave framework ${ }^{32}$ is a theoretical framework that extends models of walking droplets beyond experimentally achievable regimes. It has allowed for exploration of a broader class of dynamical systems and the discovery of new quantum analogs. ${ }^{33}$ In free space with two horizontal dimensions, the typical motion is a steady state where the WPE moves in a straight line at constant speed. However, it has been shown that the steady walking state can become unstable in the high-memory regime and more complex unsteady motions arise, such as stable circular orbits, wobbling orbits, precessing orbits, and erratic run-and-tumble-like motion. ${ }^{34-36}$ In free space with only one horizontal dimension, the WPE in the unsteady regime has been observed in simulations to exhibit back-and-forth oscillations with and without a net drift as well as chaotic walking motion. ${ }^{37,38}$ Moreover, direct connections have been established between the equation of motion of the WPE in 1D and Lorenz-like dynamical systems. ${ }^{38-40}$

Rich behaviors in the dynamics of a WPE also emerge in simulations within a generalized pilot-wave framework with an added external potential. For a 1D WPE in a linear tilted potential, it has been shown to exhibit anomalous transport behaviors, such as absolute negative mobility, differential negative mobility, and lock-in regions corresponding to mobility being independent of the applied force. ${ }^{41}$ In a harmonic potential, both in 1D and 2D, the dynamical constraints imposed by the underlying wave field result in periodic, quasiperiodic, as well as chaotic orbits, which may be characterized by intermittent transitions between unstable periodic orbits. ${ }^{42-48}$ Similar quantization of orbits as well as chaotic trajectories are also realized in other central potentials and circular corrals. ${ }^{23,24,46,49,50}$ The interaction of a WPE with a submerged pillar has been shown to give rise to trajectories in the form of a logarithmic spiral. ${ }^{51}$ Moreover, macroscopic tunneling-like effects have also been observed where the WPE can unpredictably cross a potential barrier ${ }^{52}$ or intermittently jumps between two confining cavities in an unpredictable way. ${ }^{53}$

Interaction of light and matter with periodic structures can give rise to emergent phenomena. For example, an electron inside a crystalline solid gives rise to a band structure that forms the basis of emergent material properties, such as electrical conductivity. ${ }^{54}$ Another example is Bragg's diffraction that takes place when light waves are incident on a crystal whose spacing between the atomic layers is comparable to the wavelength of the incident light. ${ }^{55}$ Vandewalle et al. ${ }^{56}$ explored an analog of Bragg's reflection in the system of walking droplets. They experimentally showed that when a walker is confined to move on an annular track with periodically spaced subsurface barriers, the average speed of the walker nearly vanishes when the spacing between the barriers is close to half the wavelength of the walker-generated damped standing waves. Inspired by these observations in the walking-droplet system, in this work, we use an idealized theoretical model to explore the dynamics of a 1D walking-droplet inspired WPE in a sinusoidal potential.

This paper is organized as follows. In Sec. II, we provide details of the theoretical model that governs the dynamics of the WPE. In Sec. III, we find equilibrium states of the system and determine their stability via linear stability analysis. In Sec. IV, we explore the rich dynamics in the parameter space of the system, followed by
an exploration of multistability in Sec. V. In Sec. VI, we explore connections between the behaviors observed in our system and features associated with propagation of light and quantum particles in crystals. We conclude in Sec. VII.

## II. THEORETICAL MODEL

As shown schematically in Fig. 1, consider a particle (droplet) located at position $x_{d}$ and moving horizontally with velocity $\dot{x}_{d}$ while continuously generating standing waves with prescribed spatial structure $W(x)$ that decay exponentially in time. Oza et al. ${ }^{57}$ developed a theoretical stroboscopic model that averages over the vertical periodic bouncing motion of the particle and provides a trajectory equation for the horizontal walking dynamics in 2D. A reduction of this model to describe the dynamics of a 1D WPE with an added external sinusoidal potential is given by the following integro-differential equation of motion: ${ }^{38,57}$

$$
\begin{align*}
m \ddot{x}_{d}+D \dot{x}_{d}= & \frac{F}{T_{F}} \int_{-\infty}^{t} f\left(k_{F}\left(x_{d}(t)-x_{d}(s)\right)\right) \mathrm{e}^{-(t-s) /\left(T_{F} \mathrm{Me}\right)} \mathrm{d} s \\
& +\bar{A} \sin \left(\bar{k} x_{d}\right) . \tag{1}
\end{align*}
$$

The left-hand-side of Eq. (1) is composed of an inertial term $m \ddot{x}_{d}$ and an effective drag term $D \dot{x}_{d}$, where the overdot denotes a time derivative. The first term on the right-hand-side of the equation captures the forcing on the droplet by the underlying wave field. This force is proportional to the gradient of the underlying wave field. The wave field $h(x, t)$ is calculated through integration of the individual wave forms $W(x)$ that are continuously generated by the particle along its trajectory and decay exponentially in time. The function $f(x)=-W^{\prime}(x)$ is the negative gradient of the wave form created by the particle. The second term on the right-hand-side is a force arising from an external sinusoidal potential $U(x)=(\bar{A} / \bar{k}) \cos (\bar{k} x)$. The parameters in the equation are as follows: $m$ is the droplet mass, $D$ is the effective time-averaged drag coefficient comprising aerodynamic drag on the droplet during flight and momentum loss during contact with the bath, $k_{F}=2 \pi / \lambda_{F}$ is the Faraday wavenumber with $\lambda_{F}$ being the Faraday wavelength, $F=m g A_{m} k_{F}$ is a nonnegative wave-memory force coefficient with $g$ as the gravitational acceleration and $A_{m}$ as the amplitude of surface waves, Me is the memory parameter that describes the proximity to the Faraday instability, and $T_{F}$ is the Faraday period, i.e., the period of droplet-generated standing waves and also the bouncing period of the walking droplet. We refer the interested reader to Oza et al. ${ }^{57}$ for more details and explicit expressions for these parameters. The force from applied sinusoidal potential has parameters: $\bar{A}$ denoting the sinusoidal force coefficient and $\bar{k}=2 \pi / \bar{\lambda}$ denoting the wavenumber associated with the wavelength $\bar{\lambda}$ of the applied potential. Non-dimensionalizing the equation using $t^{\prime}=t / T_{F} \mathrm{Me}$ and $x^{\prime}=k_{F} x$ and dropping the primes on the dimensionless variables, we get ${ }^{57}$

$$
\begin{equation*}
\frac{1}{\sigma} \ddot{x}_{d}+\dot{x}_{d}=r \int_{-\infty}^{t} f\left(x_{d}(t)-x_{d}(s)\right) \mathrm{e}^{-(t-s)} \mathrm{d} s+A \sin \left(B x_{d}\right) \tag{2}
\end{equation*}
$$

Here, $\sigma^{-1}=m / D T_{F} \mathrm{Me}$ and $r=F \mathrm{Me}^{2} T_{F} k_{F} / D$ denote the nondimensional mass and wave-memory force coefficient, respectively. Also, $A=\bar{A} \mathrm{Me}_{F} k_{F} / D$ is a nonnegative dimensionless force coefficient corresponding to the external sinusoidal potential, while


FIG. 1. Schematic of the system (in dimensionless units) showing a one-dimensional self-propelled WPE (blue) in a sinusoidal potential (red). A particle of dimensionless mass $1 / \sigma$ located at $x_{d}$ and moving horizontally with velocity $\dot{x}_{d}$ experiences a propulsion force, $-r \partial h /\left.\partial x\right|_{x=x_{d}}$, from its self-generated wave field $h(x, t)$ (blue filled area) and an effective drag force, $-\dot{x}_{d}$. The underlying wave field $h(x, t)$ is a superposition of the individual waves of spatial form $W(x)$ and decaying exponentially in time, which are generated by the particle continuously along its trajectory. An external sinusoidal potential results in the particle experiencing an additional force $A \sin \left(B x_{d}\right)$.
$B=\bar{k} / k_{F}=\lambda_{F} / \bar{\lambda}$ denotes the ratio of the wavelength of the dropletgenerated waves to the wavelength of the external sinusoidal potential.

We choose a simple sinusoidal particle-generated wave form such that $W(x)=\cos (x)$ and $f(x)=\sin (x)$, which allows us to transform the integro-differential equation of motion in (2) into a Lorenz-like system of ordinary differential equations (ODEs) giving $\mathrm{us}^{38-40,42}$ (see Valani ${ }^{40}$ for a derivation)

$$
\begin{gather*}
\dot{x}_{d}=X, \\
\dot{X}=\sigma\left(Y-X+A \sin \left(B x_{d}\right)\right),  \tag{3}\\
\dot{Y}=-X Z+r X-Y, \\
\dot{Z}=X Y-Z .
\end{gather*}
$$

These ODEs are the Lorenz equations ${ }^{58}$ with an added equation, $\dot{x}_{d}=X$, and an added feedback term, $\sigma A \sin \left(B x_{d}\right)$, in the $\dot{X}$ equation in (3). Here, $X=\dot{x}_{d}$ is the droplet's velocity, $Y=r \int_{-\infty}^{t} \sin \left(x_{d}(t)-x_{d}(s)\right) \mathrm{e}^{-(t-s)} \mathrm{d} s$ is the wave-memory force, and $Z=r-r \int_{-\infty}^{t} \cos \left(x_{d}(t)-x_{d}(s)\right) \mathrm{e}^{-(t-s)} \mathrm{d} s$ is also related to the wave-memory forcing. For the simulations presented in this paper, the system of ODEs in Eq. (3) is solved in MATLAB using the inbuilt solver ode45. We note that the initial conditions for these simulations correspond to fixed points of the dynamical system; however, there is an intrinsic perturbation provided by numerical round-off errors in MATLAB resulting in unsteady dynamics when the fixed points are unstable. Moreover, for all results presented in this paper, the system was simulated until $t=2000$.

## III. EQUILIBRIUM SOLUTIONS AND LINEAR STABILITY ANALYSIS

We start by finding equilibrium solutions of the dynamical system. Setting the time derivatives to zero in Eq. (3) results in the
following infinite set of equilibrium solutions:

$$
x_{d}=\frac{k \pi}{B}, X=0, Y=0, \text { and } Z=0,
$$

where $k \in \mathbb{Z}$. This corresponds to a stationary WPE located at the peaks and troughs of the applied sinusoidal potential. We note that for this WPE in free space (i.e., in the absence of the external sinusoidal potential), the dynamical system also has an equilibrium solution corresponding to a steadily moving WPE. ${ }^{38,40}$ This solution is

$$
x_{d}=x_{0}+X t, X= \pm \sqrt{r-1}, Y= \pm \sqrt{r-1} \text { and } Z=r-1
$$

where $x_{0}$ is any real number, and it corresponds to translational invariance in the absence of the external potential.

To determine the stability of the stationary solution in the presence of the sinusoidal potential, we perform linear stability analysis by applying a small perturbation to the equilibrium solutions as follows: ${ }^{59}\left(x_{d}, X, Y, Z\right)=(k \pi / B, 0,0,0)+\varepsilon\left(x_{d 1}, X_{1}, Y_{1}, Z_{1}\right)$, where $\varepsilon>0$ is a small perturbation parameter. Substituting this in Eq. (3) and comparing terms of $O(\varepsilon)$, we obtain the following linear system that governs the evolution of perturbations:

$$
\left[\begin{array}{c}
\dot{x}_{d 1} \\
\dot{X}_{1} \\
\dot{Y}_{1} \\
\dot{Z}_{1}
\end{array}\right]=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
(-1)^{k} A B \sigma & -\sigma & \sigma & 0 \\
0 & r & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right]\left[\begin{array}{c}
x_{d 1} \\
X_{1} \\
Y_{1} \\
Z_{1}
\end{array}\right] .
$$

The linear stability is determined by the eigenvalues of the right-hand-side matrix. This results in the following characteristic polynomial equation to be solved for the eigenvalues $\lambda$, which determines the growth rate of perturbations:

$$
\begin{align*}
(\lambda & +1)\left[\lambda^{3}+(\sigma+1) \lambda^{2}+\sigma\left(1-r-(-1)^{k} A B\right) \lambda-(-1)^{k} A B \sigma\right] \\
& =0 . \tag{4}
\end{align*}
$$

To obtain non-trivial eigenvalues of the characteristic polynomial in Eq. (4) requires solving a cubic equation. However, by invoking Descartes' rule of sign, one can deduce information about the nature of the real eigenvalues of this cubic equation without explicitly solving the cubic equation.

For even $k$, we use Descartes' rule of sign to deduce the existence of one positive real root of the cubic equation. This existence of a real positive eigenvalue informs us that for even $k$, which corresponds to the particle equilibria at the peaks of the applied potential, the stationary state is always unstable to small perturbations.

For odd $k$, corresponding to the particle equilibria at the troughs of the applied sinusoidal potential, it follows from Descartes' sign rule that: (i) if $r<1+A B$, then there are zero real positive eigenvalues and either three or one negative real eigenvalues. Therefore, either all the eigenvalues are real and negative or one of them is a negative real number and the two others form a complex conjugate pair. (ii) If $r>1+A B$, we find that there are either two or zero real positive eigenvalues and one real negative eigenvalue. Therefore, either we have two real positive and one real negative eigenvalues or one real negative eigenvalue and a pair of complex conjugate eigenvalues. Thus, if all the eigenvalues are real, the stationary state is stable to small perturbations for $r<1+A B$ and unstable to small


FIG. 2. Summary of linear stability analysis of the stationary states of a WPE in a sinusoidal potential. For even $k$, corresponding to the particle equilibria at the peaks of the applied sinusoidal potential, the stationary state is always unstable to small perturbations. For odd $k$, corresponding to the particle equilibria at the troughs of the applied sinusoidal potential, the boundary separating stable and unstable regions depends on the nature of the eigenvalues.
perturbations for $r>1+A B$. Alternatively, when a complex conjugate pair of eigenvalues exists, one eigenvalue is always real and negative for all $r$, and hence, the stability of the stationary solution will depend on the nature of the complex conjugate pair. The criteria for existence of such a complex conjugate pair can be deduced from the discriminant $\Delta$ of the cubic in Eq. (4) given by

$$
\Delta=\alpha_{1}^{2} \alpha_{2}^{2}-4 \alpha_{2}^{3}-4 \alpha_{1}^{3} \alpha_{3}-27 \alpha_{3}^{2}+18 \alpha_{1} \alpha_{2} \alpha_{3}
$$

with

$$
\begin{gathered}
\alpha_{1}=\sigma+1 \\
\alpha_{2}=\sigma(1-r+A B), \\
\alpha_{3}=A B \sigma
\end{gathered}
$$

There will be one real and a pair of complex conjugate roots when $\Delta<0$ and all real roots when $\Delta>0$.

To understand the nature of the complex conjugate eigenvalues for odd $k$, we determine the boundary that corresponds to complex conjugate eigenvalues changing the sign of its real part, i.e., the boundary corresponding to $\operatorname{Re}(\lambda)=0$. Substituting $\lambda=i \omega$ into the cubic polynomial in Eq. (4) and setting the real and imaginary parts to zero gives us the following set of solutions:

$$
\begin{equation*}
r=r_{c}=1+A B\left(\frac{\sigma}{\sigma+1}\right) \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega^{2}=A B\left(\frac{\sigma}{\sigma+1}\right) \tag{6}
\end{equation*}
$$

The curve given by Eq. (5) gives the instability boundary in the ( $\sigma, r$ ) parameter space. Below this boundary, the complex conjugate eigenvalues have $\operatorname{Re}(\lambda)<0$, and above this boundary, we have $\operatorname{Re}(\lambda)>0$. Note that the boundary only depends on the product $A B$ of the parameters of the external force. Thus, we find that when complex conjugate eigenvalues exist, for $r<r_{c}$, the real part of the complex conjugate pair is negative, which corresponds to the stationary state being stable to small perturbations, and for $r>r_{c}$, the positive real part of the complex conjugate eigenvalues results in growth in oscillations and the equilibrium solution is unstable to small perturbations. Moreover, at the onset of the instability just above the stability boundary, the frequency of small oscillations is given by Eq. (6). The stability analysis is visually summarized in Fig. 2.

## IV. PARAMETER SPACE EXPLORATION

To explore the range of dynamical behaviors exhibited by the WPE, we simulate space-time particle trajectories for different values of the system parameters $\sigma, r, A$, and $B$.

We start by exploring the dynamical behaviors of the WPE in the parameter space formed by $\sigma$ and $r$. Different types of observed behaviors in this parameter space are shown in Figs. 3(a)-3(c) for three different sets of $(A, B)$ values. We classify the observed long-time behaviors at the end of our simulations into four types: (i) stationary states (blue) where the particle remains stationary with no horizontal motion, (ii) back-and-forth oscillating walkers (red) where the particle gets trapped and undergoes back-and-forth motion about a fixed location, (iii) runaway oscillating walkers (yellow) where the particle undergoes oscillatory motion along with


FIG. 3. Dynamical behaviors of a WPE in a sinusoidal potential. Different observed behaviors in the ( $\sigma, r$ ) parameter space for fixed (a) $(A, B)=(1,5),(b)(A, B)=(1,0.5)$, and (c) $(A, B)=(0.5,0.5)$. In these plots, blue corresponds to stationary states, red indicates back-and-forth oscillating walkers, yellow indicates runaway oscillating walkers, and purple indicates irregular chaotic walkers. Example of space-time trajectories of the three qualitatively different unsteady behaviors are shown as (d) back-and-forth oscillating walkers $(A, B, \sigma, r)=(1,5,8,15)$, (e) runaway oscillating walkers $(A, B, \sigma, r)=(1,5,20,15)$, and (f) irregular walkers $(A, B, \sigma, r)=(1,5,4.5,19.5)$. The black curve in panels (a)-(c) shows the linear stability curve of the stationary state calculated from Eq. (5). The initial conditions were fixed to $\left(X_{d}(0), X(0), Y(0), Z(0)\right)$ $=(\pi / B, 0,0,0)$, which corresponds to a stationary state.
a net drift, and (iv) irregular walkers (purple) where the particle exhibits chaotic diffusive motion. Example trajectories corresponding to unsteady behaviors (ii)-(iv) are shown in Figs. 3(d)-3(f), respectively. We note that similar types of unsteady behaviors are also observed for the WPE without the external sinusoidal potential in the parameter regime of large $\sigma$ and $r$, where the strong interaction of the particle with its self-generated sinusoidal wave field results in these unsteady states. ${ }^{38}$ Moreover, similar trajectories have also been observed in a generalized Lorenz system where the motion of a fictitious particle was considered in a periodic lattice of truncated parabolas. ${ }^{60}$

Regions occupied by each of the behaviors in the ( $\sigma, r$ ) parameter space vary with $A$ and $B$ values. The region occupied by stationary states (blue) can be deduced from linear stability analysis, and it occupies the region below the linear stability curve (black curve) in Figs. 3(a)-3(c) as calculated from Eq. (5). Above this curve, the motion of the particle becomes unsteady. For $A=1$ and $B=5$, as shown in Fig. 3(a), we find that a large region of the parameter space above the linear stability curve is occupied by runaway oscillatory walkers (yellow). We also have a lobe-shaped region consisting mainly of irregular walkers (purple) with a band of back-and-forth oscillating walkers (red) and a scattered mixture of all three kinds of unsteady behaviors. Just above the linear stability curve for $\sigma \gtrsim 6$,
we also obtain a mixture of all three unsteady behaviors. Behaviors realized in the parameter space for $(A, B)=(1,0.5)$ and $(0.5,0.5)$ as shown in Figs. 3(b) and 3(c), respectively, reveal similar lobeshaped regions consisting of irregular walkers and back-and-forth oscillating walkers. Moreover, for these latter parameter space plots, we observe only back-and-forth oscillating walkers just above the linear stability curve for stationary states. We note that the behaviors observed in some regions of the parameter space are sensitive to initial conditions, and we will further explore this aspect in Sec. V.

We have also observed more intricate types of unsteady behaviors in the parameter space. A few examples of such behaviors showing space-time trajectories along with the corresponding $(X, Y, Z)$ phase-space trajectories are depicted in Fig. 4. For example, both runaway oscillating walkers and back-and-forth oscillating walkers can have complex oscillations in one-period rather than simple sinusoidal oscillations. An example of a space-time trajectory for such oscillations and the corresponding phase-space trajectory is shown in Fig. 4(a) for a back-and-forth oscillating walker. Here, we note that the amplitude of oscillations of the back-and-forth walker is on the order of the wavelength of its self-generated waves. Moreover, the turning points of oscillations are correlated with the wells of the external sinusoidal potential (black horizontal lines represent maxima of the external sinusoidal potential in Fig. 4). Chaotic


FIG. 4. Intricate unsteady dynamical behaviors of a WPE in a sinusoidal potential. Space-time trajectories and phase-space dynamics are shown for (a) a back-and-forth oscillating walker with complex oscillations, ( $A, B, \sigma, r)=(1,5,10,10)$, (b) an irregular walker with a Lorenz-like chaotic attractor, ( $A, B, \sigma, r)=(1,5,10,40)$, (c) an irregular walker that remains stationary in a local potential well for a fixed duration and then jumps unpredictably to the left or right, $(A, B, \sigma, r)=(1.05,9,10,10)$, and (d) an irregular walker that performs an unpredictable number of back-and-forth oscillations between consecutive wells of the applied potential before jumping unpredictably to neighboring pair of wells, $(A, B, \sigma, r)=(0.6,1.55,10,10)$. The black horizontal lines represent the maxima of the applied sinusoidal potential. The initial conditions for these simulations were ( $X_{d}(0), X(0), Y(0), Z(0)$ ) $=(\pi / B, 0,0,0)$.
irregular walkers also have several distinctive features. A typical irregular walker is shown in Fig. 4(b). This irregular walker shows no apparent order in its trajectory, but its phase-space dynamics reveals a Lorenz-like strange attractor. Moreover, as shown in the inset of Fig. 4(b), the walker performs back-and-forth oscillatory
motion at small time scales. The amplitude of oscillations is of the order of the wavelength of its self-generated waves, and for this walker, the turning points are typically associated with the maxima of the applied potential. We have also observed other types of irregular walkers where the WPE either remains stationary in a


FIG. 5. Interference effects in the dynamical behaviors of a WPE in a sinusoidal potential. Different dynamical behaviors in the ( $A, B$ ) parameter space for fixed (a) ( $\sigma, r$ ) $=(5,20),(\mathrm{b})(\sigma, r)=(35,35)$, (c) $(\sigma, r)=(10,20)$, (d) $(\sigma, r)=(20,50)$, (e) $(\sigma, r)=(10,100)$, and (f) $(\sigma, r)=(10,10)$. Interference effects are observed as alternating unsteady behavior patterns in these parameter space plots. Here, blue corresponds to stationary states, red indicates back-and-forth oscillating walkers, yellow indicates runaway oscillating walkers, and purple indicates irregular walkers. The black curve shows the linear stability curve of the stationary state calculated from Eq. (5). The initial conditions were taken as $\left(x_{d}(0), X(0), Y(0), Z(0)\right)=(\pi / B, 0,0,0)$.
well of the applied potential and then intermittently jumps between neighboring wells [see Fig. 4(c)] or performs back-and-forth periodic oscillations between a pair of consecutive wells of the applied potential before hopping unpredictably to another consecutive pair of wells [Fig. 4(d)]. For the former, as shown in Fig. 4(c), the time spent in each well is almost constant and the only unpredictability is in selecting to jump to the left or right neighboring well. Moreover, the trajectory also shows hints of pseudolaminar chaotic diffusion. ${ }^{61}$ For the latter, as shown in Fig. 4(d), the particle performs an unpredictable number of oscillations between consecutive potential wells before jumping to a neighboring pair of wells also in an unpredictable way.

To understand the effects of the external potential on the particle dynamics, we also explore how the dynamical behavior changes in the parameter space formed by $A$ and $B$. Intricate structures of alternating unsteady behaviors are shown for six different sets of ( $\sigma, r$ ) values in Fig. 5. For example in Fig. 5(b) where ( $\sigma, r$ ) $=(35,35)$, we observe a checkerboard pattern of alternating behaviors between back-and-forth oscillatory walkers and runaway oscillatory walkers. In such a parameter space, a horizontal transect at a constant force coefficient (fixed $A$ ) or a vertical transect at a constant wavelength ratio (fixed $B$ ) would lead to alternating dynamical behaviors suggesting interference effects between the dynamics of the WPE and the external sinusoidal potential. We discuss the
implications of such interference effects in the context of an analogy with Bragg's reflection in Sec. VI A.

## A. Low-memory regime

The theoretical model implemented in this paper arises from the integro-differential equation (2), which takes into account all the past waves generated by the particle. To understand the role of memory in giving rise to complex dynamical behaviors, we analyze the model in the low-memory regime. We assume that the particle is only influenced by its most recent wave and neglect all other past waves, which is a reasonable assumption at low memory where the waves generated by the particle decay quickly. This results in the following reduced equation of motion ${ }^{57,62}$ (see the Appendix for a derivation):

$$
\begin{equation*}
\frac{1}{\sigma} \ddot{x}_{d}+\dot{x}_{d}=\frac{r}{e} \sin \left(\dot{x}_{d}\right)+A \sin \left(B x_{d}\right), \tag{7}
\end{equation*}
$$

which leads to the following system of nonlinear ODEs:

$$
\begin{gather*}
\dot{x}_{d}=v, \\
\dot{v}=\sigma\left(\frac{r}{e} \sin (v)+A \sin \left(B x_{d}\right)-v\right) . \tag{8}
\end{gather*}
$$

Since the above continuous dynamical system is autonomous and has two-dimensions, it can be concluded from the PoincaréBendixson theorem that this system cannot exhibit chaotic behavior. ${ }^{59}$ Hence, all the complex irregular walking behaviors in the dynamics of a WPE in a sinusoidal potential arise from path memory in the system. Nevertheless, we briefly explore the dynamics of this low-memory system in the Appendix.

## V. MULTISTABILITY

We have observed the existence of multiple stable states of the WPE, which depend on the initial conditions. For example, if the initial conditions of the WPE correspond to a free steady walking state $\left(x_{d}(0), X(0), Y(0), Z(0)\right)=(\pi / B, \sqrt{r-1}, \sqrt{r-1}, r-1)$ instead of a stationary initial state $\left(x_{d}(0), X(0), Y(0), Z(0)\right)=(\pi / B, 0,0,0)$, then this leads to a change in the type of behavior observed at long times in some regions of the parameter space. Comparing the ( $A, B$ ) parameter space behaviors for fixed $(\sigma, r)=(35,35)$ arising in the free-walking initial state, Fig. 6(a), and the stationary initial state, Fig. 5(b), we note that for low values of $A$, the checkerboard pattern present in Fig. 5(b) is replaced by runaway oscillating walkers. A similar change is also observed between Figs. 5(f) and 6(b) for a different choice of $\sigma$ and $r$ values. The presence of runaway oscillating walkers above the linear stability curve of stationary states (black curve) in Fig. 6(b) shows that the stationary state coexists with the runaway oscillating walkers. These two different behaviors under identical parameter values indicate the sensitivity of the WPE to initial conditions. To further explore the dependence on initial conditions, we have plotted the basin of attraction showing different dynamical behaviors in the parameter space formed by an initial position and an initial velocity as shown in Figs. 6(c)-6(f). As it can be seen in Fig. 6(c), if the initial velocity of the particle is near the free steady walking speed (black horizontal line), then a runaway oscillating walker is realized, while for most other initial conditions, a back-and-forth oscillating walker is realized. For different combinations of parameter values, these basins of attraction plots in the parameter space of initial conditions show more intricate structures as shown in Figs. 6(d)-6(f). The periodic features in Figs. 6(d) and 6(e) are associated with periodicity of the applied potential.

## VI. ANALOGY WITH PROPAGATION OF LIGHT AND QUANTUM PARTICLES IN CRYSTALS

## A. Analogy with Bragg's reflection

When light waves are incident on a crystal, they transmit through the crystal if there is a large disparity between the wavelength of incident light and the inter-atomic spacing inside the crystal. However, Bragg's diffraction can take place when the wavelength of the incident light is comparable to the inter-atomic spacing inside the crystal, resulting in scattering of the incident light and high intensity reflections. Similar effects are also observed for beams of quantum particles, such as electrons or neutrons. An analog of Bragg's reflection has also been reported in the system of walking droplets. ${ }^{56}$ By confining a walking droplet to move on an annular track with periodically spaced subsurface barriers, it was found that the average droplet speed nearly vanishes when


FIG. 6. Multistability in the dynamics of a WPE in a sinusoidal potential. Dynamical behaviors in the $(A, B)$ parameter space for initial conditions corresponding to a free steady walker: $\left(X_{d}(0), X(0), Y(0), Z(0)\right)=(\pi / B, \sqrt{r-1}, \sqrt{r-1}$, $r-1$ ) and fixed parameters (a) $(\sigma, r)=(35,35)$ and (b) $(\sigma, r)=(10,10)$. Here, blue corresponds to stationary states, red indicates back-and-forth oscillating walkers, yellow indicates runaway oscillating walkers, and purple indicates irregular walkers. Basin of attraction of dynamical behaviors in the parameter space formed by initial position $x_{0}$ and initial velocity $X_{0}$ for (c) $(A, B, \sigma, r)=(2,0.5,35,35)$, (d) $(A, B, \sigma, r)=(1,5,10,10)$, (e) $(A, B, \sigma, r)$ $=(1,3.9,10,10)$, and (f) $(A, B, \sigma, r)=(1,5.9,10,10)$. The black horizontal solid lines correspond to the free-walking velocities $\pm \sqrt{r-1}$. For panels (c)-(f), the initial conditions were chosen to be ( $\left.x_{d}(0), X(0), Y(0), Z(0)\right)$ $=\left(X_{0}, X_{0}, X_{0}, X_{0}^{2}\right)$.
the periodic subsurface pattern has a characteristic length close to half the Faraday wavelength. ${ }^{56}$ Here, the authors explained the observed phenomenon by considering the fact that the Faraday instability is altered by the periodic pattern of submerged barriers, which results in generation of small amplitude waves for the walker and, hence, lower walking speed. This low-speed walker can reflect from subsurface barriers, giving rise to a dip in the plot of the average walking speed as a function of the spacing between the submerged barriers and resulting in a Bragg's reflection-like phenomenon in this system. We can also explore an analog of Bragg's reflection using the simple model presented in this work. However, we note that our model assumes a predefined form of the waves generated by the particle/droplet, and hence, it does not take into account the changes in the wave amplitude of the dropletgenerated waves due to the presence of the underlying periodic


FIG. 7. Interference effects as a function of the wavelength ratio $B$. (a) Dynamical behaviors in the parameter space formed by the initial velocity $X_{0}$ and the wavelength ratio $B$. Here, blue corresponds to stationary states, red indicates back-and-forth oscillating walkers, yellow indicates runaway oscillating walkers, and purple indicates irregular walkers. The black horizontal line represents the initial velocity corresponding to the free-walking speed of the particle, $\sqrt{r-1}$, in the absence of the external sinusoidal potential. (b) Contour plot in the same parameter space with the colorbar showing the absolute average velocity calculated from the velocity time-series, $|\langle X(t)\rangle|$ $=\left|(1 / N) \sum_{i=1}^{N} X\left(t_{i}\right)\right|$, at the end of simulation time of 2000. (c) Plot of the absolute average velocity normalized by free-walking speed $|\langle X(t)\rangle| / \sqrt{r-1}$ against $B$ for $X(0)$ $=\sqrt{r-1}$ (blue dotted-dashed curve) and $X(0)=0$ (red solid curve). Panels (d) and (e), respectively, show velocity time series of runaway oscillating walkers at the parameter values corresponding to the first dip in the blue curve and a small peak in the red curve in panel (c) (see black arrows). The horizontal dashed line represents the average velocity in these panels. Parameter values for these plots are as follows: $A=1, \sigma=10, r=10$ and initial conditions are $\left(X_{d}(0), X(0), Y(0), Z(0)\right)=\left(\pi / B, X_{0}, X_{0}, X_{0}^{2}\right)$.
potential. Therefore, we do not expect to capture the mechanism of Bragg's reflection-like phenomenon identified by Vandewalle et $a l .{ }^{56}$ Nevertheless, we have found interference effects even in our simple model as identified in Fig. 5, and we further discuss them here.

Figures 7(a) and 7(b) show the dynamical behaviors and contours of the absolute average velocity of the particle in the parameter space formed by the initial velocity $X_{0}$ and the wavelength ratio $B$. From Fig. 7(a), we find that when the initial velocity of the particle is near the free-walking speed (black horizontal line), $X_{0}$ $=\sqrt{r-1}$, runaway oscillating walkers are obtained for all $B$ values shown except a small region of back-and-forth oscillating walkers near $B \approx 1.5$. Moreover, on plotting the absolute average velocity $|\langle X(t)\rangle|$ of the particle as a function of $B$, we find dips in the absolute average velocity [see Fig. 7(b) and blue dotted-dashed curve in Fig. $7(\mathrm{c})$ ]. The first dip to zero average velocity near $B \approx 1.5$ corresponds to back-and-forth oscillating walkers, while the smaller second dip near $B \approx 3$ is due to the change in nature of oscillations for the runaway oscillating walker resulting in reduced average velocity [see Fig. 7 (d)]. If the initial velocity of the particle is not near the free-walking speed, then we obtain a more complex dependence on $B$ and find several dips in the absolute average velocity. For example, the red solid curve in Fig. 7(c) corresponding to a stationary
initial state, $X_{0}=0$, shows several dips and a complex structure. The small peaks evident in the red solid curve are associated with nonlinear oscillations of runaway oscillating walkers [for example, see Fig. 7(e)].

The existence of different dynamical behaviors and changes in the absolute average velocity of the particle as a function of $B$ indicates that the interference of the two potentials experienced by the droplet, the droplet-generated wave field potential, and the external sinusoidal potential can affect the transport of the particle across the applied sinusoidal potential. These observations suggest further exploration of these interference effects in connection to analogs with Bragg's reflection; however, they are beyond the scope of the present work.

## B. Analogy with electron transport in a crystal

The motion of electrons in a crystal can give rise to interesting features, such as conduction bands and bandgaps, that form the basis of electrical properties of various materials. Arpornthip and Bender ${ }^{63}$ found that for a classical particle in a sinusoidal potential whose energy is allowed to be a complex number, one can get particle motion similar to that of an electron in a crystal. They found
two qualitatively different types of particle motion: (i) a random-walk-like hopping motion between neighboring wells of the periodic potential behaving like a quantum particle in an energy gap, which undergoes repeated tunneling processes, and (ii) drifting motion with a constant average speed behaving like a quantum particle in a conduction band undergoing resonant tunneling. The trajectories that we have observed for the WPE are also similar to that observed by Arpornthip and Bender, ${ }^{63}$ and hence, we can make an analogy between the motion of the WPE and that of a quantum particle, e.g., electron, in a crystal. The stationary states and the back-andforth oscillating walkers are localized states where the particle is either confined in a potential well or oscillating between neighboring potential wells of the periodic potential. These states can be thought of as being analogous to localized states of an electron in a material with a large bandgap resulting in immobile electrons and the corresponding material being an insulator. Typical runaway oscillating walkers have a constant average speed comparable to its free-walking speed, and the particle drifts through the periodic potential making these states analogous to delocalized states of electrons in a conduction band. For the irregular walkers, we have seen trajectories [see Figs. 4(c) and 4(d)] where the walkers spend some time in a potential well or a pair of wells before unpredictably hopping to a neighboring potential wells, and hence, these states can be thought of as analogous to a quantum particle undergoing a tunneling process between neighboring sites. It would be interesting to explore this analogy in more detail by exploring analogs of solid-state physics in our system of classical WPEs.

## VII. CONCLUSIONS

In this paper, we have explored the dynamics of a walkingdroplet inspired 1D classical WPE in a sinusoidal potential. The integro-differential equation of motion conveniently transformed into a system of Lorenz-like ODEs with a sinusoidal feedback term. We found equilibrium stationary states for the particle at peaks and troughs of the applied potential. Using linear stability analysis, we showed that the stationary states at peaks of the applied sinusoidal potential are always unstable, while those located at troughs are stable in certain regions of the parameter space (Fig. 2). Where stationary states are unstable in the parameter space, we observed rich unsteady dynamical behaviors that we explored using numerical simulations (Figs. 3 and 5). Three qualitatively different types of unsteady behaviors were found: back-and-forth oscillating walkers, runaway oscillating walkers, and irregular walkers (Figs. 3 and 4). We made analogies between these different types of trajectories and the transport of electrons in crystals.

In addition to rich dynamical behaviors, we also observed interference effects and multistability in the system. Interference effects were realized as alternating unsteady dynamical behaviors as the dimensionless external force coefficient $A$ and the wavelength ratio $B$ were varied (Fig. 5). These interference effects also inspired an analogy with Bragg's reflection where we showed dips in the absolute average particle velocity as a function of the wavelength ratio $B$ (Fig. 7). We also observed multistability in the system where different initial conditions led to different long-term dynamical behaviors (Fig. 6). In the analogy with Bragg's reflection, this resulted in
different structures of the dips for different initial velocities of the particle.

The work presented here can be extended in several ways. The experimentally generated waves by walkers and superwalkers have been modeled using Bessel functions along with a Gaussian spatial decay. ${ }^{4,64-66}$ It would be interesting to explore this system in both 1D and 2D using a more realistic wave form that captures both oscillations and spatial decay of the wave field as observed in experiments. We still expect to observe the complex dynamical behaviors and interference effects; however, they may be attenuated in the parameter space due to the presence of spatial decay. It would also be interesting to explore the system presented in this work experimentally using walking and superwalking droplets. Although a similar setup has been explored by Vandewalle et al., ${ }^{56}$ the realization of the periodic potential using periodically spaced subsurface barriers alters the Faraday instability and, hence, the form of the dropletgenerated waves. Conversely, the system studied in this work applies the periodic potential to the particle without affecting the dropletgenerated waves. Perrard et al. ${ }^{9}$ in their experiments of a walking droplet in a harmonic potential used magnetic fields to apply a harmonic potential to the particle alone without affecting the wave field. Perhaps, such a setup can also be used to generate a sinusoidal potential that acts only on the particle. Last, it would also be interesting to explore the system studied in this paper by adding disorder to the underlying periodic potential. It is known that quantum mechanical interference can result in localization of particles, known as Anderson localization, in a disordered potential. ${ }^{67}$ Such a localization effect may also emerge in our dynamical system upon adding disorder.
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## APPENDIX: DYNAMICS OF THE LOW-MEMORY SYSTEM

The memory force term in Eq. (2) is given by

$$
F_{M}(t)=r \int_{-\infty}^{t} f\left(x_{d}(t)-x_{d}(s)\right) \mathrm{e}^{-(t-s)} \mathrm{d} s
$$

By making a change of variables $z=t-s$, we can transform this integral to

$$
F_{M}(t)=r \int_{0}^{\infty} f\left(x_{d}(t)-x_{d}(t-z)\right) \mathrm{e}^{-z} \mathrm{~d} z
$$

Since the bouncing period of the droplet is $T_{F}$, the most recent wave was generated at time $t-T_{F}$ in dimensional variables, which corresponds to time $t-1 / \mathrm{Me}$ in dimensionless variables (scaled by $T_{F} \mathrm{Me}$ ). Hence, only considering the most recent impact, we can approximate the memory force as

$$
F_{M}(t) \approx r f\left(x_{d}(t)-x_{d}(t-1 / \mathrm{Me})\right) \mathrm{e}^{-\frac{1}{\mathrm{Me}}} \approx r f\left(\dot{x}_{d}(t) / \mathrm{Me}\right) \mathrm{e}^{-\frac{1}{\mathrm{Me}}}
$$

Moreover, at low-memory, we have ${ }^{57} \mathrm{Me} \sim O(1)$; therefore, taking $\mathrm{Me}=1$, we have the approximate form for the memory force,

$$
F_{M}(t) \approx \frac{r}{e} f\left(\dot{x}_{d}(t)\right)
$$

resulting in the equation of motion given in Eq. (7) and the system of nonlinear ODEs in Eq. (8).

For the low-memory system in Eq. (8), we find the same stationary states as the full system: $x_{0}=k \pi / B$ for $k \in \mathbb{Z}$. To determine the stability of the stationary solution in the low-memory system, we perform linear stability analysis by applying a small perturbation to the stationary solution in a similar way to that presented in Sec. III.

By applying a small perturbation to the equilibrium solution as follows: $\left(x_{d}, v\right)=(k \pi / B, 0)+\varepsilon\left(x_{d 1}, v_{1}\right)$, we obtain the linear system that governs the evolution of perturbations,

$$
\left[\begin{array}{c}
\dot{x}_{d 1} \\
\dot{v}_{1}
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
(-1)^{k} A B \sigma & \sigma\left(\frac{r}{e}-1\right)
\end{array}\right]\left[\begin{array}{c}
x_{d 1} \\
v_{1}
\end{array}\right]
$$

This yields the characteristic polynomial

$$
\lambda^{2}+\lambda \sigma\left(1-\frac{r}{e}\right)-(-1)^{k} \sigma A B=0
$$

Solving this quadratic gives us the eigenvalues

$$
\begin{equation*}
\lambda_{1,2}=\frac{\sigma}{2}\left(\frac{r}{e}-1\right) \pm \sqrt{\left[\frac{\sigma}{2}\left(\frac{r}{e}-1\right)\right]^{2}+(-1)^{k} A B \sigma} \tag{A1}
\end{equation*}
$$

From Eq. (A1), we can see that for even $k$, we will have $\lambda_{1}>0$ and $\lambda_{2}<0$, and hence, these stationary states are always unstable.

For odd $k$, we have two cases: (i) if $r<e$, then both the eigenvalues will have a negative real part making the stationary state stable, and (ii) if $r>e$, then both the eigenvalues will have a positive real part making the stationary state unstable. Thus, the line $r=e$


FIG. 8. Dynamical behaviors in the $(A, B)$ parameter space for the low-memory system given by Eq. (8). Here, red indicates back-and-forth oscillating walkers, and yellow indicates runaway oscillating walkers. The parameters $\sigma=5$ and $r=5$, and the initial condition was fixed to $\left(x_{d}(0), v(0)\right)=(\pi / B, 0)$.
separates the stable stationary states from the unstable stationary states.

To explore the unsteady dynamical behaviors, the system in Eq. (8) is solved using the MATLAB ode 45 solver. Figure 8 shows the observed behaviors in a typical $(A, B)$ parameter-space plot for $\sigma=r=5$. Since $r=5>e$, the stationary state is unstable, and we only see unsteady behaviors. In the unsteady regime, we find two types of behaviors for the WPE: (i) back-and-forth oscillating walkers (red) and (ii) runaway oscillating walkers (yellow).
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