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## Abstract

Lattice QCD affords us the unique opportunity to study the quark structure of hadrons non-perturbatively, through the couplings of quark-field operators to hadron mass-eigenstates. In this thesis, we study cases of flavour wavefunction mixing which are induced by broken flavour-symmetry, with particular consideration for the effects of isospin-breaking and electromagnetism. Namely, we investigate mixing between the octet baryons $\Sigma^{0}$ and $\Lambda$, and the pseudoscalar mesons $\pi^{0}, \eta$ and $\eta^{\prime}$, respectively. The latter scenario introduces the computational challenge of calculating disconnected quark-loop diagrams on the lattice, and we have investigated various techniques for improving the calculation. Additionally, we calculate the masses of the pseudoscalar mesons in lattice QCD+QED simulations, and investigate their behaviour with respect to the flavour-symmetry features observed through the state mixing. Finally, we detail and present lattice determinations of the weak decay constants of the pseudoscalar mesons, with the investigation being informed by the aforementioned state mixing. The results obtained from lattice simulations in each investigation are used to fit quark mass and charge extrapolations for the relevant quantities.
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## Chapter 1

## Introduction

The study of hadron physics, the broad subject of this thesis, perhaps began with Rutherford's 1911 discovery of the atomic nucleus [1], and subsequent identification of the proton with the hydrogen nucleus. It soon became clear that an additional nuclear constituent was required for the description of atoms heavier than Hydrogen, and the neutron was eventually discovered by Chadwick in 1932 [2, 3]. With these basic elements of the atomic nucleus identified and no known mechanism for their binding, it was in 1934 that Yukawa proposed a short-ranged, but very strong, attractive force felt between nucleons and mediated by a particle of mass intermediate to the electron and proton: the meson [4]. Yukawa's meson was discovered in 1937 [5, 6] and designated the pion to differentiate it from the similarly massive and concurrently discovered muon. Besides the discovery of antiparticles and expected observations of the antiproton and antineutron, occuring eventually in 1955 [7] and 1957 [8] respectively, the simple picture of hadron physics as nucleons interacting via pions was retained up until the discovery of the kaon in 1947 [9].

Beginning with the kaon, a seemingly endless stream of new baryon and meson discoveries commenced, due in part to the operation of the first modern particle accelerator, the Brookhaven Cosmotron [10]. Baryon number conservation had already been posited to explain the stability of the proton [11], and further important steps were made in this period towards understanding hadron structure: isospin and strangeness quantum numbers, and the organisation of some hadrons into charge multiplets [12-15]. Whilst these ideas were celebrated for their ability to generalise the plethora of particle decays that had been observed, as well as those seemingly disallowed, the revolution in the classification of all hadrons came in 1961 with GellMann's 'Eightfold Way' [16, 17]. The success of the Eightfold Way was not only the classification of all known hadrons according to their strangeness and charge, akin to the periodic table in chemistry, but also prediction of the omega-minus baryon which was soon confirmed in 1964 [18].

In 1964 Gell-Mann, and Zweig independently, were able to correctly deduce the mechanism underlying the Eightfold Way: hadrons were bound states of more fundamental particles, which Gell-Mann called quarks [19]. At its conception, this quark model of hadrons had two primary issues which slowed its adoption, despite its attractive simplicity. One issue was that bound states of two or more identical quarks should be disallowed by the Pauli exclusion principle, for which a solu-
tion was proposed independently by Greenberg [20] and Han-Nambu [21], whereby quarks possessed an additional $\operatorname{SU}(3)$ degree of freedom; $\mathrm{SU}(3)$-colour in the modern nomenclature. The second issue was that of confinement, the central question being why no one had observed a light, abundant, fractionally-charged, spin- $\frac{1}{2}$ particle consistent with any of the proposed quarks. Whilst deep inelastic scattering experiments had already revealed 'parton' structure within nucleons [22,23], it wasn't until the discovery of the $J / \psi$ meson in 1974 [24, 25], and subsequent predictive success of a theorised charm quark [26], that the quark model met general acceptance.

Around this same period, the quark model was finding solid mathematical footing as a Yang-Mills ${ }^{1}$ theory of quarks gauged by $\mathrm{SU}(3)$-colour (1972, [28]), quantum chromodynamics (QCD), and the 1973 discovery of asymptotic freedom for nonabelian Yang-Mills theories suggested an explanation for confinement at low energies [29, 30]. In 1974, the American physicist Kenneth G. Wilson proposed a discretised formulation of the Euclidean-space theory of quarks and abelian gauge fields [31], showing that confinement was achieved in the strong-coupling limit, and indicating that this lattice construction could also be used to probe the new theory of QCD non-perturbatively. Whilst the realisation of asymptotic freedom makes perturbative methods tenable to high energy processes, the lattice gauge theory of Wilson remains uniquely capable of probing QCD at low energies in the present. By 1978 Wilson had begun work on computer simulations of non-abelian pure-gauge theories on the lattice using Monte Carlo methods [32], which, with the addition of many subsequent developments, is the basic conception of the numerical calculations employed in this thesis. In Chapter 2 we detail the construction of lattice QCD underlying the numerical calculations presented throughout this work and for use in the chapters thereafter, a detailed discussion of the calculation of disconnected quark-loops on the lattice is presented in Chapter 4.

While the complete description of hadron structure is wrapped up in the complexities of QCD, the Eightfold Way still offers a valuable and, importantly, digestible starting point for the discussion. For our purposes in this thesis we can limit consideration to just the up, down and strange quarks appearing in Gell-Mann's original construction, denoted $\mathrm{SU}(3)$-flavour, since we restrict our lattice QCD simulations to only these light quarks. In the Eightfold Way, representations ${ }^{2}$ of flavour wavefunctions with degenerate spins are constructed from products of the underlying fundamental representations, which are identified with quarks. Within these constructed representations, further divisions of particles into $\mathrm{SU}(2)$ multiplets may be made, with the common choice being isospin, the subgroup of $\mathrm{SU}(3)$-flavour containing the up and down quarks. An attractive feature of isospin is that due to near degeneracy of the up and down quark bare masses, hadrons within an isospin multiplet have very similar masses. The mass-splittings between isospin multiplets within a representation are then dominated by the significantly larger (than the up/down)

[^0]strange quark mass. The varying electric charges of the hadrons are understood to further separate the mass spectrum of an isospin multiplet with a similarly small magnitude to the effects of the up-down mass difference. Whilst isospin is hence a natural choice, in the construction of the Eightfold Way it is arbitrary in the exact same sense as choosing the $z$-component of angular momentum as a quantum number, instead of $x$ or $y$, in elementary quantum mechanics. The other choices of $\operatorname{SU}(2)$ subgroups of $\mathrm{SU}(3)$ will be discussed in detail in Chapter 3. In addition to supplying mass-splittings to the spectrums of hadrons within a representation, broken $\mathrm{SU}(3)$ flavour symmetry also permits the flavour-wavefunctions of some particular states to mix together in the forming of mass eigenstates. This effect can be understood as resulting from the breaking of orthogonality of the $\mathrm{SU}(3)$-flavour wavefunctions of hadrons with otherwise identical quantum numbers, and depending on the severity of mixing can have significant effects on observable hadron properties. The investigation of these types of broken flavour-symmetry effects within the lattice QCD framework, and in particular the wavefunction mixing, is the central theme of this thesis.

In Chapter 3 we study the state mixing of the isovector and isoscalar members of the spin- $1 / 2$ baryon octet, the $\Sigma^{0}$ and $\Lambda$ respectively, which is consequential to various problems in nuclear physics such as the $\Lambda$-neutron interaction [33]. Therein we define the mixing and detail our program for calculating its extent in lattice QCD (and QED) simulations. We also obtain expressions which exhibit the quark mass and charge dependence of the state mixing, and show with preliminary results that the non-degenerate charges of the up and down quarks enhances the mixing by a comparable amount to their non-degenerate masses. Moreover, our preliminary result shows agreement with the phenomenological Dalitz-Von-Hippel determination [34], which includes both QCD and QED effects, and the QCD-component of the mixing we determine agrees with existing QCD-only determinations from chiral perturbation theory [35] and lattice QCD [36].

In Chapter 5 we extend the procedure of Chapter 3 to investigate the state mixing of the pseudoscalar mesons $\pi^{0}, \eta$ and $\eta^{\prime}$, as well as their masses and those of the remaining octet mesons. Whilst the $\pi^{0}$ and $\eta$ are isovector and isoscalar members of an octet respectively, analogous to the $\Sigma^{0}$ and $\Lambda$, the presence of the $\mathrm{SU}(3)$ flavour singlet $\eta^{\prime}$ complicates the situation considerably. Moreover, the presence of flavour-neutral quark combinations in these mesons necessitates the calculation of quark-loop diagrams, which are notoriously difficult to calculate in lattice QCD. Existing lattice studies of mixing in this sector have been performed with exact isospin symmetry, and without QED [37-39], meaning that admixture with the $\pi^{0}$ is neglected. We obtain quark charge and mass parametrisations for the meson masses and $\pi^{0}-\eta-\eta^{\prime}$ mixing, and our preliminary results for the $\eta-\eta^{\prime}$ mixing see agreement with the existing isospin-exact determinations. The method we have employed however, with improved precision through additional lattice simulations, should resolve isospin-breaking effects in the mixing.

Finally, using the results of Chapter 5, we investigate the weak decay constants of the pseudoscalar mesons in Chapter 6. These weak decay constants are important inputs to phenomenology as they can be used to parametrise numerous electroweak decays of the pseudoscalar mesons. Moreover, because of their relationship to spontaneous chiral symmetry breaking, decays of the $\pi^{0}, \eta$ and $\eta^{\prime}$ may be an important probe of physics beyond the standard model [40]. We also introduce a necessary extension to the non-perturbative RI'-MOM lattice renormalisation scheme which facilitates proper treatment of the relevant operators in simulations with QED. Significantly, we obtain quark mass and charge parametrisations for the decay constants that also require knowledge of the underlying state mixing as studied in Chapter 5. In Chapter 7 we summarise the work of Chapters 3-6 and give our concluding remarks.

## Chapter 2

## Lattice gauge field theory

The concept of simulating gauge field theories on a discrete lattice was first actualised by Wilson [31], as a means to investigate quark confinement in regimes where perturbative methods had proved untenable. In resemblance to perturbation theory, where a finite number of terms approximate the true result, the general outlook of studying gauge field theories on a lattice is to reduce the number of degrees-offreedom of the theory sufficiently, while necessarily introducing some quantifiable error, such that calculations may be performed by a computer.

In simple terms, the lattice is a finite-extent volume with each dimension discretised so that it consists of a finite number of sites, each separated by a characteristic lattice spacing. That is, denoting neighbouring sites in some dimension as $x_{n}$ and $x_{n+1}$, the lattice spacing is

$$
\begin{equation*}
a=x_{n+1}-x_{n} . \tag{2.1}
\end{equation*}
$$

It is typical that the spacing $a$ be common to each lattice dimension and this is true for the lattices used herein, which all possess the physical $3+1$ (space+time) dimensions. Having established this system which possesses a computationally manageable (finite) number of degrees of freedom, the aim of lattice gauge field theory is to then simulate the fundamental gauge and matter fields on this lattice, through various prescriptions which must be consistent with the (physical) continuum theory. It should be noted that the finite lattice spacing acts as a regulator to the theory, cutting off UV physics at $a^{-1}$, and hence the results of calculations performed on the lattice should be returned to the continuum via an extrapolation of $a \rightarrow 0$, and hence made independent of the regulator.

As suggested by the purpose for which it was formulated, the lattice is primarily used as a non-perturbative way of studying quantum chromodynamics (QCD) from first principles, and in this context referred to as 'lattice QCD'. Because the strong coupling is large at low energies, and therefore disallows perturbative study of QCD in this regime, lattice QCD has become an indispensable tool for probing strongly interacting particles at low energies. Whilst being uniquely capable of nonperturbative QCD calculations, in addition to requiring removal of the regulator dependence ( $a \rightarrow 0$ ), it is also usually necessary to correct for the un-physical finite volume of the lattice. Moreover, an essential piece of lattice QCD machinery, the lattice quark propagator, becomes increasingly computationally expensive to calcu-
late as quark masses are reduced, meaning that lattice results are often obtained for un-physically large quark masses and subsequently extrapolated to their physical values. We note that in recent times however, an increasing number of lattice simulations with physical values of the quark masses are becoming available [41-44]. Controlling these various sources of systematic error is important in obtaining realistic results.

The aim of this chapter is to introduce the general methodology of lattice QCD, as well as specific details on the lattice techniques employed throughout this thesis. It is assumed that the reader is already familiar with gauge field theories in the continuum.

### 2.1 Technical formulation

The general formulation of lattice QCD makes use of the path integral construction of quantum field theory first developed by Feynman in his doctoral thesis [45]. In this construction, the correlation functions containing the physical information can be written as functional integrals over the fundamental fields of the theory, for example the scalar two-point correlation function ${ }^{1}$

$$
\begin{align*}
C_{S}(y, x) & \equiv\langle\Omega| T\left(\bar{\psi}_{f}(y) \psi_{f^{\prime}}(y) \bar{\psi}_{f^{\prime}}(x) \psi_{f}(x)\right)|\Omega\rangle \\
& =\frac{\int D A_{\mu} D \bar{\psi} D \psi\left(\bar{\psi}_{f}(y) \psi_{f^{\prime}}(y) \bar{\psi}_{f^{\prime}}(x) \psi_{f}(x)\right) e^{i S_{\mathrm{QCD}}}}{\int D A_{\mu} D \bar{\psi} D \psi e^{i S_{\mathrm{QCD}}}} \tag{2.2}
\end{align*}
$$

The $A_{\mu}$ and $\psi_{f}$ are gauge and quark fields of flavour $f$ respectively, and $S_{\mathrm{QCD}}$ is the standard QCD action

$$
\begin{equation*}
S_{\mathrm{QCD}}=S_{\mathrm{F}}+S_{\mathrm{G}}=\int d^{4} x \sum_{f} \bar{\psi}_{f}\left(i \gamma^{\mu} D_{\mu}-m_{f}\right) \psi_{f}-\frac{1}{4} G_{\mu \nu}^{a} G_{a}^{\mu \nu} \tag{2.3}
\end{equation*}
$$

where we have written the total action as the sum of the fermionic ( $S_{\mathrm{F}}$ ) and puregauge $\left(S_{\mathrm{G}}\right)$ components, noting however that the fermion action depends also on the gauge fields through the covariant derivative, $D_{\mu}=\partial_{\mu}-i g t_{a} A_{\mu}^{a}$. The index $a$ enumerates the eight generators of the fundamental representation of $\mathrm{SU}(3), t_{a}=$ $\lambda_{a} / 2$, where $\lambda_{a}$ are the Gell-Mann matrices, and $g$ dictates the coupling strength of the quarks with the gluons. The integration measure of Equation (2.2) denotes integration of each field over every possible value at each spacetime point:

$$
\begin{equation*}
D A_{\mu} D \bar{\psi} D \psi=\prod_{a, x} d A_{\mu}^{a}(x) \prod_{f, x} d \bar{\psi}_{f}(x) \prod_{f, x} d \psi_{f}(x) \tag{2.4}
\end{equation*}
$$

The Equation (2.2) is not readily adaptable to computational evaluation due to the complex argument of the exponential, but we can bypass this potential issue

[^1]by instead expressing the path integral in Euclidean space, consistent with the replacement $t \rightarrow-i \tau$. The Euclidean space representation of the two-point function Equation (2.2) is then given by
\[

$$
\begin{equation*}
C_{S}(y, x)=\frac{\int D A_{\mu} D \bar{\psi} D \psi\left(\bar{\psi}_{f}(y) \psi_{f^{\prime}}(y) \bar{\psi}_{f^{\prime}}(x) \psi_{f}(x)\right) e^{-S_{\mathrm{QCD}}^{E}}}{\int D A_{\mu} D \bar{\psi} D \psi e^{-S_{\mathrm{QCD}}^{E}}} \tag{2.5}
\end{equation*}
$$

\]

where the fields are now functions of Euclidean space vectors, i.e. obtained from the replacement $\psi(t, \vec{x}) \rightarrow \psi(\vec{x}, \tau)$. The Euclidean QCD action is given by

$$
\begin{equation*}
S_{\mathrm{QCD}}^{E}=S_{\mathrm{F}}^{E}+S_{\mathrm{G}}^{E}=\int d^{4} x \sum_{f} \bar{\psi}_{f}\left(\gamma_{\mu}^{E}\left(\partial_{\mu}+i g t_{a} A_{\mu}^{a}\right)+m_{f}\right) \psi_{f}+\frac{1}{4} G_{\mu \nu}^{a} G_{a}^{\mu \nu} \tag{2.6}
\end{equation*}
$$

where $\gamma_{4}^{E}=\gamma^{0}$ and $\gamma_{i}^{E}=-i \gamma^{i}$.
Since fermion fields satisfy anti-commutation relations, it is instructive to view them as elements of a Grassmann algebra and employ the results of Berezin integration; the integration of Grassmann variables. There are many apt treatments of this subject in the literature, in the context of lattice [46] and otherwise [47], and so for our purposes we will simply employ some important results.

Since the gluonic part of the QCD action doesn't depend on the quark fields, we may write Equation (2.5) as

$$
\begin{equation*}
C_{S}(y, x)=\frac{\int D A_{\mu} e^{-S_{\mathrm{G}}^{E}} D \bar{\psi} D \psi\left(\bar{\psi}_{f}(y) \psi_{f^{\prime}}(y) \bar{\psi}_{f^{\prime}}(x) \psi_{f}(x)\right) e^{-S_{\mathrm{F}}^{E}}}{\int D A_{\mu} e^{-S_{\mathrm{G}}^{E}} D \bar{\psi} D \psi e^{-S_{\mathrm{F}}^{E}}} \tag{2.7}
\end{equation*}
$$

and we can write the fermion action in the suggestive form

$$
\begin{equation*}
S_{\mathrm{F}}^{E}=\sum_{f} \int d^{4} x d^{4} y \bar{\psi}_{f}(x) M_{f}(x, y) \psi_{f}(y) \tag{2.8}
\end{equation*}
$$

with

$$
\begin{equation*}
M_{f}(x, y) \equiv\left[\gamma_{\mu}^{E}\left(\partial_{\mu}+i g t_{a} A_{\mu}^{a}\right)+m_{f}\right] \delta^{4}(x-y) \tag{2.9}
\end{equation*}
$$

and perform the functional integrals in the quark fields using Berezin integration to give

$$
\begin{equation*}
C_{S}(y, x)=\frac{-\int D A_{\mu} e^{-S_{\mathrm{G}}^{E}} \operatorname{Tr}\left[M_{f}^{-1}(x, y) M_{f^{\prime}}^{-1}(y, x)\right] \prod_{f^{\prime \prime}} \operatorname{det}\left(M_{f^{\prime \prime}}\right)}{\int D A_{\mu} e^{-S_{\mathrm{G}}^{E}} \prod_{f^{\prime \prime}} \operatorname{det}\left(M_{f^{\prime \prime}}\right)} . \tag{2.10}
\end{equation*}
$$

The trace $\operatorname{Tr}[\ldots]$ in the above expression is performed over the spin and colour indices which have thus far been left implicit. The inverse of the fermion matrix, $M_{f}^{-1}(x, y)$, is also known as the fermion propagator (of flavour $f$ ), which we denote throughout this text as

$$
\begin{equation*}
S_{f}(x ; y) \equiv M_{f}^{-1}(x, y) \tag{2.11}
\end{equation*}
$$

The unique combination of quark propagators appearing in the numerator integrand of Equation (2.10) is determined by performing all allowed Wick contractions of the quark fields which leave no field uncontracted, and the spin and colour traces emerge from this process also provided the calculation is performed with all indices explicit.

Instead of attempting to naively sum the integrand for every configuration of gauge field available on the discrete lattice, the strategy of lattice QCD is to instead generate a finite number of gauge field configurations such that the probability of obtaining any particular configuration is $\propto \prod_{f} \operatorname{det}\left(M_{f}\right) e^{-S_{G}^{E}}$ [48]. The generation of gauge field configurations according to this distribution is typically performed using a Monte Carlo algorithm such as Hybrid Monte Carlo [49]. Having generated such an ensemble of $N_{c f}$ gauge field configurations, the path integral Equation (2.10) which may be interpreted as an average of the integrand over uniformly distributed paths, is approximated as the ensemble average

$$
\begin{equation*}
\langle\Omega| T\left(\bar{\psi}_{f}(y) \psi_{f^{\prime}}(y) \bar{\psi}_{f^{\prime}}(x) \psi_{f}(x)\right)|\Omega\rangle \approx \frac{-1}{N_{c f}} \sum_{n=1}^{N_{c f}} \operatorname{Tr}\left[S_{f}(x ; y) S_{f^{\prime}}(y ; x)\right]_{n} \tag{2.12}
\end{equation*}
$$

over paths distributed as previously described. For much of the work following this chapter we will leave the gauge ensemble average implicit in describing our correlation functions. Moreover, for the lattice simulations in this thesis we use three flavours of quarks which we identify with the up, down and strange quarks.

We remark that a historically common ${ }^{2}$ practice in lattice calculations, known as the quenched approximation, is to set $\operatorname{det}\left(M_{f}\right) \equiv 1$ in the Monte Carlo generation of the gauge fields in order to reduce computational cost. This is intuitively understood as removing quarks from the QCD 'sea', which should have less effect on calculations for larger values of the quark masses, but introduces unknown systematic errors which make the approximation untenable to precision calculations.

The above path integral construction and subsequent arguments are readily generalised to more complicated $n$-point correlation functions containing both quark and gauge fields through Wick contraction. The discussion so far has proceeded in the language of the continuum, as opposed to a discrete spacetime, and so it remains to be shown how this process may be discretised. In the following few sections we will introduce the discretisation of the fermion and gluon actions present in our path integral expressions, as well as the addition of quantum electrodynamics (QED), with the result being lattice QCD+QED.

### 2.1.1 The discrete gauge action

An important consideration in the discretisation of gauge field theories is that the derivatives appearing in the action will necessarily be replaced by some form of finite-difference approximation. This means that derivatives of fermion fields which

[^2]are local in the continuum theory will become non-local functions of multiple lattice sites, each with their own local values of the gauge fields. This motivates us to first introduce the lattice analogue of the Schwinger line integral, the Wilson line
\[

$$
\begin{equation*}
U(x, y)=e^{i g \int_{x}^{y} d z_{\mu} t_{a} A_{\mu}^{a}(z)}=e^{i g \int_{x}^{y} d z_{\mu} \underline{A}_{\mu}(z)} \tag{2.13}
\end{equation*}
$$

\]

with implicit sums over repeated indices as usual, and we have let $\underline{A}_{\mu}(z) \equiv t_{a} A_{\mu}^{a}(z)$. The Wilson line accounts for variation in the QCD gauge potential between the points $x$ and $y$, so that they might be compared sensibly, and belongs to the fundamental representation of $\operatorname{SU}(3)$. Moreover, it may be used to render non-local products of fields gauge-invariant.

The discrete analogue of the Schwinger line integral for neighbouring lattice sites separated by the spacing $a$ in the $x$-direction, for example, is given by $U(x, x+\hat{x} a)=$ $e^{i g a \underline{A}_{1}(x)}$. This leads us to define a ubiquitous lattice quantity: the lattice link variable,

$$
\begin{equation*}
U_{\mu}(x) \equiv e^{i g a \underline{A}_{\mu}(x)}=1+i g a \underline{A}_{\mu}(x)+\mathcal{O}\left(a^{2}\right) . \tag{2.14}
\end{equation*}
$$

The link variable has direction, with the link $U_{\mu}(x)$ extending from the site $x$ to the site $x+\hat{\mu} a$, and it follows that $U_{\mu}^{\dagger}(x)$ extends from the site $x+\hat{\mu} a$ back to the site $x$.

The link variables transform according to

$$
\begin{equation*}
U_{\mu}(x) \rightarrow e^{i \Lambda(x)} U_{\mu}(x) e^{-i \Lambda(x+\hat{\mu} a)}, \quad U_{\mu}^{\dagger}(x) \rightarrow e^{i \Lambda(x+\hat{\mu} a)} U_{\mu}^{\dagger}(x) e^{-i \Lambda(x)}, \tag{2.15}
\end{equation*}
$$

for $\Lambda(x)$ an arbitrary element of the $\mathrm{SU}(3)$ Lie algebra in the fundamental representation. The gauge transformation rules suggest that we may obtain gauge-invariant combinations of links by taking (colour) traces of products that correspond to closed paths. The simplest $1 \times 1$ path, which we denote the plaquette, in the $\mu-\nu$ plane is given as

$$
\begin{equation*}
P_{\mu \nu}(x)=U_{\mu}(x) U_{\nu}(x+\hat{\mu} a) U_{\mu}^{\dagger}(x+\hat{\nu} a) U_{\nu}^{\dagger}(x), \tag{2.16}
\end{equation*}
$$

which may be evaluated using (2.14) to yield $P_{\mu \nu}(x)=e^{i g a^{2} \underline{G}_{\mu \nu}(x)}$, with $\underline{G}_{\mu \nu}$ evaluating to the gluon field strength tensor in the continuum limit $a \rightarrow 0$. Note that the plaquette itself is not gauge invariant but its trace, $\operatorname{Tr}\left[P_{\mu \nu}(x)\right]$, is.

It is straightforward to now use the plaquette to devise a combination of link variables which recovers the continuum QCD gluon action, $S_{\mathrm{G}}$ in Equation (2.3), as $a \rightarrow 0$, and the most simple such combination is given by

$$
\begin{equation*}
S_{\mathrm{G}}[U]=\beta_{\mathrm{QCD}} a^{4} \sum_{x} \sum_{\mu<\nu}\left[1-\frac{1}{6} \operatorname{Tr}\left(P_{\mu \nu}(x)+P_{\mu \nu}^{\dagger}(x)\right)\right], \tag{2.17}
\end{equation*}
$$

where the indicated trace is performed in the colour degrees of freedom, and $\beta_{\mathrm{QCD}} \equiv$ $6 / g^{2}$. The sums in Equation (2.17) are such that they enumerate every distinct plaquette on the lattice, and the adjoint plaquette appearing within the trace ensures that the resulting action is real. Note also the factor $a^{4}$ which originates with the
discretisation of the integral:

$$
\begin{equation*}
\int d^{4} x \longrightarrow \sum_{x} a^{4} \tag{2.18}
\end{equation*}
$$

For reference we have listed the discretised forms of a variety of continuum expressions used herein in Appendix B.

## The QED action

The construction of a discretised Euclidean action for QED is quite straightforward from a theoretical perspective and proceeds analogously to QCD. The continuum Euclidean QCD action in Equation (2.6) may be updated to include QED as

$$
\begin{align*}
S_{\mathrm{QCD}+\mathrm{QED}}^{E}=\int d^{4} x & \sum_{f} \bar{\psi}_{f}\left(\gamma_{\mu}^{E}\left(\partial_{\mu}+i g \underline{A}_{\mu}+i q_{f} A_{\mu}^{E M}\right)+m_{f}\right) \psi_{f} \\
& +\frac{1}{4} G_{\mu \nu}^{a} G_{a}^{\mu \nu}+\frac{1}{4} F_{\mu \nu} F^{\mu \nu} \tag{2.19}
\end{align*}
$$

where $A_{\mu}^{E M}$ and $F_{\mu \nu}$ denote the $\mathrm{U}(1)$ gauge potential and QED field strength tensor respectively, and $q_{f}$ the electric charge of the quark flavour $f$. The arguments that lead us to Equations (2.10) and (2.12) may be repeated with $S_{\mathrm{G}}^{E}$ updated to include the last term of Equation (2.19), and the covariant derivative $D \rightarrow$ $\partial_{\mu}+i \underline{A}_{\mu}+i q_{f} A_{\mu}^{E M}$.

In order to construct the lattice QED action used in this work, which is known as the noncompact action, we define a discretised form of the EM field strength tensor, made simple by the abelian nature of the gauge group

$$
\begin{equation*}
F_{\mu \nu}(x)=\frac{1}{a}\left[A_{\nu}^{E M}(x+a \hat{\mu})-A_{\nu}^{E M}(x)-A_{\mu}^{E M}(x+a \hat{\nu})+A_{\mu}^{E M}(x)\right] . \tag{2.20}
\end{equation*}
$$

Using the above construction the discretised action may be immediately written as

$$
\begin{equation*}
S_{\mathrm{QED}}\left[A^{E M}\right]=\frac{a^{2}}{2 e^{2}} \sum_{x} \sum_{\mu<\nu}\left[A_{\nu}^{E M}(x+a \hat{\mu})-A_{\nu}^{E M}(x)-A_{\mu}^{E M}(x+a \hat{\nu})+A_{\mu}^{E M}(x)\right]^{2}, \tag{2.21}
\end{equation*}
$$

where $e$ is the elementary charge.
We have now arrived at a simple construction of the pure-gauge component of the lattice QCD+QED action,

$$
\begin{align*}
& S_{\mathrm{G}}\left[U, A^{E M}\right]=\beta_{\mathrm{QCD}} a^{4} \sum_{x} \sum_{\mu<\nu}\left[1-\frac{1}{6} \operatorname{Tr}\left(P_{\mu \nu}(x)+P_{\mu \nu}^{\dagger}(x)\right)\right]+ \\
& \frac{a^{2}}{2 e^{2}} \sum_{x} \sum_{\mu<\nu}\left[A_{\nu}^{E M}(x+a \hat{\mu})-A_{\nu}^{E M}(x)-A_{\mu}^{E M}(x+a \hat{\nu})+A_{\mu}^{E M}(x)\right]^{2} . \tag{2.22}
\end{align*}
$$

Note that $1 / e^{2}$ may be denoted by $\beta_{\mathrm{QED}} \equiv 1 / e^{2}$. This simple gauge action has corrections beginning at $\mathcal{O}\left(a^{2}\right)$, and there are a variety of techniques commonly employed to improve on this. In particular, the results in this thesis have been obtained using a tree-level Symanzik improved gluon action [50], which makes use of some more extended and complex link variable constructions. The QED gauge action used herein remains unimproved however.

### 2.1.2 Fermions in lattice QCD+QED

We will begin by constructing a simple, intuitive discretisation of the continuum fermion action before discussing some necessary improvements. In the absence of gauge fields, the Euclidean fermion action is given by

$$
\begin{equation*}
S_{\mathrm{F}}^{f r e e}=\int d^{4} x \sum_{f} \bar{\psi}_{f}\left(\gamma_{\mu} \partial_{\mu}+m_{f}\right) \psi_{f} \tag{2.23}
\end{equation*}
$$

and we may approximate the derivative on the lattice as a symmetric finite difference

$$
\begin{equation*}
\partial_{\mu} \psi(x) \rightarrow \frac{1}{2 a}(\psi(x+\hat{\mu} a)-\psi(x-\hat{\mu} a)) . \tag{2.24}
\end{equation*}
$$

We may deduce then that a reasonable lattice action for fermions is given as

$$
\begin{align*}
& S_{\mathrm{F}}^{\text {free }} \rightarrow \sum_{f} \sum_{x} \sum_{\mu} \frac{a^{3}}{2}\left[\bar{\psi}_{f}(x) \gamma_{\mu} \psi_{f}(x+\hat{\mu} a)-\bar{\psi}_{f}(x) \gamma_{\mu} \psi_{f}(x-\hat{\mu} a)\right]+ \\
& a^{4} \sum_{f} \sum_{x} m_{f} \bar{\psi}_{f}(x) \psi_{f}(x), \tag{2.25}
\end{align*}
$$

and we refer to this as the naive lattice action. Note that the dimensions of the quark mass and quark fields in terms of the lattice spacing are $a^{-1}$ and $a^{-3 / 2}$ respectively. Unfortunately, this naive action has a well-studied flaw known as 'the doubling problem' [46] which makes it unsuitable for realistic calculations. The so-called doubling problem is that in the continuum, the quark propagator associated with the naive fermion action receives contributions from 16 momentum-space excitations where only one should be present.

There are various alternative approaches to discretising the fermion action which avoid the doubling problem and give the correct continuum limit. Unfortunately, in solving the doubling problem there are other well-known issues that necessarily arise [51], such as the explicit breaking of chiral symmetry (even as $m_{f} \rightarrow 0$ ) in Wilson's formulation [52], or the restrictions on quark flavours present in the 'staggered' formulation [53-55]. It follows then that the action one chooses in performing a lattice calculation must depend on the application.

For our purposes herein we utilise an $\mathcal{O}(a)$-improved formulation of the Wilson action known as the Sheikholeslami-Wohlert or, more commonly, clover action [56]. Firstly, the Wilson action is obtained from the naive action by the addition of a
finite-difference second-derivative term with vanishing effect in the continuum,

$$
\begin{equation*}
S_{\mathrm{F}}^{(W)}=S_{\mathrm{F}}^{\text {naive }}-\frac{r a^{3}}{2} \sum_{f} \sum_{x} \sum_{\mu} \bar{\psi}_{f}(x)\left[\psi_{f}(x+\hat{\mu} a)+\psi_{f}(x-\hat{\mu} a)-2 \psi_{f}(x)\right], \tag{2.26}
\end{equation*}
$$

where $r$ is the Wilson parameter. As previously mentioned, the addition of this term results in broken chiral symmetry even for $m_{f} \rightarrow 0$, but removes fermion doublers. Generalising the fermion action to the interacting theory with QCD and QED, we can insert the relevant link variables which render the Wilson action gauge invariant as
$S_{\mathrm{F}}^{(W)}\left[U, A^{E M}, \bar{\psi}, \psi\right]=\sum_{f} \sum_{x} \sum_{\mu} \frac{a^{3}}{2}\left[\bar{\psi}_{f}(x)\left(\gamma_{\mu}-r\right) e^{i a q_{f} A_{\mu}^{E M}(x)} U_{\mu}(x) \psi_{f}(x+\hat{\mu} a)-\right.$
$\left.\bar{\psi}_{f}(x)\left(\gamma_{\mu}+r\right) e^{-i a q_{f} A_{\mu}^{E M}(x)} U_{\mu}^{\dagger}(x-\hat{\mu} a) \psi_{f}(x-\hat{\mu} a)\right]+\sum_{f}\left(m_{f} a+4 r\right) a^{3} \sum_{x} \bar{\psi}_{f}(x) \psi_{f}(x)$,
where $e^{i a q_{f} A_{\mu}^{E M}(x)}$ is the QED link variable responsible for including the coupling of the photon field to the quark flavour $f$ with electric charge $q_{f}$, analogous to Equation (2.14).

Besides breaking chiral symmetry, a further consequence of the Wilson action is that the additional term introduces $\mathcal{O}(a)$ errors, where the gauge actions are good to (at least) $\mathcal{O}\left(a^{2}\right)$ [50]. This motivates the Sheikholeslami-Wohlert $\mathcal{O}(a)$-improvement of the Wilson action, which is achieved by the addition of a further term,

$$
\begin{equation*}
S_{\mathrm{F}}^{(S W)}=S_{\mathrm{F}}^{(W)}-\frac{c_{S W} a^{4}}{4} \sum_{f} \sum_{x} \sum_{\mu, \nu} \bar{\psi}_{f}(x) \sigma_{\mu \nu} \hat{G}_{\mu \nu}(x) \psi_{f}(x), \tag{2.28}
\end{equation*}
$$

where $c_{S W}$ is the clover coefficient which may be tuned to optimise the improvement perturbatively or, as in our case, non-perturbatively [50], and $\hat{G}$ is a discretised gluon field strength tensor given explicitly in terms of QCD link variables [56].

## The quark hopping parameter

In practice, it is typical to define the 'hopping parameter' $\kappa_{f} \equiv 1 /\left(2 m_{f} a+8 r\right)$ and re-scale the quark fields according to $\psi_{f} / \sqrt{2} \kappa_{f} \rightarrow \psi_{f}$, which yields

$$
\begin{equation*}
S_{\mathrm{F}}^{(S W)}\left[U, A^{E M}, \bar{\psi}, \psi\right]=\sum_{f} \sum_{x, y} \bar{\psi}_{f}(x) M_{f}(x, y) \psi_{f}(y), \tag{2.29}
\end{equation*}
$$

where the clover fermion matrix is given by

$$
M_{f}(x, y)=\delta_{x, y} a^{3}-a^{3} \kappa \sum_{\mu}\left[\left(r-\gamma_{\mu}\right) e^{i a q_{f} A_{\mu}^{E M}(x)} U_{\mu}(x) \delta_{x+\hat{\mu} a, y}+\right.
$$

$$
\begin{equation*}
\left.\left(\gamma_{\mu}+r\right) e^{-i a q_{f} A_{\mu}^{E M}(x)} U_{\mu}^{\dagger}(x-\hat{\mu} a) \delta_{x-\hat{\mu} a, y}\right]-\frac{\kappa_{f} c_{S W} a^{4}}{2} \sum_{\mu, \nu} \sigma_{\mu \nu} \hat{G}_{\mu \nu}(x) \delta_{x, y} \tag{2.30}
\end{equation*}
$$

In our simulations we take the Wilson parameter $r=1$, and in the absence of gauge fields the Wilson quark's bare mass is then given in terms of the hopping parameter by $a m_{f}=1 / 2 \kappa_{f}-4$. With interactions present, broken chiral symmetry manifests as an additive renormalisation of the quark mass which depends on the lattice spacing, giving

$$
\begin{equation*}
a m_{f}=\frac{1}{2 \kappa_{f}}-\frac{1}{2 \kappa_{f}^{c}}, \tag{2.31}
\end{equation*}
$$

where $\kappa_{f}^{c}$ is the critical hopping parameter, which must be determined for a given set of $c_{S W}, \beta_{\mathrm{QCD}}$ and $\beta_{\mathrm{QED}}$ values. The value of $\kappa_{f}^{c}$ may be inferred from the $\kappa$ dependence of the pion mass on the lattice, since the pion mass is known to vanish when the relevant bare quark mass vanishes, independent of the lattice spacing. We discuss this process for the lattice ensembles used in this thesis in Section 2.3.

## Scale setting

One might assume that the spacing $a$ is an input parameter to a lattice calculation, but in fact it is not independent of $\beta_{\mathrm{QCD}}$, and hence the actions are constructed in a dimensionless way and the spacing is determined after-the-fact. A common choice is to determine the scale by calculating a quantity such as a hadron mass $M$, accessible only in the dimensionless combination $a M$ on the lattice, and comparing the result with an experimental value,

$$
\begin{equation*}
a=\frac{(a M)^{\text {latt. }}}{M^{\text {exp. }}} \tag{2.32}
\end{equation*}
$$

One technicality with this approach is the dependency of the lattice quantity $a M$ on the input bare quark masses. To properly compare with the experimental value, $a M$ should be calculated using 'physical' values of the bare quark masses, or the lattice value extrapolated to the physical point using multiple determinations at large quark-mass values. Moreover, the 'physical' bare quark masses should be determined from where ratios of lattice hadron masses take their experimental values. The lattice spacings of the ensembles employed in this thesis have been determined in this manner from hadron masses, and we will discuss this in greater detail in Section 2.3.

There are various alternatives which avoid the calculation of lattice quark propagators such as the Sommer scale, $r_{0}$ [57], and $w_{0}$ scale [58-60]. These methods are used to set the overall scale so that the QCD renormalisation group may be used to determine $a$ directly from $\beta_{Q C D}$.

## The lattice quark propagator

Recall now our method for approximating the two-point function in Equation (2.12), and note that the above fermion matrix, Equation (2.30), is a discrete analogue of the continuum Dirac matrix referenced there. We may summarise that, generally
speaking, approximation of hadronic correlation functions on the lattice is achieved by averaging the appropriate combination of quark propagators over an ensemble of link variable configurations. These configurations are generated according to a distribution governed by a discrete gauge action, such as that given by Equation (2.22), and further weighted by the determinants of discrete fermion matrices such as those given by Equation (2.30). We will now discuss the calculation of the inverse (discrete) fermion matrix, or quark propagator, in some more detail.

The complete, 'all-to-all' lattice quark propagator $S(y ; x)$, connecting each site $x$ with all sites $y$, is a prohibitively costly object to compute and store for typical lattice sizes. We have dedicated Chapter 4 to the approximation of this object for use in Chapters 5 and 6, but for many applications it is sufficient to compute correlation functions using propagators connecting a single source point $x_{0}$ to every lattice site $y$, denoted 'point-to-all' propagators, $S_{f}\left(y ; x_{0}\right)$. This is possible due to the translational invariance of the resulting correlation functions; any site in the lattices four-volume is a suitable source point upon gauge ensemble average. The point-to-all propagator is calculated by numerically inverting the fermion matrix against a delta function as in the equation

$$
\begin{equation*}
\sum_{y} M(x, y)_{\zeta \alpha}^{c a} S\left(y ; x_{0}\right)_{\alpha \beta}^{a b}=\delta_{x x_{0}} \delta^{b c} \delta_{\beta \zeta}, \tag{2.33}
\end{equation*}
$$

where we have made the colour (superscript) and spin (subscript) indices explicit. An inversion must be performed for each of the 12 combinations of spin and colour at the source. When performing Wick contractions for fermionic two-point functions with a fixed source location, it is typical to encounter quark propagators like $S\left(x_{0} ; y\right)$, connecting every site at the source to a single sink. A very useful transformation property of the propagator in this instance is $S\left(x_{0} ; y\right)=\gamma_{5} S\left(y ; x_{0}\right)^{\dagger} \gamma_{5}$, which allows us to write such correlation functions entirely in terms of the point-to-all propagator.

Note that the lattice quark propagator itself is not gauge-invariant, and there are many additional Green's functions of interest that require gauge-fixing to allow for comparison with other determinations. We will be predominantly interested in gauge-invariant combinations of quark propagators in this work, such as our base example in Equation (2.2), and hence for our current purposes we only note that various programs for lattice gauge-fixing exist (e.g. [61]).

### 2.2 Correlation functions

We have spent the preceding section introducing the basic means for approximating the continuum Green's functions of QCD and QED on a discrete lattice. In particular, this approximation proceeds via evaluation of lattice-regularised path integrals such as the right-hand side of Equation (2.5). In this section we will take a closer look at the Green's functions themselves, and in particular introduce the spectral decomposition and large Euclidean-time limit, which are frequently invoked in extracting lattice quantities.

Let us generalise Equation (2.5) to a two-point function with arbitrary source and sink operators $\mathcal{O}_{i}$ and $\mathcal{O}_{j}$ respectively,

$$
\begin{equation*}
\langle\Omega| \mathcal{O}_{j}(y) \mathcal{O}_{i}(x)|\Omega\rangle=\frac{\int D A_{\mu} D \bar{\psi} D \psi \mathcal{O}_{j}(y) \mathcal{O}_{i}(x) e^{-S}}{\int D A_{\mu} D \bar{\psi} D \psi e^{-S}} \tag{2.34}
\end{equation*}
$$

where the time-ordering $\tau^{\prime}=y_{4}>x_{4}=\tau$ is assumed, and the correlation function of Equation (2.2) is recovered if we choose $\mathcal{O}_{j}(y)=\bar{\psi}_{f}(y) \psi_{f^{\prime}}(y)$ and $\mathcal{O}_{i}(x)=$ $\bar{\psi}_{f^{\prime}}(x) \psi_{f}(x)$.

We have discussed in the previous section how to deal with the right-hand side of Equation (2.34) under lattice regularisation, and we will now investigate the lefthand side under the same discretisation. It is usually more instructive to study the left-hand side after integrating the spatial degrees of freedom, and so we perform the discrete Fourier transforms

$$
\begin{equation*}
C\left(\vec{p}^{\prime}, \tau^{\prime} ; \vec{p}, \tau\right) \equiv \frac{1}{L^{3}} \sum_{\vec{x}, \vec{y}} e^{i \vec{p}^{\prime} \cdot \vec{y}} e^{-i \vec{p} \cdot \vec{x}}\langle\Omega| \mathcal{O}_{j}\left(\vec{y}, \tau^{\prime}\right) \mathcal{O}_{i}(\vec{x}, \tau)|\Omega\rangle \tag{2.35}
\end{equation*}
$$

where we have set the lattice spacing $a=1$ for simplicity, and $L^{3}$ is the spatial volume of the lattice ${ }^{3}$. Note that due to the finite extent of the lattice, the available momenta $p_{i}$ are multiples of $2 \pi / L_{i}$, where $L_{i}$ is the extent of the lattice component in the $i^{\text {th }}$ direction. The spectral decomposition proceeds by insertion of a complete set of states between the operators

$$
\begin{equation*}
C\left(\vec{p}^{\prime}, \tau^{\prime} ; \vec{p}, \tau\right)=\sum_{\vec{x}, \vec{y}} \sum_{n} \sum_{\vec{k}} \frac{e^{i \vec{p}^{\prime} \cdot \vec{y}} e^{-i \vec{p} \cdot \vec{x}}}{2 E_{n, \vec{k}} L^{6}}\langle\Omega| \mathcal{O}_{j}\left(\vec{y}, \tau^{\prime}\right)|n, \vec{k}\rangle\langle n, \vec{k}| \mathcal{O}_{i}(\vec{x}, \tau)|\Omega\rangle \tag{2.36}
\end{equation*}
$$

and the spacetime dependence of the source and sink operators may be separated as

$$
\begin{equation*}
\mathcal{O}(\vec{x}, \tau)=e^{\hat{H} \tau+i \hat{p} \cdot \vec{x}} \mathcal{O} e^{-\hat{H} \tau-i \hat{p} \cdot \vec{x}} \tag{2.37}
\end{equation*}
$$

for the Hamiltonian and 3-momentum operators $\hat{H}$ and $\hat{\vec{p}}$ respectively. Substituting into Equation (2.36) gives

$$
\begin{align*}
C\left(\vec{p}^{\prime}, \tau^{\prime} ; \vec{p}, \tau\right)=\sum_{\vec{x}, \vec{y}} & \sum_{n} \sum_{\vec{k}} \frac{e^{i \vec{p}^{\prime} \cdot \vec{y}} e^{-i \vec{p} \cdot \vec{x}}}{2 E_{n, \vec{k}} L^{6}}\langle\Omega| \mathcal{O}_{j} e^{-i \vec{k} \cdot \vec{y}-E_{n, \vec{k}} \tau^{\prime}}|n, \vec{k}\rangle \\
& \times\langle n, \vec{k}| e^{i \vec{k} \cdot \vec{x}+E_{n, \vec{k}^{\tau}}} \mathcal{O}_{i}|\Omega\rangle . \tag{2.38}
\end{align*}
$$

We may now perform the sums over $\vec{x}$ and $\vec{y}$, yielding momentum delta functions

$$
C\left(\vec{p}^{\prime}, \tau^{\prime} ; \vec{p}, \tau\right)=\sum_{n} \sum_{\vec{k}} \frac{(2 \pi)^{6} \delta^{3}\left(\vec{p}^{\prime}-\vec{k}\right) \delta^{3}(\vec{p}-\vec{k})}{2 E_{n, \vec{k}} L^{6}}\langle\Omega| \mathcal{O}_{j}|n, \vec{k}\rangle
$$
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$$
\begin{equation*}
\times\langle n, \vec{k}| \mathcal{O}_{i}|\Omega\rangle e^{-E_{n, \vec{k}}\left(\tau^{\prime}-\tau\right)} \tag{2.39}
\end{equation*}
$$

\]

Clearly this correlation function vanishes for $\vec{p}^{\prime} \neq \vec{p}$, which is what we should expect from conservation of momentum. For the case $\vec{p}^{\prime}=\vec{p}$ we get

$$
\begin{equation*}
C(\vec{p}, t)=\sum_{n} \frac{1}{2 E_{n, \vec{p}}}\langle\Omega| \mathcal{O}_{j}|n, \vec{p}\rangle\langle n, \vec{p}| \mathcal{O}_{i}|\Omega\rangle e^{-E_{n, \vec{p} t}} \tag{2.40}
\end{equation*}
$$

which is the spectral decomposition of the two-point function. Since the energies are real and positive, in the limit of very large source and sink (Euclidean) time separations $t \equiv \tau^{\prime}-\tau$, the ground state is resolved

$$
\begin{equation*}
C(\vec{p}, t) \rightarrow \frac{1}{2 E_{0, \vec{p}}}\langle\Omega| \mathcal{O}_{j}|n=0, \vec{p}\rangle\langle n=0, \vec{p}| \mathcal{O}_{i}|\Omega\rangle e^{-E_{0, \vec{p}} t} \tag{2.41}
\end{equation*}
$$

This simple observation may be used to calculate hadron masses, for example, by choosing operators with appropriate quantum numbers ${ }^{4}$ and projecting onto $\vec{p}=0$, or to calculate matrix elements of a chosen operator.

A standard technique for studying ground state masses from correlation functions is the effective energy (or effective mass for $\vec{p}=0$ ), whereby one constructs the combination

$$
\begin{equation*}
E_{e f f}=\frac{1}{\delta t} \log \left(\frac{C(\vec{p}, t)}{C(\vec{p}, t+\delta t)}\right) \tag{2.42}
\end{equation*}
$$

which converges to the lowest energy, $E_{0, \vec{p}}$, as $t \rightarrow \infty$. The region at which $t$ is considered large enough to reliably extract the ground-state energy is usually determined by looking for so-called plateaus, where the effective energy has flattened out and can be fit to a constant value with fair goodness-of-fit. An example of a typical signal for a baryon two-point correlation function and its associated effective mass is presented in Figure 2.1. In the given example, the effective mass would suggest visually that the region $t \in[9,16]$ contains the best-fit plateau, and this should be confirmed through calculation of a goodness-of-fit test statistic such as the $\chi^{2} /$ dof.

We note that in the above spectral decomposition which culminated with Equation (2.40), we have assumed that our operators have vanishing vacuum expectation values, which need not be true in general. For example, the scalar quark bilinear $\mathcal{O}_{S}=\bar{\psi} \psi$, as in our initial example, will retain the vacuum term entering with the complete set of states, and give a spectral decomposition

$$
\begin{equation*}
\left.\left.C_{S}(\vec{p}, t)=\left|\langle\Omega| \mathcal{O}_{S}\right| \Omega\right\rangle\left.\right|^{2}+\sum_{n} \frac{1}{2 E_{n, \vec{p}}}\left|\langle n, \vec{p}| \mathcal{O}_{S}\right| \Omega\right\rangle\left.\right|^{2} e^{-E_{n, \vec{p}} t} \tag{2.43}
\end{equation*}
$$
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Figure 2.1: An example of a typical signal for a baryon two-point correlation function (top), and its corresponding effective mass (bottom) as defined in Equation (2.42) with $\delta t=2$. By inspection, the ground-state mass would likely be extracted in the region $t \in[9,16]$, as determined by a statistical analysis.

In this case one could simply account for this vacuum expectation value by fitting to a function of the form $A+B e^{-E t}$, at large $t$, in order to extract the ground state energy.

As a final remark on correlation functions we note that the boundary condition imposed in the time direction, which we take as anti-periodic for the quarks, results in the presence of a backwards propagating state for each state appearing in the spectral sum. It is often sufficient to ignore this state provided that the time extent of the lattice is great enough, and as such the number of sites in the time direction is typically chosen to be twice that of the spatial dimensions. If the backwards propagating states cannot be ignored at the precision of the calculation, the spectral decomposition may be updated to include them as

$$
\begin{equation*}
C(\vec{p}, t)=\sum_{n} \frac{1}{2 E_{n, \vec{p}}}\langle\Omega| \mathcal{O}_{f}|n, \vec{p}\rangle\langle n, \vec{p}| \mathcal{O}_{i}|\Omega\rangle\left(e^{-E_{n, \vec{p}} t}+e^{-(T-t) E_{n, \vec{p}}}\right), \tag{2.44}
\end{equation*}
$$

with $T$ the full Euclidean time extent of the lattice. In this thesis we find it advantageous to consider the backwards propagating states wherever mesons are concerned.

### 2.3 Mass tuning and gauge ensemble selection

The lattice simulations in this thesis are performed using three light flavours of dynamical ${ }^{5}$ quark, which we endow with the physical electric charges of the up, down and strange quarks, although with an un-physically large QED coupling which will be discussed shortly. Because of the great simplification to our quark-mass extrapolation scheme, the flavour-breaking expansion [63], as well as improved precision for partially quenched ${ }^{6}$ calculations, our desire is to start from a point of $\mathrm{SU}(3)$-flavour symmetry, $m_{u}=m_{d}=m_{s}$, and hold the singlet quark mass fixed

$$
\begin{equation*}
\bar{m}=\frac{1}{3}\left(m_{u}+m_{d}+m_{s}\right)=\text { constant } . \tag{2.45}
\end{equation*}
$$

Equation (2.45) defines a plane in the space of quark masses, and it is crucial that the plane defined by $\bar{m}$ contains $^{7}$ the physical point, i.e. the point where the quark masses result in physical values for sufficient ratios of hadron masses [64]. Due to the presence of QED however, it is not possible to achieve exact $\mathrm{SU}(3)$-flavour symmetry since the up and down/strange quarks have different electric charges, and hence equal bare masses no longer results in degenerate quarks. Instead, when $m_{d}=m_{s}$ the residual flavour symmetry is called U-spin symmetry; the degeneracy of the down and strange quarks. We are instead left to choose an approximate SU(3)-flavour symmetric point, but still with exact U-spin symmetry [65], which we choose as

$$
\begin{equation*}
M_{u \bar{u}}^{2}=M_{d \bar{d}}^{2}=M_{s \bar{s}}^{2}=X_{\pi}^{2} \tag{2.46}
\end{equation*}
$$

where the first three masses-squared are for connected neutral pseudoscalar mesons with only up, down or strange valence quarks respectively, and

$$
\begin{equation*}
X_{\pi}^{2}=\frac{1}{6}\left[\left(M_{K^{+}}^{\star}\right)^{2}+\left(M_{K^{0}}^{\star}\right)^{2}+\left(M_{K^{-}}^{\star}\right)^{2}+\left(M_{\bar{K}^{0}}^{\star}\right)^{2}+\left(M_{\pi^{+}}^{\star}\right)^{2}+\left(M_{\pi^{-}}^{\star}\right)^{2}\right] . \tag{2.47}
\end{equation*}
$$

The $\star$ superscript denotes the experimental value of the corresponding meson mass. For this purpose the meson masses are calculated without disconnected contributions, which will be discussed at length in Chapter 5 . The significance of the quantity $X_{\pi}^{2}$ is that it is a mass combination which, according to its flavour-breaking mass parametrisation [63], will remain approximately constant on the plane defined by Equation (2.45) and hence fix the bare quark masses to the correct $\bar{m}$-plane.

The critical hopping parameter for each quark flavour, $\kappa_{f}^{c}$, is determined by extrapolating the corresponding meson mass-squared $M_{f \bar{f}}^{2}$ to zero using partially

[^5]quenched simulations, giving the bare quark mass
\[

$$
\begin{equation*}
m_{f}\left(\kappa_{f}, q_{f}\right)=\frac{1}{2}\left(\frac{1}{\kappa_{f}}-\frac{1}{\kappa_{f}^{c}\left(q_{f}\right)}\right) \tag{2.48}
\end{equation*}
$$

\]

shown with explicit dependence on the quark's electric charge $q_{f}$. Our quark-mass extrapolation scheme for hadron properties, detailed in subsequent chapters, is made around the approximate $\mathrm{SU}(3)$-symmetric point defined by Equation (2.46). The relevant deviations in quark mass from the approximate symmetric point are hence [65]

$$
\begin{equation*}
\delta m_{f}\left(\kappa_{f}, q_{f}\right) \equiv m_{f}\left(\kappa_{f}, q_{f}\right)-\bar{m}=\frac{1}{2}\left(\frac{1}{\kappa_{f}}-\frac{1}{\kappa_{f}^{\text {syms }}\left(q_{f}\right)}\right), \tag{2.49}
\end{equation*}
$$

where $\kappa_{f}^{\text {syms }}$ denotes the hopping parameter corresponding to $M_{f \bar{f}}^{2}=X_{\pi}^{2}$. In terms of our expansion parameters, the constant- $\bar{m}$ surface condition implies

$$
\begin{equation*}
\delta m_{u}+\delta m_{d}+\delta m_{s}=0 \tag{2.50}
\end{equation*}
$$

The QCD+QED gauge ensembles we employ throughout this work are a mixture of $24^{3} \times 48,32^{3} \times 64$ and $48^{3} \times 96$ volumes with three flavours of dynamical quark constrained to the constant- $\bar{m}$ plane containing the approximate $\mathrm{SU}(3)$-symmetric point with

$$
\begin{equation*}
\kappa_{u}^{\text {syms }}=0.124362, \quad \kappa_{d / s}^{\text {syms }}=0.121713 \tag{2.51}
\end{equation*}
$$

The coupling constants are $\beta_{\mathrm{QCD}}=5.50$ and $\beta_{\mathrm{QED}}=0.8$, which corresponds to a QED coupling of $\alpha_{\text {QED }} \approx 0.1$ that is much larger than the physical $1 / 137$. This was chosen to help ensure that we could observe qualitative QED effects in our lattice results, which are understood to be much smaller than the QCD contributions in hadron spectroscopy. Where quantitative QED effects are desired in later chapters we discuss correcting for our un-physically large coupling therein. The lattice spacing has been determined on $32^{3} \times 64$ and $48^{3} \times 96$ volumes as $a^{-1}=2.89(5) \mathrm{GeV}$ and $a^{-1}=2.91(3) \mathrm{GeV}$ respectively by comparing the value of $a X_{\pi}$, extrapolated to the physical point using the flavour-breaking expansion, with the experimental value $X_{\pi}$ [65].

Where the partially quenched approximation is used in Chapter 3, the valence and sea quarks are confined to the same constant- $\bar{m}$ plane. Since the primary aim of the results herein is to study the nature of hadron properties under broken flavoursymmetry, the ensembles are largely focused near to the approximate symmetric point, where flavour-breaking leads to more pronounced consequences, with some more heavily flavour-breaking ensembles used to improve quark-mass parametrisations. More detailed information about the lattice simulations used to obtain results in each chapter can be found therein.

## Chapter 3

## $\Sigma^{0}-\Lambda$ state mixing

The first classification of the low-lying hadronic states in terms of their valence quark structure was given by the eight-fold way [16], and is based on $\mathrm{SU}(3)$-flavour symmetry. This idea is still useful today, however $\mathrm{SU}(3)$-flavour symmetry is broken in nature by the non-degenerate bare masses and charges of the up, down and strange quarks. In particular, it is understood that isospin (also denoted T-spin [66]) is only approximately realised in nature, and so idealised hadronic states such as the $\Sigma^{0}$ and $\Lambda$, which differ only in their isospin eigenvalues, are permitted to mix to form the physical mass eigenstates. This mixing is typically parametrised by a mixing angle, and we will detail this parametrisation in the following section.

The extent to which the $\Sigma^{0}$ and $\Lambda$ mix depends upon the severity of isospin breaking, as well as the residual and much greater $\mathrm{SU}(3)$ symmetry breaking by the strange quark. One approach in calculating the $\Sigma^{0}-\Lambda$ mixing, due to Dalitz and Von Hippel (denoted DvH [34]), is based on relationships between the electromagnetic mass-splittings of octet baryons. This was derived through consideration of an effective Lagrangian density exhibiting $\mathrm{SU}(3)$-flavour symmetry plus a perturbation which encodes bare quark mass and QED effects [67], and uses experimental baryon masses as inputs. Because of this, separate QCD and QED contributions cannot be approximated within this framework alone. A similar approach is employed in [68]. In pure QCD , there is a well-known result for the mixing from $\chi \mathrm{PT}[35,69]$, and a previous determination in lattice QCD [36, 70, 71], with all existing results giving a mixing angle in the range $\approx 0.5^{\circ}-1^{\circ}$.

Our aim herein is to study the extent and quality of the state mixing between the $\Sigma^{0}$ and $\Lambda$ baryons on the lattice, and in particular the distinct contributions from both QCD and QED. We describe and perform calculations using a novel method that focuses on the eigenvectors obtained from a variational analysis of a matrix of correlation functions, and derive a quark-mass expansion formula which is used to give preliminary results at the physical quark masses. The work presented in this chapter is the subject of our publication [72].

### 3.1 Lattice computation of $\Sigma^{0}-\Lambda$ mixing

We will now describe the process by which we have probed the $\Sigma^{0}-\Lambda$ state mixing in lattice QCD+QED. The underlying premise is to study the diagonalization of the variational matrix of correlation functions defined with respect to different (local) source and sink interpolating operators for the $\Sigma^{0}$ and $\Lambda$.

Throughout this chapter we often discuss variation of the light quark masses and charges, or discuss degeneracies of the quarks. Whilst obviously the physical quarks have fixed mass and charge parameters up to renormalisation, lattice simulations such as ours often use unphysical quark masses and charges for ease of calculation, and it therefore becomes natural to consider how quantities might change under variation of these parameters.

### 3.1.1 Interpolating operators and correlation functions

In this section we will explore the roles of other $\mathrm{SU}(2)$ subgroups in addition to isospin, and so in our present discussion we use the placeholder labels $a, b$ and $c$ in place of the three light quark flavours. Following the notation introduced in [36], we employ a basis of standard Euclidean-space interpolating operators for the $\mathrm{SU}(3)$ $\Sigma^{0}$ and $\Lambda$ octet baryons with flavour content $a, b, c$,

$$
\begin{equation*}
\mathcal{B}_{\Sigma(a b c)}(x)_{\alpha}=\frac{1}{\sqrt{2}} \epsilon^{l m n}\left(b(x)_{\alpha}^{l}\left[a(x)^{m \top} C \gamma^{5} c(x)^{n}\right]+a(x)_{\alpha}^{l}\left[b(x)^{m \top} C \gamma^{5} c(x)^{n}\right]\right) \tag{3.1}
\end{equation*}
$$

and

$$
\begin{gather*}
\mathcal{B}_{\Lambda(a b c)}(x)_{\alpha}=\frac{1}{\sqrt{6}} \epsilon^{l m n}\left(2 c(x)_{\alpha}^{l}\left[a(x)^{m \top} C \gamma^{5} b(x)^{n}\right]+b(x)_{\alpha}^{l}\left[a(x)^{m \top} C \gamma^{5} c(x)^{n}\right]\right. \\
\left.-a_{\alpha}^{l}(x)\left[b^{m}(x)^{\top} C \gamma^{5} c^{n}(x)\right]\right), \tag{3.2}
\end{gather*}
$$

where $C=\gamma_{2} \gamma_{4}$, the superscript $T$ denotes a transpose in Dirac space, $l, m$ and $n$ are colour indices and $\alpha$ a Dirac index. Note that the position of the flavour labels is important here. These operators are constructed to exhibit the necessary colour antisymmetry and definite $\mathrm{SU}(2)$ symmetry in the quark flavours $a$ and $b$; symmetric under an interchange of $a$ and $b$ for the $\Sigma$ operator and antisymmetric for the $\Lambda$. The three choices of Cartan subalgebra for $\mathrm{SU}(3)$-flavour [73], T-, V- and U-spin (see [74]), correspond to replacement of the placeholder flavours $a / b$ by $u / d, u / s$ and $d / s$ respectively. Evident in the opposing symmetries of these two operators under the interchange of $a$ and $b$; if the $a$ and $b$ quarks are degenerate, these operators are orthogonal and there is no $\Sigma^{0}-\Lambda$ mixing.

We use these operators to form the $2 \times 2$ matrix of correlation functions with elements

$$
\begin{equation*}
C_{i j}(t)=\sum_{\vec{y}} \operatorname{Tr}_{D} \Gamma_{\text {unpol }}\langle 0| \mathcal{B}_{i}(\vec{y}, t) \overline{\mathcal{B}}_{j}\left(\vec{x}_{0}, 0\right)|0\rangle \tag{3.3}
\end{equation*}
$$

where $\Gamma_{\text {unpol }}=\left(1+\gamma_{4}\right) / 2, \operatorname{Tr}_{D}$ denotes a trace in Dirac (spin) indices, and $i$ and $j$ enumerate the operator labels $\Sigma(a b c)$ and $\Lambda(a b c)$.

The correlation functions are calculated in lattice QCD+QED via Wick's theorem, whereby the correlation functions may be written in terms of lattice quark propagators, with the gauge ensemble average implied. Explicitly,

$$
\begin{align*}
& C_{\Sigma(a b c) \Sigma(a b c)}(t)=\sum_{\vec{y}} \operatorname{Tr}_{D} \Gamma_{\text {unpol }}\left\langle\mathcal{B}_{\Sigma(a b c)}(\vec{y}, t) \overline{\mathcal{B}}_{\Sigma(a b c)}\left(\vec{x}_{0}, 0\right)\right\rangle=\sum_{\vec{y}} \frac{\epsilon^{l m n} \epsilon^{l^{\prime} m^{\prime} n^{\prime}}}{2} \times \\
& \left(\operatorname{Tr}_{D}\left[\Gamma_{\text {unpol }} S_{a}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l l^{\prime}}\right] \operatorname{Tr}_{D}\left[S_{b}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m m^{\prime}} C \gamma^{5} S_{c}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C\right]+\right. \\
& \operatorname{Tr}_{D}\left[\Gamma_{\text {unpol }} S_{b}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l l^{\prime}}\right] \operatorname{Tr}_{D}\left[S_{a}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m m^{\prime}} C \gamma^{5} S_{c}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C\right]+ \\
& \operatorname{Tr}_{D}\left[\Gamma_{\text {unpol }} S_{b}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l m^{\prime}} C \gamma^{5} S_{c}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C S_{a}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m l^{\prime}}\right]+ \\
& \left.\operatorname{Tr}_{D}\left[\Gamma_{\text {unpol }} S_{a}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l m^{\prime}} C \gamma^{5} S_{c}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C S_{b}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m l^{\prime}}\right]\right) \tag{3.4}
\end{align*}
$$

where $S_{f}\left(y ; x_{0}\right)$ is the point-to-all quark propagator of Equation (2.33), from source $x_{0}=\left(\vec{x}_{0}, 0\right)$ to sink $y=(\vec{y}, t)$, for a quark of flavour $f$. The other diagonal entry of our correlation function matrix evaluates to

$$
\begin{aligned}
& C_{\Lambda(a b c) \Lambda(a b c)}(t)=\sum_{\vec{y}} \frac{\epsilon^{l m n} \epsilon^{l^{\prime} m^{\prime} n^{\prime}}}{6} \times \\
& \left(4 \operatorname{Tr}_{D}\left[\Gamma_{\text {unpol }} S_{c}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l l^{\prime}}\right] \operatorname{Tr}_{D}\left[S_{b}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m m^{\prime}} C \gamma^{5} S_{a}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C\right]+\right. \\
& \operatorname{Tr}_{D}\left[\Gamma_{\text {unpol }} S_{a}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l l^{\prime}}\right] \operatorname{Tr}_{D}\left[S_{b}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m m^{\prime}} C \gamma^{5} S_{c}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C\right]+ \\
& \operatorname{Tr}_{D}\left[\Gamma_{\text {unpol }} S_{b}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l l^{\prime}}\right] \operatorname{Tr}_{D}\left[S_{a}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m m^{\prime}} C \gamma^{5} S_{c}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C\right]+ \\
& \quad 2 \operatorname{Tr}_{D}\left[\Gamma_{\text {unpol }} S_{c}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l m^{\prime}} C \gamma^{5} S_{a}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C S_{b}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m l^{\prime}}\right]+ \\
& \\
& \quad 2 \operatorname{Tr}_{D}\left[\Gamma_{\text {unpol }} S_{c}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l m^{\prime}} C \gamma^{5} S_{b}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C S_{a}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m l^{\prime}}\right]+ \\
& \quad 2 \operatorname{Tr}_{D}\left[\Gamma_{\text {unpol }} S_{b}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l m^{\prime}} C \gamma^{5} S_{a}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C S_{c}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m l^{\prime}}\right]+ \\
& \quad 2 \operatorname{Tr}_{D}\left[\Gamma_{\text {unpol }} S_{a}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l m^{\prime}} C \gamma^{5} S_{b}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C S_{c}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m l^{\prime}}\right]- \\
& \operatorname{Tr}_{D}\left[\Gamma_{\text {unpol }} S_{b}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l m^{\prime}} C \gamma^{5} S_{c}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C S_{a}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m l^{\prime}}\right]-
\end{aligned}
$$

$$
\begin{equation*}
\left.\operatorname{Tr}_{D}\left[\Gamma_{\text {unpol }} S_{a}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l m^{\prime}} C \gamma^{5} S_{c}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C S_{b}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m l^{\prime}}\right]\right) \tag{3.5}
\end{equation*}
$$

and the two off-diagonal entries, which are numerically equal, give

$$
\begin{align*}
& C_{\Sigma(a b c) \Lambda(a b c)}(t)=C_{\Lambda(a b c) \Sigma(a b c)}(t)=\sum_{\vec{y}} \frac{\epsilon^{l m n} \epsilon^{l^{\prime} m^{\prime} n^{\prime}}}{2 \sqrt{3}} \times \\
& \left(\operatorname{Tr}_{D}\left[\Gamma_{u n p o l} S_{b}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l l^{\prime}}\right] \operatorname{Tr}_{D}\left[S_{a}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m m^{\prime}} C \gamma^{5} S_{c}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C\right]-\right. \\
& \operatorname{Tr}_{D}\left[\Gamma_{\text {unpol }} S_{a}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l l^{\prime}}\right] \operatorname{Tr}_{D}\left[S_{b}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m m^{\prime}} C \gamma^{5} S_{c}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C\right]+ \\
& 2 \operatorname{Tr}_{D}\left[\Gamma_{u n p o l} S_{b}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l m^{\prime}} C \gamma^{5} S_{a}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C S_{c}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m l^{\prime}}\right]- \\
& 2 \operatorname{Tr}_{D}\left[\Gamma_{\text {unpol }} S_{a}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l m^{\prime}} C \gamma^{5} S_{b}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C S_{c}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m l^{\prime}}\right]- \\
& \operatorname{Tr}_{D}\left[\Gamma_{u n p o l} S_{b}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l m^{\prime}} C \gamma^{5} S_{c}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C S_{a}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m l^{\prime}}\right]+ \\
& \left.\operatorname{Tr}_{D}\left[\Gamma_{\text {unpol }} S_{a}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{l m^{\prime}} C \gamma^{5} S_{c}^{\top}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{n n^{\prime}} \gamma^{5} C S_{b}\left(\vec{y}, t ; \vec{x}_{0}, 0\right)^{m l^{\prime}}\right]\right) . \tag{3.6}
\end{align*}
$$

It is easily confirmed by observation that the correlation functions $C_{\Sigma(a b c) \Sigma(a b c)}(t)$ and $C_{\Lambda(a b c) \Lambda(a b c)}(t)$ are symmetric under the interchange of $a$ and $b$ quarks, whilst $C_{\Sigma(a b c) \Lambda(a b c)}(t)$ is antisymmetric, as is required by the symmetries of the interpolating operators. The distinct flavours $a$ and $a^{\prime}$ do not contract under Wick's theorem but are otherwise degenerate, and hence $S_{a}(y ; x)=S_{a^{\prime}}(y ; x)$, so that $C_{\Sigma\left(a a^{\prime} c\right) \Lambda\left(a a^{\prime} c\right)}(t)=$ 0 . This is equivalent to there being no $\Sigma^{0}-\Lambda$ state mixing when the elected Cartan subalgebra corresponds to an exact symmetry. Moreover, if all three light quark flavours are degenerate, then

$$
\begin{equation*}
C_{\Sigma\left(a a^{\prime} a^{\prime \prime}\right) \Sigma\left(a a^{\prime} a^{\prime \prime}\right)}(t)=C_{\Lambda\left(a a^{\prime} a^{\prime \prime}\right) \Lambda\left(a a^{\prime} a^{\prime \prime}\right)}(t) \tag{3.7}
\end{equation*}
$$

and the correlation function matrix is proportional to the $2 \times 2$ identity.
An additional relation which we will use in our quark mass extrapolation scheme, and which can also be inferred from the underlying $\operatorname{SU}(3)$ group theory or confirmed from the detailed correlation function expressions, is

$$
\begin{gather*}
{\left[\begin{array}{ll}
C_{\Sigma\left(a b a^{\prime}\right) \Sigma\left(a b a^{\prime}\right)} & C_{\Sigma\left(a b a^{\prime}\right) \Lambda\left(a b a^{\prime}\right)} \\
C_{\Lambda\left(a b a^{\prime}\right) \Sigma\left(a b a^{\prime}\right)} & C_{\Lambda\left(a b a^{\prime}\right) \Lambda\left(a b a^{\prime}\right)}
\end{array}\right]=U\left[\begin{array}{cc}
C_{\Sigma\left(a a^{\prime} b\right) \Sigma\left(a a^{\prime} b\right)} & 0 \\
0 & C_{\Lambda\left(a a^{\prime} b\right) \Lambda\left(a a^{\prime} b\right)}
\end{array}\right] U^{T}} \\
=\left[\begin{array}{cc}
\frac{1}{2} & \frac{\sqrt{3}}{2} \\
\frac{-\sqrt{3}}{2} & \frac{1}{2}
\end{array}\right]\left[\begin{array}{cc}
C_{\Sigma\left(a a^{\prime} b\right) \Sigma\left(a a^{\prime} b\right)} & 0 \\
0 & C_{\Lambda\left(a a^{\prime} b\right) \Lambda\left(a a^{\prime} b\right)}
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{2} & \frac{-\sqrt{3}}{2} \\
\frac{\sqrt{3}}{2} & \frac{1}{2}
\end{array}\right] . \tag{3.8}
\end{gather*}
$$

This relation indicates a simple and constant diagonalization whenever one of the relevant $\mathrm{SU}(2)$ symmetries is realised. For ease of comparison with later working we list the expanded relations:

$$
\begin{align*}
& C_{\Sigma\left(a b a^{\prime}\right) \Sigma\left(a b a^{\prime}\right)}=\frac{\left(3 C_{\Lambda\left(a a^{\prime} b\right) \Lambda\left(a a^{\prime} b\right)}+C_{\Sigma\left(a a^{\prime} b\right) \Sigma\left(a a^{\prime} b\right)}\right)}{4}  \tag{3.9}\\
& C_{\Lambda\left(a b a^{\prime}\right) \Lambda\left(a b a^{\prime}\right)}=\frac{\left(3 C_{\Sigma\left(a a^{\prime} b\right) \Sigma\left(a a^{\prime} b\right)}+C_{\Lambda\left(a a^{\prime} b\right) \Lambda\left(a a^{\prime} b\right)}\right)}{4}  \tag{3.10}\\
& C_{\Sigma\left(a b a^{\prime}\right) \Lambda\left(a b a^{\prime}\right)}= \sqrt{3}\left(C_{\Lambda\left(a a^{\prime} b\right) \Lambda\left(a a^{\prime} b\right)}-C_{\Sigma\left(a a^{\prime} b\right) \Sigma\left(a a^{\prime} b\right)}\right)  \tag{3.11}\\
& 4  \tag{3.12}\\
& C_{\Lambda\left(a a^{\prime} b\right) \Lambda\left(a a^{\prime} b\right)}=\frac{\left(3 C_{\Sigma\left(a b a^{\prime}\right) \Sigma\left(a b a^{\prime}\right)}-C_{\Lambda\left(a b a^{\prime}\right) \Lambda\left(a b a^{\prime}\right)}\right)}{2}  \tag{3.13}\\
& C_{\Sigma\left(a a^{\prime} b\right) \Sigma\left(a a^{\prime} b\right)}=\frac{\left(3 C_{\Lambda\left(a b a^{\prime}\right) \Lambda\left(a b a^{\prime}\right)}-C_{\Sigma\left(a b a^{\prime}\right) \Sigma\left(a b a^{\prime}\right)}\right)}{2} .
\end{align*}
$$

### 3.1.2 Mixing angle and extrapolation scheme

In Section 3.1.1 we have detailed the lattice correlation functions which we are concerned with herein, and we will now discuss how we extract mixing information from them. We wish to find operators which couple diagonally to the $\Sigma^{0}$ and $\Lambda$, by which we mean $\langle 0| \mathcal{O}_{i}^{\star}|j\rangle \propto \delta_{i j}$ for some operators $\mathcal{O}_{\Sigma^{0}}^{\star} / \mathcal{O}_{\Lambda}^{\star}$ and physical states $\left|\Sigma^{0}\right\rangle /|\Lambda\rangle$. We denote the physical vacuum by $|0\rangle$.

We consider the eigenvalue problem (EVP)

$$
\begin{equation*}
C(t) \vec{v}_{n}(t)=\lambda_{n}(t) \vec{v}_{n}(t), \tag{3.14}
\end{equation*}
$$

where $C(t)$ is the matrix of correlation functions with elements defined in Equation (3.3). It is more typical in variational studies to solve a generalized eigenvalue problem (GEVP; see [75,76]), however the eigenvectors which determine the mixing agree mathematically between the two methods in the large-time limit. Moreover, we find better signal quality for eigenvectors calculated from the EVP in the present study, as we will see.

At large Euclidean time the correlation functions of Equation (3.3) may be written with contributions from only the least energetic states which couple to our operators via the spectral decomposition,

$$
\begin{align*}
C_{i j}(t) & =\sum_{n} \frac{1}{2 M_{n}}\langle 0| \mathcal{B}_{i}|n\rangle\langle n| \overline{\mathcal{B}}_{j}|0\rangle e^{-M_{n} t} \\
\quad & \approx \frac{1}{2 M_{\Sigma^{0}}}\langle 0| \mathcal{B}_{i}\left|\Sigma^{0}\right\rangle\left\langle\Sigma^{0}\right| \overline{\mathcal{B}}_{j}|0\rangle e^{-M_{\Sigma^{0}} t}+\frac{1}{2 M_{\Lambda}}\langle 0| \mathcal{B}_{i}|\Lambda\rangle\langle\Lambda| \overline{\mathcal{B}}_{j}|0\rangle e^{-M_{\Lambda} t} \tag{3.15}
\end{align*}
$$

with corrections beginning at $\mathcal{O}(\exp (-\Delta M t))$, where $\Delta M$ is the mass gap between the next-least-energetic state mass, $M_{3}$, and $\max \left\{M_{\Sigma^{0}}, M_{\Lambda}\right\}: \Delta M=M_{3}-$ $\max \left\{M_{\Sigma^{0}}, M_{\Lambda}\right\}$. In this limit the right eigenvectors of our real, symmetric matrix (Equation (3.14)) exhibit the property [75]

$$
\begin{equation*}
\sum_{j=1}^{2}\langle 0| \mathcal{B}_{j}|n\rangle\left[\vec{v}_{m}\right]_{j} \propto \delta_{n m}, \quad \sum_{j=1}^{2}\left[\vec{v}_{m}\right]_{j}\langle n| \overline{\mathcal{B}}_{j}|0\rangle \propto \delta_{n m} \tag{3.16}
\end{equation*}
$$

for $n=\Sigma^{0}, \Lambda$ and $\left\{\mathcal{B}_{1}, \mathcal{B}_{2}\right\}=\left\{\mathcal{B}_{\Sigma^{0}}, \mathcal{B}_{\Lambda}\right\}$, and hence we can form our diagonalizing operators as

$$
\begin{equation*}
\mathcal{O}_{\Sigma^{0}}^{\star} \equiv \sum_{j=1}^{2}\left[\vec{v}_{\Sigma^{0}}\right]_{j} \mathcal{B}_{j}, \quad \mathcal{O}_{\Lambda}^{\star} \equiv \sum_{j=1}^{2}\left[\vec{v}_{\Lambda}\right]_{j} \mathcal{B}_{j} \tag{3.17}
\end{equation*}
$$

The $2 \times 2$ matrix with columns one and two being the orthogonal, normalized-tounity eigenvectors $\vec{v}_{\Sigma^{0}}$ and $\vec{v}_{\Lambda}$ respectively, can be viewed as a rotation matrix that acts to rotate our basis of standard interpolating operators into a pair which couple diagonally to the $\Sigma^{0}$ and $\Lambda$ eigenstates. It is therefore natural to parametrise this rotation by a single mixing angle, which we call the $\Sigma-\Lambda$ mixing angle and denote $\theta_{\Sigma \Lambda}$ :

$$
\left[\begin{array}{cc}
{\left[\vec{v}_{\Sigma^{0}}\right]_{1}} & {\left[\vec{v}_{\Lambda}\right]_{1}}  \tag{3.18}\\
{\left[\vec{v}_{\Sigma^{0}}\right]_{2}} & {\left[\vec{v}_{\Lambda}\right]_{2}}
\end{array}\right]=\left[\begin{array}{cc}
\cos \theta_{\Sigma \Lambda} & -\sin \theta_{\Sigma \Lambda} \\
\sin \theta_{\Sigma \Lambda} & \cos \theta_{\Sigma \Lambda}
\end{array}\right]
$$

## Mixing angle mass parametrisation

Typically the most significant systematic error in lattice calculations is the heavier-than-physical quark masses used to reduce the computational cost of inverting the Fermion matrix. Because of this and in order to present a good estimate of a physical quantity using lattice results, it is often necessary to extrapolate the quantity from the unphysical quark masses used in the simulations to the physical masses, which requires a functional relationship between those masses and the quantity of interest.

In this work we derive a parametrisation for the mixing angle $\theta_{\Sigma \Lambda}$ in terms of the up, down and strange quark masses and charges. Since there is no mixing when the light quarks have equal masses and charges (i.e. $\mathrm{SU}(3)$-flavour symmetry is realised), we consider the mixing angle induced by mass and charge perturbations 'near' a configuration of equal-mass light quarks without charge. We denote the deviation of the quark mass of flavour $i$ from the $\mathrm{SU}(3)$-symmetric point by $\delta m_{i}=m_{i}-m_{0}$, where $m_{0}$ is the bare quark mass of all flavours at the $\mathrm{SU}(3)$-symmetric point. We restrict perturbations in the quark charges to $\epsilon Q_{i}$, proportional to the $i=u, d, s$ physical charges, $Q_{i}$, but scaled by the small parameter $\epsilon$ (so as to keep their ratios physical). This ensures that as we introduce perturbations in the quark charges simultaneously via $\epsilon$, we retain the physical U-spin symmetry with respect to QED, and reduce the number of parameters, from the three that would be required to describe independent variations of the charges, to one.

Since we have found that the eigenvectors of the matrix of correlation functions encode the mixing angle, we endeavour to Taylor expand the matrix of correlation functions itself about the aforementioned $\mathrm{SU}(3)$-symmetric point, now denoting its explicit dependence on the quark masses and charges as

$$
\begin{equation*}
C(t) \longrightarrow C\left(t, m_{a}, m_{b}, m_{c}, e_{a}, e_{b}, e_{c}\right) \quad \text { or } \quad C\left(t, \vec{m}_{a b c}, \vec{e}_{a b c}\right), \tag{3.19}
\end{equation*}
$$

where the ordering of mass and charge labels corresponds to the order of flavour labels for the individual correlation functions: $C\left(t, \vec{m}_{a b c}, \vec{e}_{a b c}\right)$ has elements $C_{i j}(t)$ for $i, j=\Sigma(a b c), \Lambda(a b c)$. We will also drop the explicit time-dependence of the correlation functions for the present discussion and take relations between timedependent quantities to be at equal Euclidean time.

Explicitly considering the isospin ordering $u d s^{1}$ and Taylor expanding to first order in $\epsilon$ gives

$$
\begin{align*}
C\left(\vec{m}_{u d s, 0}, \epsilon \vec{Q}_{u d s}\right) & \simeq C\left(\vec{m}_{u d s, 0}, 0\right)+\left.\left[\begin{array}{ll}
\frac{\partial C_{\Sigma \Sigma}\left(\vec{m}_{u d s, 0}, \epsilon \vec{Q}_{u d s}\right)}{\partial \epsilon} & \frac{\partial C_{\Sigma \Lambda}\left(\vec{m}_{u d s, 0}, \epsilon \vec{Q}_{u d s}\right)}{\partial \epsilon} \\
\frac{\partial C_{\Lambda \Sigma}\left(\vec{m}_{u d s, 0}, \epsilon \vec{Q}_{u d s}\right)}{\partial \epsilon} & \frac{\partial C_{\Lambda \Lambda}\left(\vec{m}_{u \epsilon s, 0}, \epsilon \vec{Q}_{u d s}\right)}{\partial \epsilon}
\end{array}\right]\right|_{\epsilon=0} \epsilon \\
= & C\left(\vec{m}_{u d s, 0}, 0\right)+\frac{S}{2}\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]+\frac{D_{\mathrm{QED}}}{4}\left[\begin{array}{cc}
-1 & \sqrt{3} \\
\sqrt{3} & 1
\end{array}\right], \tag{3.20}
\end{align*}
$$

where $\vec{m}_{u d s, 0}=\left(m_{0}, m_{0}, m_{0}\right)$ and

$$
\begin{align*}
S & \left.\equiv \epsilon\left(\frac{\partial C_{\Sigma \Sigma}\left(\vec{m}_{d s u, 0}, \epsilon \vec{Q}_{d s u}\right)}{\partial \epsilon}+\frac{\partial C_{\Lambda \Lambda}\left(\vec{m}_{d s u, 0}, \epsilon \vec{Q}_{d s u}\right)}{\partial \epsilon}\right)\right|_{\epsilon=0}  \tag{3.21}\\
D_{\mathrm{QED}} & \left.\equiv \epsilon\left(\frac{\partial C_{\Sigma \Sigma}\left(\vec{m}_{d s u, 0}, \epsilon \vec{Q}_{d s u}\right)}{\partial \epsilon}-\frac{\partial C_{\Lambda \Lambda}\left(\vec{m}_{d s u, 0}, \epsilon \vec{Q}_{d s u}\right)}{\partial \epsilon}\right)\right|_{\epsilon=0} . \tag{3.22}
\end{align*}
$$

We have used Equations (3.9)-(3.11) to eliminate the three independent isospin correlation functions in favour of two U-spin correlation functions. In doing this we have also isolated a contribution proportional to the identity which will have no effect on the eigenvectors. Note that, as previously expressed, $C\left(\vec{m}_{u d s, 0}, 0\right)$ is also proportional to the identity.

Now considering first order perturbations in the light quark masses we find

$$
\begin{aligned}
& C_{i j}\left(\vec{m}_{u d s}, 0\right) \simeq C_{i j}\left(\vec{m}_{u d s, 0}, 0\right)+\left(\left.\frac{\partial C_{i j}\left(\vec{m}_{u d s}, 0\right)}{\partial m_{u}}\right|_{\vec{m}_{u d s, 0}, 0}\right) \delta m_{u}+ \\
&\left(\left.\frac{\partial C_{i j}\left(\vec{m}_{u d s}, 0\right)}{\partial m_{d}}\right|_{\vec{m}_{u d s, 0}}\right) \delta m_{d}+\left(\left.\frac{\partial C_{i j}\left(\vec{m}_{u d s}, 0\right)}{\partial m_{s}}\right|_{\vec{m}_{u d s, 0}}\right) \delta m_{s}
\end{aligned}
$$

[^6]\[

$$
\begin{align*}
& =C_{i j}\left(\vec{m}_{u d s, 0}\right)+\left(\left.U_{i k}^{T} \frac{\partial C_{k l}\left(\vec{m}_{u d s}\right)}{\partial m_{s}}\right|_{\vec{m}_{u d s, 0}} U_{l j}\right) \delta m_{u}+ \\
& \quad\left(\left.U_{i k} \frac{\partial C_{k l}\left(\vec{m}_{u d s}\right)}{\partial m_{s}}\right|_{\vec{m}_{u d s, 0}} U_{l j}^{T}\right) \delta m_{d}+\left(\left.\frac{\partial C_{i j}\left(\vec{m}_{u d s}\right)}{\partial m_{s}}\right|_{\vec{m}_{u d s, 0}}\right) \delta m_{s} \tag{3.23}
\end{align*}
$$
\]

where the repeated indices $k$ and $l$ are summed over, and the matrix $U$ is defined in Equation (3.8). If we now eliminate $\delta m_{s}$ using the condition $\bar{m}=$ constant, the above expression reduces to

$$
C\left(\vec{m}_{u d s}, 0\right) \simeq C\left(\vec{m}_{u d s, 0}, 0\right)+\frac{D_{\mathrm{QCD}}}{4}\left[\begin{array}{cc}
-3\left(\delta m_{u}+\delta m_{d}\right) & \sqrt{3}\left(\delta m_{u}-\delta m_{d}\right)  \tag{3.24}\\
\sqrt{3}\left(\delta m_{u}-\delta m_{d}\right) & 3\left(\delta m_{u}+\delta m_{d}\right)
\end{array}\right]
$$

where

$$
\begin{equation*}
D_{\mathrm{QCD}}=\left.\left(\frac{\partial C_{\Sigma \Sigma}\left(\vec{m}_{u d s}, 0\right)}{\partial m_{s}}-\frac{\partial C_{\Lambda \Lambda}\left(\vec{m}_{u d s}, 0\right)}{\partial m_{s}}\right)\right|_{\vec{m}_{u d s}=\vec{m}_{u d s, 0}} \tag{3.25}
\end{equation*}
$$

Comparing Equation (3.24) with the flavour-breaking expression presented in [36], for the parameter $A_{2}$ used therein, at large Euclidean times we must have $D_{\mathrm{QCD}}(t)=$ $2 A_{2}$.

Simply combining our expansions for mass and charge perturbations of the matrix of isospin correlation functions, our first order parametrisation is

$$
\begin{align*}
& C\left(\vec{m}_{u d s}, \epsilon \vec{Q}_{u d s}\right) \simeq C\left(\vec{m}_{u d s, 0}, 0\right)+\frac{S}{2}\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]+\frac{D_{\mathrm{QED}}}{4}\left[\begin{array}{cc}
-1 & \sqrt{3} \\
\sqrt{3} & 1
\end{array}\right] \\
&+\frac{D_{\mathrm{QCD}}}{4}\left[\begin{array}{cc}
-3\left(\delta m_{u}+\delta m_{d}\right) & \sqrt{3}\left(\delta m_{u}-\delta m_{d}\right) \\
\sqrt{3}\left(\delta m_{u}-\delta m_{d}\right) & 3\left(\delta m_{u}+\delta m_{d}\right)
\end{array}\right] \tag{3.26}
\end{align*}
$$

We will see that, for the lattice ensembles considered, a first order parametrisation is sufficient to describe our results.

Finally, we can calculate the eigenvectors of Equation (3.26) symbolically to determine the mixing angle in terms of our expansion parameters, yielding

$$
\begin{equation*}
\tan 2 \theta_{\Sigma \Lambda, \text { isospin }}=-\sqrt{3}\left(\frac{D_{\mathrm{QCD}}\left(\delta m_{u}-\delta m_{d}\right)+D_{\mathrm{QED}}}{3 D_{\mathrm{QCD}}\left(\delta m_{u}+\delta m_{d}\right)+D_{\mathrm{QED}}}\right) \tag{3.27}
\end{equation*}
$$

This derivation process can now be repeated for the matrices of U- and V-spin correlation functions, with the final results being

$$
\begin{align*}
\tan 2 \theta_{\Sigma \Lambda, \mathrm{V}-\mathrm{spin}} & =\sqrt{3}\left(\frac{D_{\mathrm{QCD}}\left(\delta m_{u}-\delta m_{s}\right)+D_{\mathrm{QED}}}{3 D_{\mathrm{QCD}}\left(\delta m_{u}+\delta m_{s}\right)+D_{\mathrm{QED}}}\right)  \tag{3.28}\\
\tan 2 \theta_{\Sigma \Lambda, \mathrm{U}-\mathrm{spin}} & =\frac{\sqrt{3} D_{\mathrm{QCD}}\left(\delta m_{d}-\delta m_{s}\right)}{3 D_{\mathrm{QCD}}\left(\delta m_{d}+\delta m_{s}\right)+4 D_{\mathrm{QED}}^{\mathrm{U}-\mathrm{spin}}} \tag{3.29}
\end{align*}
$$

where $D_{\mathrm{QED}}^{\mathrm{U} \text {-spin }}$ is similar to $D_{\text {QED }}$, only with derivatives of correlation functions of definite isospin instead of U-spin,

$$
\begin{equation*}
\left.D_{\mathrm{QED}}^{\mathrm{U}-\text { spin }} \equiv \epsilon\left(\frac{\partial C_{\Sigma \Sigma}\left(\vec{m}_{u d s, 0}, \epsilon \vec{Q}_{u d s}\right)}{\partial \epsilon}-\frac{\partial C_{\Lambda \Lambda}\left(\vec{m}_{u d s, 0}, \epsilon \vec{Q}_{u d s}\right)}{\partial \epsilon}\right)\right|_{\epsilon=0} . \tag{3.30}
\end{equation*}
$$

We remark that we have absorbed the quark charge expansion parameter $\epsilon$ into the QED fit parameters since we are not varying the quark charges in our lattice simulations. Notice that for each of the above mixing angle expressions in the absence of QED, $D_{\mathrm{QED}}=D_{\mathrm{QED}}^{\mathrm{U} \text {-spin }}=0$, the parameter $D_{\mathrm{QCD}}$ cancels and the remaining expressions contain no parameters with implicit time dependence, and depend only on the quark masses. Moreover, the isospin expression without QED returns the leading-order $\chi$ PT result [35], as well as the leading-order term presented in [36] derived via a more group-theoretic approach. It is interesting to note that the lattice data used to fit the parametrisation in [36] were the $\Sigma^{0}$ and $\Lambda$ masses, whereas we are herein fitting directly to the mixing angles.

Where the QED coupling is non-zero, and our mixing angles depend on parameters which themselves depend implicitly on Euclidean time, we take the standard approach of fitting the mixing angles at large Euclidean times, where the ground states $\Sigma^{0}$ and $\Lambda$ are expected to dominate the spectral sum as in Equation (3.15). Since the eigenvector elements are given functionally by ratios of correlation functions with very similar time dependence, especially near to the $\mathrm{SU}(3)$-symmetric point, their resulting time dependence is observed to be very weak.

## Running quark masses

Since we have included QED in our lattice calculations and we have quarks of differing charges, we must consider that numerically-equal variations of the bare quark masses will no longer result in equal variations of the renormalised quark masses. Because of this we include an additional parameter in our fit function which comes from making the substitution

$$
\begin{equation*}
\delta m_{u}+\delta m_{d}+\delta m_{s}=0 \quad \rightarrow \quad \frac{1}{Z_{2 / 3}} \delta m_{u}+\frac{1}{Z_{-1 / 3}}\left(\delta m_{d}+\delta m_{s}\right)=0 \tag{3.31}
\end{equation*}
$$

where the introduced renormalisation factors $Z_{i}$ correct for the running of the quark masses due to QED, analogous to the Dashen scheme introduced in [65]. In particular, the renormalisation factors account for the different variations of the up and down/strange quark propagators due to equal variations of their underlying bare quark masses.

Upon substituting the renormalised quark masses into our mixing expressions of Equations (3.27)-(3.29), we have our final parametrisations

$$
\begin{equation*}
\tan 2 \theta_{\Sigma \Lambda, \mathrm{isospin}}=\sqrt{3}\left(\frac{\left(\delta m_{u}-Z \delta m_{d}\right)+D_{\mathrm{QED}} / D_{\mathrm{QCD}}}{3\left(\delta m_{u}+Z \delta m_{d}\right)+D_{\mathrm{QED}} / D_{\mathrm{QCD}}}\right) \tag{3.32}
\end{equation*}
$$

$$
\begin{gather*}
\tan 2 \theta_{\Sigma \Lambda, \mathrm{V} \text {-spin }}=\sqrt{3}\left(\frac{\left(\delta m_{u}-Z \delta m_{s}\right)+D_{\mathrm{QED}} / D_{\mathrm{QCD}}}{3\left(\delta m_{u}+Z \delta m_{s}\right)+D_{\mathrm{QED}} / D_{\mathrm{QCD}}}\right)  \tag{3.33}\\
\tan 2 \theta_{\Sigma \Lambda, \mathrm{U}-\text { spin }}=\frac{\sqrt{3}\left(\delta m_{d}-\delta m_{s}\right)}{3\left(\delta m_{d}+\delta m_{s}\right)+4 D_{\mathrm{QED}}^{\mathrm{U} \text {-sin }} / D_{\mathrm{QCD}}} \tag{3.34}
\end{gather*}
$$

where we have defined $Z \equiv \frac{Z_{2 / 3}}{Z_{-1 / 3}}$, and absorbed factors of $Z_{2 / 3}$ and $Z_{-1 / 3}$ into the fit parameters $D_{\text {QED }}$ and $D_{\mathrm{QED}}^{\mathrm{U} \text {-spin }}$ respectively. We have now derived first-order quark mass and charge expansions for mixing angles with respect to T-, U- and V-spin $\mathrm{SU}(3)$ operator bases, sharing a total of three independent parameters, that can be determined via a fit across various values of the light quark masses.

Continuing the expansion of the correlation function matrix we find that second order QCD requires two additional parameters, with further parameters needed for leading-order mixed QCD-QED terms. As for pure QED terms at next order, in theory it is possible to replace

$$
\begin{equation*}
D_{\mathrm{QED}} \rightarrow\left[\sum_{n=0}^{\infty} \frac{1}{(n+1)!}\left(\epsilon \frac{\partial}{\partial \epsilon}\right)^{n}\right] D_{\mathrm{QED}} \tag{3.35}
\end{equation*}
$$

and absorb all orders of the QED expansion into our existing functional form, since we do not wish to vary $\epsilon$ in our extrapolation and the matrix structure of all higher-order terms is identical. However, we do not claim to have properly included these higher order terms herein as our lattice ensembles possess a much larger-than-physical EM coupling. This leads us to scale our QED fit parameters using a linear ansatz, and hence cannot be expected to be consistent with precision beyond leading order. We currently forgo the inclusion of any higher-order terms and as we will see, the first order expressions are suitable to describe our lattice data.

### 3.2 Results

The lattice ensembles used for this study have been selected to focus on the region near an approximate $\mathrm{SU}(3)$-flavour symmetry, and this point, as well as the strong and EM couplings, are described in Section 2.3. Given the differences in quark charges, this symmetry cannot be exact, and our approach is to tune the neutral (connected) pseudoscalar mesons to be degenerate [65]. Starting from this configuration of bare quark masses, the approximate symmetry is further broken along a trajectory that leaves no residual invariant (or approximate invariant) $\mathrm{SU}(2)$ subgroup. In particular, we introduce a breaking $m_{u}-m_{s}$, while holding both $m_{d}$ and the average quark mass $\bar{m}$ fixed. In this way we preserve the physical mass hierarchy, $m_{u}<m_{d}<m_{s}$. To further improve the constraint on our expansion parameters we also consider partially-quenched (PQ) propagators, where the valence masses are allowed to vary independently of the simulated sea quarks. The simulation parameters used in this chapter are listed in Table 3.1.

| Lattice Ensembles |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $L^{3} \cdot N_{t}$ | $\kappa_{u}$ | $\kappa_{d}$ | $\kappa_{s}$ | $\theta_{\Sigma \Lambda, \text {,sospin }}$ | $M_{u \bar{u}}(\mathrm{MeV})$ |
| $24^{3} \cdot 48$ | $\mathbf{0 . 1 2 4 3 6 2}$ | $\mathbf{0 . 1 2 1 7 1 3}$ | $\mathbf{0 . 1 2 1 7 1 3}$ | $-30^{\circ}$ | $442(9)$ |
| $24^{3} \cdot 48$ | $\mathbf{0 . 1 2 4 3 7 4}$ | $\mathbf{0 . 1 2 1 7 1 3}$ | $\mathbf{0 . 1 2 1 7 0 1}$ | $-21.8(1.1)^{\circ}$ | $423(9)$ |
|  | 0.124387 | 0.121713 | 0.121689 | $-19.5(1.2)^{\circ}$ | $423(10)$ |
|  | 0.124400 | 0.121740 | 0.121649 | $-6(1)^{\circ}$ | $378(28)$ |
| $24^{3} \cdot 48$ | $\mathbf{0 . 1 2 4 4 0 0}$ | $\mathbf{0 . 1 2 1 7 1 3}$ | $\mathbf{0 . 1 2 1 6 7 7}$ | $-17.8(7)^{\circ}$ | $405(8)$ |
|  | 0.124420 | 0.121713 | 0.121657 | $-16.7(7)^{\circ}$ | $387(8)$ |
|  | 0.124430 | 0.121760 | 0.121601 | $-4.8(7)^{\circ}$ | $377(8)$ |
| $48^{3} \cdot 96$ | $\mathbf{0 . 1 2 4 5 0 8}$ | $\mathbf{0 . 1 2 1 8 2 1}$ | $\mathbf{0 . 1 2 1 4 6 6}$ | $-3.5(4)^{\circ}$ | $284(4)$ |
|  | 0.124400 | 0.121713 | 0.121677 | $-18.5(9)^{\circ}$ | $389(5)$ |

Table 3.1: Volumes, $\kappa$ values and the fitted isospin mixing angles. There are four distinct ensembles with the sea-quark $\kappa$ configurations indicated by bold text, and five additional partially-quenched calculations that have been performed on these ensembles with valence $\kappa$ configurations listed in plain text. Physical electric charges were associated with the $\kappa$ 's for each flavour of quark (although the coupling is non-physical; see discussion in Section 3.2) and we also present the lightest neutral flavour-singlet meson $M_{u \bar{u}}$ on each ensemble for reference (calculated without disconnected contributions). The mixing angle result for the first listed ensemble follows theoretically from equations (3.9)-(3.11).

As we have detailed in Table 3.1, we have determined the mixing angles on both $24^{3} \times 48$ and $48^{3} \times 96$ volumes. We have found here that the mixing angles we calculate are consistent between the two lattice volumes, and hence we do not attempt to correct for finite volume effects in this work.

## QCD-only mixing

We can see from Equation (3.27)-(3.29) in the absence of QED, $D_{\mathrm{QED}}=D_{\mathrm{QED}}^{\mathrm{U} \text {-spin }}=0$, that at first order in the quark masses, the mixing angles depend only on the mass splitting of the two relevant $\mathrm{SU}(2)$-subgroup flavours relative to the third flavour's mass. For isospin,

$$
\begin{equation*}
\tan 2 \theta_{\Sigma \Lambda, \text { isospin,QCD-only }}=\frac{\delta m_{d}-\delta m_{u}}{\sqrt{3}\left(\delta m_{u}+\delta m_{d}\right)}=\frac{\delta m_{u}-\delta m_{d}}{\sqrt{3} \delta m_{s}} \tag{3.36}
\end{equation*}
$$

provided that the average quark mass $\bar{m}$ is held constant. Because of this, we can present a QCD-only estimate of the mixing angle if we have a determination of the physical point quark masses. In a recent QCD-only lattice study of the $\Sigma^{0}-\Lambda$ mixing [36], the quark masses at the physical point were determined to be

$$
a \delta m_{u}=-0.01140(3), \quad a \delta m_{d}=-0.01067(3)
$$



Figure 3.1: Mixing angles calculated on the two PQ calculations performed with the valence quark charges set to zero. The left plot has $\left(\kappa_{u}, \kappa_{d}, \kappa_{s}\right)=(0.12092,0.1209,0.12088)$ and the right plot has $\left(\kappa_{u}, \kappa_{d}, \kappa_{s}\right)=(0.12094,0.1209,0.12086)$. The QCD-only mixing angle formulae we have derived predict that the mixing angles be time-independent at first order.
which implies the isospin mixing angle

$$
\Rightarrow \theta_{\Sigma \Lambda, \text { isospin,QCD-only }}=-0.55(3)^{\circ} .
$$

Note that we have established a sign convention that follows from our choice of ordering for isospin, uds versus dus, as well as the ordering of the $\Sigma^{0}$ and $\Lambda$ operators along the diagonal of the matrix of correlation functions. This convention differs from that used in [36]. We also note that using the mass ratios of the FLAG review [77], the QCD-only mixing angle is predicted to be $\theta_{\Sigma \Lambda, \text { isospin,QCD-only }}=-0.65(3)^{\circ}$.

We have performed two partially-quenched calculations with all valence quark charges set to zero, for the purpose of contrasting with the QCD+QED scenario. We can now check our earlier finding that the QCD-only mixing angle is time independent at first order, and we present the signals from both configurations in Figure 3.1 where this time independence is seen to be manifest. The valence $\kappa$ values used in these calculations are $\left(\kappa_{u}, \kappa_{d}, \kappa_{s}\right)=(0.12092,0.1209,0.12088)$ for the left panel, and $\left(\kappa_{u}, \kappa_{d}, \kappa_{s}\right)=(0.12094,0.1209,0.12086)$ for the right panel.

## QCD+QED mixing

As previously discussed in Section 3.1.2, we extract the mixing angles for each of our lattice setups detailed in Table 3.1 by studying the eigenvectors of the matrix of correlation functions, Equation (3.3). The mixing angles are determined on each timeslice, and at large Euclidean time where the $\Sigma^{0}$ and $\Lambda$ are expected to dominate and render the eigenvectors time-independent, a constant function is fit to each angle.


Figure 3.2: An example of the mixing angle signals (left), here calculated on our unitary $48^{3} \times 96$ ensemble, and the same calculation performed using the GEVP (right).

| Fit Parameters |  |  |
| :--- | :--- | :--- |
| parameter | $D_{\mathrm{QED}} / D_{\mathrm{QCD}}$ | $Z$ |
| central value | $-3.8(7) \times 10^{-5}$ | $0.96(4)$ |

Table 3.2: The best-fit parameter values $\left(\chi^{2} / \mathrm{DOF}=0.84\right)$ from the fit of the $\mathrm{QCD}+\mathrm{QED}$ isospin mixing angles with $D_{\text {QED }}$ scaled to the physical EM coupling. The correlation coefficient for the two parameters is -0.45 .

In Figure 3.2 we show an example of the mixing angle signal quality for each operator basis (left panel) on our unitary $48^{3} \times 96$ simulation. In the right-hand panel we show the same mixing angles extracted from eigenvectors calculated using the GEVP, with $\delta t=2$. Clearly there is agreement between the two methods, at least for a reasonable window in the GEVP case (say at $\in[6,10]$ ), but we see increased stability for the EVP we use herein.

In Figure 3.3 we visualise the mixing angles from a selection of our ensembles exhibiting $\delta m_{d}=0$, along with their corresponding fits, Equations (3.32)-(3.34). Included are the aforementioned PQ calculations with neutral valence quarks, which along this quark-mass trajectory are predicted to be constant from the QCD-only mixing formulae (Equation (3.36); similar for U and V ). We see clear agreement between our fitted extrapolations and lattice data, indicating that our first order formulae are sufficient in this case. An interesting feature of this plot is the QCD+QED mixing angles asymptoting towards their respective QCD-only values as the up-quark mass deviates further from its $\mathrm{SU}(3)$-symmetric value. This occurs because the symmetry breaking due to differences in the bare quark masses is dominating the effect of non-degenerate quark charges as we move away from $\delta m_{u}=0$. An additional feature that can be seen in Figure 3.3 and from Equations (3.27)-


Figure 3.3: The mixing angles extracted from lattices with $\delta m_{d}=0$ along with their respective fits. In this scenario the QCD-only mixing angle is a constant (dotted lines) and we can see the QED-inclusive mixing angles asymptoting to the QCD-only values as the T, U or V-spin symmetry becomes more broken by the mass parameters. Squares indicate mixing results from PQ calculations performed with all charges set to zero in order to approximate the QCD-only scenario, whilst the circles are PQ with physical charges (still unphysical coupling however) and the crosses are unitary.
(3.29) is that in the absence of QED $\left(D_{\mathrm{QED}} \rightarrow 0\right)$, the differences between any two of the mixing angles is constant and has magnitude $\pi / 3$ or $\pi / 6$, whilst when QED is present only the isospin- V angle difference remains constant. This is because the isospin and V-spin pairs, $u / d$ and $u / s$ respectively, possess the same combinations of charges.

We now wish to extrapolate our isospin mixing angle to the physical point and present a preliminary result that can be compared with existing determinations. We consider this result preliminary as we have not attempted to gain full control of the systematic uncertainties present, such as finite volume effects and discretization errors. We use the physical-point quark mass parameters determined in [65],

$$
a \delta m_{u}=-0.00834(8), \quad a \delta m_{d}=-0.00776(7)
$$

and

$$
a \delta m_{u}=-0.00791(4), \quad a \delta m_{d}=-0.00740(4)
$$

using $32^{3} \times 64$ and $48^{3} \times 96$ volume lattices respectively. Unfortunately no $24^{3} \times 48$ physical point is available, which would seem most consistent with our results, however our mixing angles agree between $24^{3} \times 48$ and $48^{3} \times 96$ volumes within uncertainties, and it is interesting to compare our results using these two determinations of the physical point masses. Using the best fit parameters displayed in Table 3.2 we find

$$
\left.\theta_{\Sigma \Lambda, \text { isospin }}\right|_{Q C D+Q E D}=-1.00(32)^{\circ},
$$

and

$$
\left.\theta_{\Sigma \Lambda, \text { isospin }}\right|_{Q C D+\mathrm{QED}}=-0.96(31)^{\circ},
$$

for the physical quark masses determined on $32^{3} \times 64$ and $48^{3} \times 96$ volumes respectively. Note that the parameter $D_{\text {QED }}$ has been scaled down by the proportionality factor $\alpha_{\mathrm{QED}}^{\star} / \alpha_{\mathrm{QED}} \approx 0.07338$ that relates our simulated EM coupling $\alpha_{\mathrm{QED}}$ to that of the real world, $\alpha_{\text {QED }}^{\star}$. These first-order results compare favourably with the widely used DvH formula result $[34,70]$ of $-0.86(6)^{\circ}$, which also incorporates QED effects implicitly, in the sense that it cannot separate QCD from QED effects on the mixing angle.

Note that while a direct confirmation of the assumed linear-in- $\alpha_{\text {QED }}$ scaling of the QED parameter has not yet been performed, it was shown in [50] that the quantities $1 / \kappa_{q}^{c}, 1 / \bar{\kappa}_{q}$ and the bare quark mass at the symmetric point, $1 / 2 \bar{\kappa}_{q}-1 / 2 \kappa_{q}^{c}$, all displayed clear linear behaviour with scaling of the quark charge squared.

We note that our renormalisation parameter $Z$ is consistent with that presented in [65] of 0.93 using the Dashen scheme, which is defined by the bare quark-mass dependence of connected-only, neutral pseudoscalar meson masses. As was found in [36], the magnitude of the next-to-leading order QCD term was roughly one third that of the leading-order QCD term, and hence we approximate the contributions from higher order QCD terms as a systematic uncertainty of $20 \%$. The effects of higher-order QED terms remains to be investigated.

Finally, as a further visualisation aid we present a surface plot of the isospin mixing angle fit to all ensembles of Table 3.1, along with the mixing angles themselves (sans uncertainties; black circles), in Figure 3.4. The four bottom-left-most points are the same data, sharing the $\delta m_{d}=0$ trajectory, that were presented in Figure 3.3. Also included for reference is the location of the physical point, giving us a sense of the spread of our ensembles in quark mass space. Note that this surface indicates the fit before adjusting for the un-physically large EM coupling.

### 3.3 Summary

In this exploratory work we have detailed a program for calculating the $\Sigma^{0}-\Lambda$ mixing in lattice QCD+QED, through which initial results were obtained which agree with existing determinations and that suggest the QED contribution to the mixing could be $30-50 \%$ of the total mixing. The ideas presented in this chapter will also be foundational to the work of Chapter 5, where we will investigate mixing in the flavour-neutral pseudoscalar mesons: $\pi^{0}, \eta$ and $\eta^{\prime}$.

Perhaps the primary difference between this work and similar lattice studies such as [36], is the emphasis on the calculation and extrapolation of the eigenvectors of the matrix of correlation functions, as opposed to the typical procedure of calculating hadron masses and operator overlaps. The results herein suggest this to be an effective technique, and with a greater number of ensembles at more varied quark masses, as well as a proper treatment of the finite-volume and discretization errors, one which will produce a precision determination of the $\Sigma^{0}-\Lambda$ mixing angle.


Figure 3.4: A visualisation of the T-spin mixing angle extrapolation Equation (3.32) from a fit to all extracted mixing angles (black circles), and the physical point location (red circle).

## Chapter 4

## Propagators from stochastic sources

In Chapter 5 we investigate the low-lying unflavoured pseudoscalar mesons, accessible in lattice QCD through correlation functions composed with flavour-neutral quark operators. The Wick contractions for specific correlation functions will be given in detail therein but we note that, in general, flavour-neutral operators such as $\bar{q}_{f} \Gamma q_{f}$, for some quark flavour $f$ and Dirac structure $\Gamma$, will lead to disconnected or quark-loop terms, mathematically manifesting as quark propagators which terminate at their own source location: $S(x ; x)$.

The point-to-all propagators $S\left(x ; x_{0}\right)$ which we have utilised thus far, exploiting translational invariance of the source, contain information about propagation from the single source location $x_{0}$ to every other lattice site, including $x_{0}$ itself: $S\left(x_{0} ; x_{0}\right)$. One could therefore imagine calculating the point-to-all propagator for every source site $x_{i}$ on the lattice, and constructing the full self-to-self propagator $S(x ; x)$ from the point-to-point pieces $S\left(x_{i} ; x_{i}\right)$. In practice however, this naive construction is completely unattainable on typical lattice volumes due to the computational expense of inverting the fermion matrix a total $12 \cdot V_{4}$ times, where $V_{4}$ is the number of spacetime sites on the lattice.

In this chapter we introduce a method for approximating the all-to-all propagator, $S(y ; x)$, of which the self-to-self propagator is a part, using stochasticallygenerated sources. A volume source, in contrast to the standard point source, has non-zero elements on each site of the lattice, and we will see that a particular choice for these elements results in a key property which facilitates the all-to-all propagator. After first establishing the base method we discuss various methods for improving precision. Central to this topic is balancing the computational cost of the approximation with improvement of the desired signal. The numerical calculations for this chapter were performed on a dynamical $n_{f}=1+1+1,16^{3} \times 32$, QCD-only lattice with $\beta_{\mathrm{QCD}}=5.5$, and $\left(\kappa_{u}, \kappa_{d}, \kappa_{s}\right)=(0.120850,0.120800,0.120750)$. The discretised QCD action used here is the same as for the QCD+QED simulations performed elsewhere in this thesis, and was detailed in Chapter 2.

For completeness we note that another method used in the calculation of disconnected diagrams which has found broad success, but which we do not investigate further herein, is known as distillation and was first introduced in [78]. In this
method 'distilled' operators are defined using a truncated eigenmode representation of the quark-smearing operator, through which a reduced-rank quark propagator is defined which may be calculated exactly.

## $4.1 \mathbb{Z}_{2}$ noise sources

A common choice in the construction of stochastic sources, especially for two-point correlation functions, is to sample the set $\{-1,1\}$, a representation of the cyclic group $\mathbb{Z}_{2}$, with equal probability. The desirable quality of sources generated in this way is that if we employ an ensemble of $N_{r}$ stochastically generated $\mathbb{Z}_{2}$ volume sources, $\eta_{[r]}(x)_{\alpha}^{a} \in\{-1,1\}$, for spacetime lattice site $x$, colour index $a$ and Dirac index $\alpha$, they exhibit the key property

$$
\begin{equation*}
\lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r=1}^{N_{r}} \eta_{[r]}(x)_{\alpha}^{a} \eta_{[r]}(y)_{\beta}^{b \dagger}=\delta_{a b} \delta_{\alpha \beta} \delta_{x y} . \tag{4.1}
\end{equation*}
$$

By inverting the fermion matrix (we neglect reference to specific quark flavours here) against the volume source,

$$
\begin{equation*}
\psi_{[r]}(y)_{\alpha}^{a}=\sum_{z} M^{-1}(y ; z)_{\alpha \rho}^{a c} \eta_{[r]}(z)_{\rho}^{c} \tag{4.2}
\end{equation*}
$$

we obtain the solution vector, $\psi_{[r]}(y)_{\alpha}^{a}$, which leads to the all-to-all propagator through the noise source average

$$
\begin{align*}
\lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r=1}^{N_{r}} \psi_{[r]}(y)_{\alpha}^{a} \eta_{[r]}(x)_{\beta}^{b \dagger} & =\lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r=1}^{N_{r}} \sum_{z} M^{-1}(y ; z)_{\alpha \rho}^{a c} \eta_{[r]}(z)_{\rho}^{c} \eta_{[r]}(x)_{\beta}^{b \dagger} \\
& =\sum_{z} M^{-1}(y ; z)_{\alpha \rho}^{a c} \delta_{c b} \delta_{\rho \beta} \delta_{z x}=M^{-1}(y ; x)_{\alpha \beta}^{a b}, \\
\therefore S(y ; x)_{\alpha \beta}^{a b} & =\lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r}^{N_{r}} \psi_{[r]}(y)_{\alpha}^{a} \eta_{[r]}(x)_{\beta}^{b \dagger} . \tag{4.3}
\end{align*}
$$

In practice, a finite $N_{r}$ is chosen such that the introduced stochastic noise is acceptable in the context of the desired signal, or ideally, is dominated by the uncertainty in the gauge-field average. There are numerous other distributions which could be sampled such that the resulting sources exhibit the property of Equation (4.1), some possessing other qualities which may make them more appropriate for other applications [79, 80], however for our purposes $\mathbb{Z}_{2}$ is sufficient and produces the greatest noise reduction, with the introduced noise going like $1 / \sqrt{N_{r}}$ [81-84].

### 4.2 Noise source dilution

A simple method for improving the noise source calculation of quark propagators is known as dilution [82, 85], where one separates each volume source $\eta_{[r]}$ into $N_{d}$ diluted sources $\eta_{[r]}^{d}$ which sum to give the original source: $\eta_{[r]}=\sum_{d}^{N_{d}} \eta_{[r]}^{d}$.

Typically, dilution is chosen to coincide with one or a number of the noise source indices, and we have chosen a baseline of dilution in colour, spin and time indices such that we may write our noise sources as

$$
\begin{equation*}
\eta_{[r]}\left(\vec{x}, t ; t_{0}\right)_{\beta \beta_{0}}^{b b_{0}}=\xi_{[r]}(\vec{x}) \delta^{b b_{0}} \delta_{\beta \beta_{0}} \delta_{t t_{0}} \tag{4.4}
\end{equation*}
$$

where $b_{0}, \beta_{0}$ and $t_{0}$ label the colour, spin and time sites on the lattice where the diluted source is non-zero, and $\xi_{[r]}(\vec{x})$ is a spatial $\mathbb{Z}_{2}$ source exhibiting an analogue of the key property of Equation (4.1),

$$
\begin{equation*}
\lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r=1}^{N_{r}} \xi_{[r]}(\vec{x}) \xi_{[r]}(\vec{y})=\delta_{\vec{x} \vec{y}} . \tag{4.5}
\end{equation*}
$$

In order to approximate the all-to-all propagator using our diluted sources we must calculate the solution vectors as in Equation (4.2), inverting against each diluted source

$$
\begin{equation*}
\psi_{[r]}\left(y ; t_{0}\right)_{\alpha \beta}^{a b}=\sum_{\vec{z}, t} M^{-1}(y ; \vec{z}, t)_{\alpha \rho}^{a c} \eta_{[r]}\left(\vec{z}, t ; t_{0}\right)_{\rho \beta}^{c b}=\sum_{\vec{z}} M^{-1}\left(y ; \vec{z}, t_{0}\right)_{\alpha \beta}^{a b} \xi_{[r]}(\vec{z}), \tag{4.6}
\end{equation*}
$$

from which individual contributions to the propagator are computed as

$$
\begin{equation*}
S\left(y ; \vec{x}, t_{0}\right)_{\alpha \beta}^{a b} \delta_{t t_{0}} \delta^{c b} \delta_{\rho \beta}=\lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r=1}^{N_{r}} \psi_{[r]}\left(y ; t_{0}\right)_{\alpha \beta}^{a b} \eta_{[r]}\left(\vec{x}, t ; t_{0}\right)_{\rho \beta}^{c b} . \tag{4.7}
\end{equation*}
$$

This calculation must be repeated for each combination of $t_{0}, b$ and $\beta$, after which the contributions may be summed. Notice that each contribution to the propagator is constructed using only one of the diluted sources, i.e. on the right-hand side of Equation (4.7) the dilution indices on the solution vector and noise source are identical.

Clearly, introducing dilution increases the number of computationally expensive inversions of the fermion matrix by a factor $N_{d}$, and were we to additionally dilute our sources completely in the spatial dimensions of the lattice we would simply recover the naive calculation of the all-to-all propagator. Moreover, full time-dilution facilitates approximation of the all-to-all propagator with just a single noise source, $N_{r}=1$, and it has been show that a single time-diluted source far outperforms an ensemble of $N_{r}=N_{t}$ un-diluted sources for pseudoscalar two-point functions [82].

In Figure 4.1 we present a comparison of the effective mass of the $\eta^{\prime}$ meson calculated using 1-5 independent noise sources on each gauge configuration. Each


Figure 4.1: A comparison of the effective masses of the diagonalized $\eta^{\prime}$ state for increasing numbers of noise sources on our $16^{3} \times 32$ simulation. Each signal is produced from $\approx 300$ gauge configurations with the indicated number of noise sources (diluted in spin, colour and time) used on each configuration.
noise source is diluted in spin, colour and time. The effective mass signals for varying $N_{r}$ agree and we can see the expected $1 / \sqrt{N_{r}}$ noise reduction.

### 4.2.1 Spatial interlacing

Interlacing is an approach to dilution where one separates the spatial noise source into a number of diluted components determined by some interlacing 'mask' or elected pattern.

In general, the spatial lattice is separated into disjoint sets $X_{i}$ which return the full spatial lattice in their union. If we make the spin, colour, time and interlacing dilution explicit, we can write our noise sources as

$$
\begin{equation*}
\eta_{[r]}^{i}\left(\vec{x}, t ; t_{0}\right)_{\beta \beta_{0}}^{b b_{0}}=\xi_{[r]}(\vec{x}) \delta^{b b_{0}} \delta_{\beta \beta_{0}} \delta_{t t_{0}} \delta_{\vec{x} \in X_{i}}, \tag{4.8}
\end{equation*}
$$

where the superscript $i$ is the interlacing index and $\delta_{\vec{x} \in X_{i}}=1$ if $\vec{x} \in X_{i}$ and is zero otherwise. The solution vector for a particular choice of $t_{0}, b, \beta$ and $i$ is then calculated as

$$
\begin{equation*}
\psi_{[r]}^{i}\left(y ; t_{0}\right)_{\alpha \beta}^{a b}=\sum_{\vec{z}} \sum_{t^{\prime}} M^{-1}\left(y ; \vec{z}, t^{\prime}\right)_{\alpha \rho}^{a c} \eta_{[r]}^{i}\left(\vec{z}, t^{\prime} ; t_{0}\right)_{\rho \beta}^{c b}=\sum_{\vec{z} \in X_{i}} M^{-1}\left(y ; \vec{z}, t_{0}\right)_{\alpha \beta}^{a b} \xi_{[r]}(\vec{z}), \tag{4.9}
\end{equation*}
$$

where we have labelled our solution vector in the same way as our diluted source to indicate which inversion it was calculated from. We obtain contributions to the full propagator as

$$
\begin{align*}
& \lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r=1}^{N_{r}} \psi_{[r]}^{i}\left(y ; t_{0}\right)_{\alpha \beta}^{a b} \eta_{[r]}^{i}\left(\vec{x}, t ; t_{0}\right)_{\rho \beta}^{c b} \\
& =\lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r=1}^{N_{r}} \sum_{\vec{z} \in X_{i}} M^{-1}\left(y ; \vec{z}, t_{0}\right)_{\alpha \beta}^{a b} \xi_{[r]}(\vec{z}) \eta_{[r]}^{i}\left(\vec{x}, t ; t_{0}\right)_{\rho \beta}^{c b} \\
& =\sum_{\vec{z} \in X_{i}} M^{-1}\left(y ; \vec{z}, t_{0}\right)_{\alpha \beta}^{a b} \delta_{t t_{0}} \delta^{c b} \delta_{\rho \beta} \delta_{\vec{x} \in X_{i}} \lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r=1}^{N_{r}} \xi_{[r]}(\vec{z}) \xi_{[r]}(\vec{x}) \\
& =M^{-1}\left(y ; \vec{x}, t_{0}\right)_{\alpha \beta}^{a b} \delta_{t t_{0}} \delta^{c b} \delta_{\rho \beta} \delta_{\vec{x} \in X_{i}}, \tag{4.10}
\end{align*}
$$

and as before we recover the full propagator by summing the contributions from each diluted source:

$$
\begin{equation*}
S(y ; x)_{\alpha \rho}^{a c}=\sum_{b} \sum_{\beta} \sum_{t_{0}} \sum_{i} \lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r=1}^{N_{r}} \psi_{[r]}^{i}\left(y ; t_{0}\right)_{\alpha \beta}^{a b} \eta_{[r]}^{i}\left(\vec{x}, t ; t_{0}\right)_{\rho \beta}^{c b} . \tag{4.11}
\end{equation*}
$$

In this work we have investigated improvement through the use of an interlacing mask that divides the spatial lattice into $2^{3}$ cubes, with only the central site of each cube being non-zero for any single source vector, as visualised in Figure 4.2. This mask can be shifted on the spatial lattice for a total of 8 orthogonal source vectors, therefore inducing an additional $8 \times$ the computational cost of calculating a complete quark propagator. We note that this is an example of hierarchical probing with a fixed distance, as introduced in $[86,87]$.

A physical motivation for this type of interlacing is the removal of nearestneighbour correlations from each non-zero element of the source vector, and since short-distance correlations correspond to high energies, this may be advantageous for studying low-lying states on the lattice as we are herein.

Unfortunately, in tuning the noise reduction on our small lattice volumes we did not see a significant enough improvement from $2^{3}$ interlacing to justify the $8 \times$ increase in computational cost when compared with simply increasing $N_{r}$.

### 4.3 Smearing noise propagators

Gauge-covariant Gaussian sink smearing can be performed on propagators calculated using noise sources in the usual fashion [88]. There is a nuance in the treatment of source smearing however, in that the smearing can be applied to the source that is used in constructing the propagator after the inversion has been performed. This is fortunate since we can access any number of different source smearing levels without incurring the cost of an additional inversion of the fermion matrix each time. Ad-


Figure 4.2: A visualisation of a section of the $2^{3}$ interlacing mask, where the filled black lattice sites indicate those left non-zero by the mask. This mask is shifted to dilute the spatial source vector into a total of 8 orthogonal components.
ditionally, we expect smearing to be useful in this work as disconnected correlation functions, calculated using stochastic sources or otherwise, tend to become noisy at small Euclidean time separations, and smearing of purely-connected correlation functions is known to help in isolating the relevant ground states at earlier times.

The $(l+1)^{\text {th }}$ sweep of gauge-covariant Gaussian smearing on the solution vector $\psi_{[r]}(y)_{\alpha}^{a}$ is implemented as
$\psi_{[r]}^{(l+1)}(y)_{\alpha}^{a}=(1-\alpha) \psi_{[r]}^{(l)}(y)_{\alpha}^{a}+\frac{\alpha}{6} \sum_{\beta=1}^{3} U_{\beta}(y)^{a b} \psi_{[r]}^{(l)}(y+a \hat{\beta})_{\alpha}^{b}+U_{\beta}^{\dagger}(y-a \hat{\beta})^{a b} \psi_{[r]}^{(l)}(y-a \hat{\beta})_{\alpha}^{b}$,
where the parameter $\alpha$ dictates the 'strength' of the smearing (we use $\alpha=0.7$ herein). Smearing of the source vector $\eta_{[r]}$ is carried out in the same way.

Where the solution vector is calculated as in Equation (4.2), the quark propagator with $l$ sweeps of sink smearing and $m$ sweeps of source smearing is simply constructed as

$$
\begin{equation*}
S^{(l, m)}(y, x)=\lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r}^{N_{r}} \psi_{[r]}^{(l)}(y) \otimes \eta_{[r]}^{(m)}(x)^{\dagger} . \tag{4.13}
\end{equation*}
$$

Note that if the standard colour dilution is used for the source vector, the result of source smearing is that the smeared noise source will no longer exhibit the Kronecker delta property in colour.

Figure 4.3 shows the effect of source and sink smearing on the diagonalized $\pi^{0}$, $\eta$ and $\eta^{\prime}$ effective masses for varying numbers of smearing sweeps ( $\pi^{0}$ and $\eta$ appear degenerate). Whilst we are not necessarily resolving reliable plateaus in this case, we do see the effect in the flattening of the signals at earlier Euclidean time separations for increasing levels of smearing, and no indication that these levels of smearing are introducing a systematic degradation of the signals.


Figure 4.3: A comparison of the effective masses of the diagonalized neutral PS meson states (the lightest 2 states appear visually degenerate), for increasing levels of source and sink smearing at the approximate $\mathrm{SU}(3)$ flavour symmetric point. Each signal is produced from $\approx 100$ gauge configurations with 3 noise sources on each, and equal levels of smearing at the source and sink for $N_{s m}=25,50,100,150$ sweeps of smearing.

### 4.4 The one-end trick

The stochastic-source methods which we have discussed so far can in principle be applied to approximate the complete all-to-all quark propagator without the extremely prohibitive computational cost of $12 \cdot V_{4}$ inversions of the fermion matrix. This is particularly useful for calculating the 'spacetime-diagonal' part of the quark propagator $S(x ; x)$, that is required in correlation functions of closed quark loops, since this propagator only contains $12^{2} \cdot V_{4}$ numbers and can realistically be stored in computer memory. However the full all-to-all propagator, although now being computationally accessible, contains $12^{2} \cdot\left(V_{4}\right)^{2}$ numbers and cannot feasibly be stored for use in correlation function calculations, since if we take just a small $16^{3} \times 32$ lattice as an example, a single-precision all-to-all propagator would require $\approx 10$ terabytes of memory.

One way to calculate connected correlation functions with stochastic methods while avoiding explicit use of the all-to-all propagator, but receiving some of its statistical advantage, is the one-end trick [89, 90]. To implement the one-end trick for two-point connected correlators, we simply use our (diluted) solution vectors in place of the full stochastic propagator before carrying out the noise ensemble average:

$$
\begin{equation*}
C_{2 p t}\left(t ; t_{0}\right)=\left\langle\lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r}^{N_{r}} \sum_{\vec{y}} \psi_{[r]}\left(y ; t_{0}\right)_{\alpha \kappa}^{a b} \Gamma_{\kappa \beta} \psi_{[r]}\left(y ; t_{0}\right)_{\beta \beta}^{b a} \Gamma_{\beta \alpha} e^{-i \vec{p} \cdot \vec{y}}\right\rangle, \tag{4.14}
\end{equation*}
$$

for $y=(\vec{y}, t)$, some 3 -momentum $\vec{p}$ and Dirac structure $\Gamma$. The angled brackets $\langle\ldots\rangle$ indicate the gauge ensemble average explicitly.

Specialising now, without loss of generality, to $\vec{p}=\overrightarrow{0}$ and $\Gamma=\mathbb{I}$ to demonstrate the one-end trick, we calculate

$$
\begin{gather*}
C_{2 p t}\left(t ; t_{0}\right)=\left\langle\lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r}^{N_{r}} \sum_{\vec{y}} \psi_{[r]}\left(y ; t_{0}\right)_{\alpha \beta}^{a b} \psi_{[r]}\left(y ; t_{0}\right)_{\beta \alpha}^{b a}\right\rangle \\
=\left\langle\lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r}^{N_{r}} \sum_{\vec{y}} \sum_{\vec{x}, \vec{z}} M^{-1}\left(y ; \vec{x}, t_{0}\right)_{\alpha \beta}^{a b} \xi_{[r]}(\vec{x})^{-1}\left(y ; \vec{z}, t_{0}\right)_{\beta \alpha}^{b a} \xi_{[r]]}(\vec{z})\right\rangle \\
=\left\langle\sum_{\vec{y}} \sum_{\vec{x}, \vec{z}} M^{-1}\left(y ; \vec{x}, t_{0}\right)_{\alpha \beta}^{a b} M^{-1}\left(y ; \vec{z}, t_{0}\right)_{\beta \alpha}^{b a} \lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r}^{N_{r}} \xi_{[r]}(\vec{x}) \xi_{[r]}(\vec{z})\right\rangle \\
=\left\langle\sum_{\vec{x}, \vec{y}} M^{-1}\left(y ; \vec{x}, t_{0}\right)_{\alpha \beta}^{a b} M^{-1}\left(y ; \vec{x}, t_{0}\right)_{\beta \alpha}^{b a}\right\rangle . \tag{4.15}
\end{gather*}
$$

The end result above is the desired two-point correlation function with, at least in the limit of infinitely many stochastic sources, an additional sum over source locations $\vec{x}$ which didn't explicitly appear in the original construction.

### 4.5 The hybrid method

The last method of improvement which we have investigated, although ultimately not utilised in our results, is the hybrid method as introduced in [82] and used in various subsequent calculations [91-93]. The method is based on the eigendecomposition of the Hermitian matrix $Q=\gamma^{5} M$, where $M$ is the lattice fermion matrix. If we let $v^{[i]}(x)_{\alpha}^{a}$ denote the $\mathrm{i}^{\text {th }}$ eigenvector of the matrix $Q(y ; x)_{\alpha \beta}^{a b}$, with eigenvectors ordered according to their ascending eigenvalues $\lambda_{i}$, then the exact all-to-all lattice propagator may be written as

$$
\begin{equation*}
M^{-1}(y ; x)_{\alpha \beta}^{a b}=\sum_{i=1}^{N} \frac{1}{\lambda_{i}} v^{[i]}(y)_{\alpha}^{a} v^{[i]}(x)_{\rho}^{b \dagger} \gamma_{\rho \beta}^{5}, \tag{4.16}
\end{equation*}
$$

noting that $N$ is the rank of the fermion matrix. Calculating the propagator in this way is clearly infeasible, however truncating the sum at some $N_{\text {ev }} \ll N$ may provide a suitable approximation of the quark propagator, as there is evidence that the low modes should contain most of the low-energy physical information [94]. In the hybrid method one calculates the aforementioned truncated eigendecomposition and uses stochastic sources to approximate the remaining unknown high modes.

The purely high-mode portion of the propagator,

$$
\begin{equation*}
S(y ; x)_{\mathrm{high}}=\sum_{i=N_{\mathrm{ev}}+1}^{N} \frac{1}{\lambda_{i}} v^{[i]}(y) \otimes v^{[i]}(x)^{\dagger} \gamma^{5}, \tag{4.17}
\end{equation*}
$$

can be calculated using stochastic source techniques through application of the projection operator

$$
\begin{equation*}
\mathcal{P}_{1}=1-\mathcal{P}_{0}=1-\sum_{i=1}^{N_{\mathrm{ev}}} v^{[i]} \otimes v^{[i] \dagger} \tag{4.18}
\end{equation*}
$$

to the standard $\mathbb{Z}_{2}$ noise sources, with any elected dilution, prior to solving for the solution vector through inversion of the matrix $Q$ :

$$
\begin{equation*}
\psi_{[r]}^{\mathrm{high}}(y)_{\alpha}^{a}=\sum_{z} Q^{-1}(y ; z)_{\alpha \rho}^{a b}\left(\mathcal{P}_{1} \eta_{[r]}\right)(z)_{\rho}^{b} . \tag{4.19}
\end{equation*}
$$

Using the above solution vector we simply construct our high-mode propagator in the usual way

$$
\begin{gathered}
\lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r=1}^{N_{r}} \psi_{[r]}^{\mathrm{high}}(y)_{\alpha}^{a} \eta_{[r]}(x)_{\beta}^{b \dagger}=\lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r=1}^{N_{r}} \sum_{z, w} Q^{-1}(y ; z)_{\alpha \rho}^{a c} \mathcal{P}_{1}(z ; w)_{\rho \sigma}^{c d} \eta_{[r]}(w)_{\sigma}^{d} \eta_{[r]}(x)_{\beta}^{b \dagger} \\
=\sum_{z, w} Q^{-1}(y ; z)_{\alpha \rho}^{a c}\left(\delta_{z w} \delta_{c d} \delta_{\rho \sigma}-\sum_{j=1}^{N_{\mathrm{ev}}} v^{[j]}(z)_{\rho}^{c} v^{[j]}(w)_{\sigma}^{d \dagger}\right) \delta_{w x} \delta_{d b} \delta_{\sigma \beta}
\end{gathered}
$$

$$
\begin{gather*}
=\sum_{z} \sum_{i=1}^{N} \frac{1}{\lambda_{i}} v^{[i]}(y)_{\alpha}^{a} v^{[i]}(z)_{\rho}^{c \dagger}\left(\delta_{z x} \delta_{c b} \delta_{\rho \beta}-\sum_{j=1}^{N_{\mathrm{ev}}} v^{[j]}(z)_{\rho}^{c} v^{[j]}(x)_{\beta}^{b \dagger}\right) \\
=\sum_{i=1}^{N} \frac{1}{\lambda_{i}} v^{[i]}(y)_{\alpha}^{a} v^{[i]}(x)_{\beta}^{b \dagger}-\sum_{i=1}^{N} \sum_{j=1}^{N_{\mathrm{ev}}} \sum_{z} \frac{1}{\lambda_{i}} v^{[i]}(y)_{\alpha}^{a} v^{[i]}(z)_{\rho}^{c \dagger} v^{[j]}(z)_{\rho}^{c} v^{[j]}(x)_{\beta}^{b \dagger} \\
=\sum_{i=1}^{N} \frac{1}{\lambda_{i}} v^{[i]}(y)_{\alpha}^{a} v^{[i]}(x)_{\beta}^{b \dagger}-\sum_{i=1}^{N_{\mathrm{ev}}} \frac{1}{\lambda_{i}} v^{[i]}(y)_{\alpha}^{a} v^{[i]}(x)_{\beta}^{b \dagger}, \tag{4.20}
\end{gather*}
$$

which clearly evaluates to Eq. (4.17). We have assumed in the above calculation that the eigenvectors are normalised such that $\sum_{z} v^{[i]}(z)_{\rho}^{c \dagger} v^{[j]}(z)_{\rho}^{c}=\delta_{i j}$.

In conclusion, we can estimate the all-to-all propagator as

$$
\begin{equation*}
S(y ; x) \approx \sum_{i=1}^{N_{\mathrm{ev}}} \frac{1}{\lambda_{i}} v^{[i]}(y) \otimes v^{[i]}(x)^{\dagger} \gamma^{5}+\frac{1}{N_{r}} \sum_{r=1}^{N_{r}} \psi_{[r]}^{\mathrm{high}}(y) \otimes \eta_{[r]}(x)^{\dagger} \gamma^{5}, \tag{4.21}
\end{equation*}
$$

for some $N_{\text {ev }}$ and $N_{r}$ as large as is computationally achievable, and $\psi_{[r]}^{\text {high }}$ satisfying Equation (4.19).

It is straightforward to show that one can also approximate the high-mode part of the all-to-all propagator as

$$
\begin{equation*}
S(y ; x)_{\mathrm{high}} \approx \frac{1}{N_{r}} \sum_{r=1}^{N_{r}} \psi_{[r]}^{\mathrm{high}}(y) \otimes\left(\mathcal{P}_{1} \eta_{[r]}\right)(x)^{\dagger} \gamma^{5}, \tag{4.22}
\end{equation*}
$$

which could be easier to implement in practice since the noise source for inversion and construction of the propagator are the same.

### 4.5.1 The hybrid one-end-trick

In order to utilise the one-end trick in the context of the hybrid method, some consideration must be given to the inclusion of the low modes which were absent from our previous discussion of the one-end trick.

We can confirm the quantity required for calculating connected correlation functions using the hybrid one-end trick by substituting the inverse fermion matrix eigendecomposition into the right-hand side of Equation (4.2), taking explicit spin, colour and time dilution,

$$
\begin{aligned}
& \sum_{\vec{x}} M^{-1}\left(y ; \vec{x}, t_{0}\right)_{\alpha \beta}^{a b} \xi_{[r]}(\vec{x})=\sum_{\vec{x}} \sum_{i=1}^{N} \frac{1}{\lambda_{i}} v^{[i]}(y)_{\alpha}^{a} v^{[i]}\left(\vec{x}, t_{0}\right)_{\rho}^{b \dagger} \gamma_{\rho \beta}^{5} \xi_{[r]}(\vec{x}) \\
& =\sum_{\vec{x}}\left(\sum_{i=1}^{N_{\mathrm{ev}}} \frac{1}{\lambda_{i}} v^{[i]}(y)_{\alpha}^{a} v^{[i]}\left(\vec{x}, t_{0}\right)_{\rho}^{b \dagger} \gamma_{\rho \beta}^{5} \xi_{[r]}(\vec{x})+\sum_{i=N_{\mathrm{ev}}+1}^{N} \frac{1}{\lambda_{i}} v^{[i]}(y)_{\alpha}^{a} v^{[i]}\left(\vec{x}, t_{0}\right)_{\rho}^{b \dagger} \gamma_{\rho \beta}^{5} \xi_{[r]}(\vec{x})\right) .
\end{aligned}
$$

The first term in the above sum is unfamiliar from our previous one-end trick discussion, and is evidently the low-mode component of the full solution vector. The second term contains the corresponding high modes and we can eliminate them in favour of our stochastic construction (RHS of Equation (4.20))

$$
\begin{align*}
\sum_{\vec{x}} & \sum_{i=N_{\mathrm{ev}+1}}^{N} \frac{1}{\lambda_{i}} v^{[i]}(y)_{\alpha}^{a} v^{[i]}\left(\vec{x}, t_{0}\right)_{\rho}^{b \dagger} \gamma_{\rho \beta}^{5} \xi_{[r]}(\vec{x}) \\
& =\sum_{\vec{x}, \vec{w}, \vec{z}} \lim _{r} \frac{1}{N_{r} \rightarrow \infty} \sum_{r_{r}}^{N_{r}} Q^{-1}\left(y ; \vec{z}, t_{0}\right)_{\alpha \kappa}^{a c} \mathcal{P}_{1}\left(\vec{z}, t_{0} ; \vec{w}, t_{0}\right)_{\kappa \rho}^{c b} \xi_{\left[r^{\prime}\right]}(\vec{w}) \xi_{\left[r^{\prime}\right]}(\vec{x})^{\dagger} \gamma_{\rho \beta}^{5} \xi_{[r]}(\vec{x}) \\
& =\sum_{\vec{x}, \vec{z}} Q^{-1}\left(y ; \vec{z}, t_{0}\right)_{\alpha \kappa}^{a c} \mathcal{P}_{1}\left(\vec{z}, t_{0} ; \vec{x}, t_{0}\right)_{\kappa \rho}^{c b} \xi_{[r]}(\vec{x}) \gamma_{\rho \beta}^{5}=\psi_{[r]}^{\mathrm{high}}\left(y ; t_{0}\right)_{\alpha \rho}^{a b} \gamma_{\rho \beta}^{5}, \tag{4.23}
\end{align*}
$$

and the result is analogous to the standard one-end trick, with an additional $\gamma^{5}$ contraction.

In conclusion we have found that the quantity which should be used in the hybrid one-end trick is

$$
\begin{equation*}
\psi_{[r]}\left(y ; t_{0}\right)_{\alpha \beta}^{a b} \rightarrow \sum_{\vec{x}} \sum_{i=1}^{N_{\mathrm{ev}}} \frac{1}{\lambda_{i}} v^{[i]}(y)_{\alpha}^{a} v^{[i]}\left(\vec{x}, t_{0}\right)_{\rho}^{b \dagger} \gamma_{\rho \beta}^{5} \xi_{[r]}(\vec{x})+\psi_{[r]}^{\mathrm{high}}\left(y ; t_{0}\right)_{\alpha \rho}^{a b} \gamma_{\rho \beta}^{5} . \tag{4.24}
\end{equation*}
$$

We have not been able to obtain reasonable numerical results using the hybrid method. One primary issue that we were unable to overcome in implementing the method is that, through repeated iterations of the algorithm for calculating the inverse Fermion matrix and finite precision, the high-mode solution may lose its orthogonality to the low modes.

We have concluded from the work of this chapter that, to obtain the desired precision for the work of the following chapters, a combination of source dilution and source/sink smearing is sufficient.

## Chapter 5

## $\pi^{0}-\eta-\eta^{\prime}$ masses and state mixing

As in Chapter 3, we are again interested in studying the mixtures of $\mathrm{SU}(3)$-flavour states which form the eigenstates of QCD+QED, only now in the sector of flavourneutral (FN) pseudoscalar (PS) mesons. If the masses and charges of the up, down and strange quarks were degenerate, in the typical isospin construction the $\pi^{0}$ and $\eta$ would exist as pure FN isovector and isoscalar members of the PS meson octet, respectively, analogous to the $\Sigma^{0}$ and $\Lambda$. The $\eta^{\prime}$ would then occupy its own multiplet as an $\mathrm{SU}(3)$-flavour singlet, for which there is no low-lying baryon analogue. In reality, where $\mathrm{SU}(3)$-flavour symmetry is broken, these FN PS states are permitted to mix, and quantifying the extent of this mixing is important for theoretical and phenomenological studies where interpolating operators are used to project onto the physical eigenstates.

In the isospin limit, which is often evoked as a reasonable approximation to reality, the $\eta$ and $\eta^{\prime}$ mesons will become mixtures of the relevant octet and singlet states where full $\mathrm{SU}(3)$-flavour symmetry is broken by the strange quark. The magnitude of this mixing is understood to be quite large in reality, assuming isospinbreaking is negligible, of the order $10-20^{\circ}$ [40]. If isospin symmetry is no longer assumed, all three FN PS eigenstates will form from admixtures of the octet and singlet states. The mixing of the FN octet states is expected to be small, as may be inferred from the relatively small level of isospin-breaking in nature, of the order $1^{\circ}$ [95] and comparable with the analogous $\Sigma^{0}-\Lambda$ mixing. The FN isovector and flavoursinglet mixing is expected to be smaller still, however numerical results including broken isospin are few and limited to phenomenology [95-97], with little consensus. Furthermore, it has been shown that mixing induced by broken isospin could have more significant than expected effects on the $K \pi$-puzzle [98].

Existing lattice QCD studies [37-39, $88,99,100$ ] have worked in the limit of isospin symmetry, hence excluding $\pi^{0}$ admixture, and presented determinations of the $\eta-\eta^{\prime}$ mixing with fair consensus and agreement with phenomenology [40]. However, it is important to note that the majority of these existing $\eta-\eta^{\prime}$ mixing studies, lattice and otherwise, have focused on the mixing of decay constants (defined through the couplings of the mesons to axial-vector currents, see Chapter 6), either under the assumption that their mixing behaviour is mirrored in the state mixing, or simply without reference to the mixing of the states. The decay constant picture has many
interesting aspects, for example its close proximity to the axial anomaly [101], but it is understood in general that the mixing of FN PS states through the coupling to pseudoscalar operators will not follow that observed in the decay constants [102].

We have spent the previous chapter, Chapter 4, developing the machinery necessary to accurately calculate the disconnected diagrams that arise from Wick contractions of FN operators. Since all of the non-trivial mixing occurs through these disconnected diagrams [37], the success of this work is heavily dependent on our ability to do this within our computational means.

In this chapter we will introduce the interpolating operators and correlation functions to be calculated on the lattice, before discussing the diagonalization of the eigenstates and quantities of interest: the PS meson masses and state compositions. We also introduce the quark-mass extrapolation scheme used, present preliminary fits to our lattice results and observe some interesting features of the mixing in the quark-mass region of our ensembles. Moreover, we resolve the mass-splitting between the $\pi^{0}$ and $\eta$ for the first time on the lattice. While the precision achieved for the $\eta^{\prime}$ mass is low, we are still able to resolve its state composition with fair precision on each of our ensembles and at the physical point. The work presented in this chapter is the subject of our publication [103].

### 5.1 Lattice computation of pseudoscalar mesons

We will now introduce the method by which we investigate the masses and state mixing of the pseudoscalar meson nonet (the octet and singlet) on the lattice. The process will be similar in many ways to that employed in Chapter 3. Some added complications in this scenario are the presence of the $\mathrm{SU}(3)$-flavour singlet mixing with the FN isovector and isoscalar states, as well as the computational nuisance presented by the quark-loop contributions which we are now equipped to deal with following the work of Chapter 4.

### 5.1.1 Interpolating operators and correlation functions

As with the $\Sigma^{0}$ and $\Lambda$, there is a canonical choice of interpolating operator basis for the $\pi^{0}, \eta$ and $\eta^{\prime}$ provided by the isospin-centric construction of wavefunctions in SU (3)-flavour symmetry. We refer to this basis as the 'octet-singlet' basis, and it is given by

$$
\begin{gather*}
\mathcal{O}_{\pi_{3}}=\frac{1}{\sqrt{2}}\left(\bar{u} \gamma^{5} u-\bar{d} \gamma^{5} d\right), \quad \mathcal{O}_{\eta_{8}}=\frac{1}{\sqrt{6}}\left(\bar{u} \gamma^{5} u+\bar{d} \gamma^{5} d-2 \bar{s} \gamma^{5} s\right), \\
\mathcal{O}_{\eta_{1}}=\frac{1}{\sqrt{3}}\left(\bar{u} \gamma^{5} u+\bar{d} \gamma^{5} d+\bar{s} \gamma^{5} s\right) \tag{5.1}
\end{gather*}
$$

where the first two operators, labelled $\pi_{3}$ and $\eta_{8}$, are the octet iso-vector and isoscalar respectively, and the final operator is the flavour-singlet, labelled $\eta_{1}$. We herein reserve the standard labels $\pi^{0}, \eta$ and $\eta^{\prime}$ for the mass eigenstates. When
$\mathrm{SU}(3)$-flavour symmetry is exact, these operators are orthogonal in the sense that

$$
\begin{equation*}
\langle 0| \mathcal{O}_{i} \mathcal{O}_{j}^{\dagger}|0\rangle \propto \delta_{i j}, \quad i, j=\pi_{3}, \eta_{8}, \eta_{1} . \tag{5.2}
\end{equation*}
$$

However, when $\mathrm{SU}(3)$-flavour symmetry is broken by a non-degenerate strange quark, the $\eta_{8}$ and $\eta_{1}$ operators are no longer orthogonal. If $\mathrm{SU}(3)$-flavour symmetry is further violated by breaking the residual isospin symmetry, none of the octet-singlet operators remain orthogonal.

Where broken flavour-symmetry is being considered, another common choice of operator basis is the 'quark-flavour' basis, which is given simply by the pseudoscalar Dirac bilinear for each quark flavour,

$$
\begin{equation*}
\mathcal{O}_{u}=\bar{u} \gamma^{5} u, \quad \mathcal{O}_{d}=\bar{d} \gamma^{5} d, \quad \mathcal{O}_{s}=\bar{s} \gamma^{5} s . \tag{5.3}
\end{equation*}
$$

Clearly we are free to choose either basis for the purpose of calculating properties of the flavour-neutral pseudoscalar mesons, and where mixing is concerned, convert results regarding one basis to the other afterwards through a change-of-basis.

For the small lattice volumes and large quark masses used in this study we do not need to consider potential contamination by other low-lying states, such as $2 \gamma$ and $3 \pi$ channels, due to their relatively high energies. Additionally, although in principle our states of interest may overlap with glueball or heavy quark operators, we expect our interpretation of the flavour-compositions herein to be a good approximation of the low energy physics, as these additional states have previously been found to have negligible overlap with the flavour-neutral pseudoscalar mesons at our level of precision [104].

## Correlation functions

We choose to use the more computationally natural of the two presented bases, the quark-flavour basis, and we introduce an extension of this basis by including two different levels of gauge-covariant Gaussian smearing for each operator. The motivation for extending our variational basis in the smearing degree-of-freedom is that there is good evidence that doing so can help to control the excited states [105-108], such that in our case the ground states can be resolved at smaller Euclidean times than would otherwise be possible. This is particularly advantageous since stochastic estimators of quark-loop contributions usually tend towards noise at smaller Euclidean times than connected quantities. Moreover, as mentioned in Chapter 4, whilst stochastic estimation of quark-loop diagrams can be expensive, applying different levels of source and sink smearing to the loops comes at very little extra cost (no additional inversions).

Using our basis of six interpolating operators we construct the $(6 \times 6)$ matrix of correlation functions with elements

$$
\begin{equation*}
C_{i j}(t)=\sum_{\vec{x}, \vec{y}}\left\langle\mathcal{O}_{j}(\vec{y}, t) \mathcal{O}_{i}^{\dagger}(\vec{x}, 0)\right\rangle, \quad i, j=\mathcal{O}_{u}^{(1)}, \mathcal{O}_{d}^{(1)}, \mathcal{O}_{s}^{(1)}, \mathcal{O}_{u}^{(2)}, \mathcal{O}_{d}^{(2)}, \mathcal{O}_{s}^{(2)} \tag{5.4}
\end{equation*}
$$



Figure 5.1: Feynman diagrammatic representation of the quark-flavour basis correlation functions with source and sink flavours $f$ and $f^{\prime}$ respectively, and their corresponding smearing levels $m$ and $n$ (Equation (5.5)). The left-most diagram (two loops) is the quarkloop contribution, which is responsible for correlations between non-degenerate quarks, as well as most of the computational complexity of the calculation. The right-most diagram is the connected contribution, which is only present for source and sink operators of the same quark flavour.
where the superscripts (1), (2) indicate the two levels of smearing applied to the quark-flavour operators, Equation (5.3). Explicitly, smearing level (1) corresponds to 25 sweeps of gauge-covariant Gaussian smearing as defined in Equation (4.12) ( $\alpha=0.7$ ), and (2) to 100 sweeps. Owing to the simple nature of the quark-flavour basis, all 36 of the Wick-contracted correlation functions can be summarized as

$$
\begin{align*}
C_{f f^{\prime}}^{(m, n)}(t) & =\sum_{\vec{x}, \vec{y}} \operatorname{Tr}\left[\gamma^{5} S_{f^{\prime}}^{(n, n)}(\vec{y}, t ; \vec{y}, t)\right] \operatorname{Tr}\left[\gamma^{5} S_{f}^{(m, m)}(\vec{x}, 0 ; \vec{x}, 0)\right] \\
& -\delta_{f f^{\prime}} \operatorname{Tr}\left[S_{f^{\prime}}^{(n, m)}(\vec{y}, t ; \vec{x}, 0) S_{f}^{(n, m)}(\vec{y}, t ; \vec{x}, 0)\right] \tag{5.5}
\end{align*}
$$

where the correlation function indices $f / m$ and $f^{\prime} / n$ label the flavours/smearing levels of the source and sink operators respectively. The trace indicated by $\operatorname{Tr}[\ldots]$ is taken in both Dirac and colour indices, and there is no implied sum over $f / f^{\prime}$ in the second term. We present a diagrammatic representation of Equation (5.5) in Figure 5.1.

The first term of Equation (5.5) is the disconnected quark-loop contribution to the correlation function, which is present regardless of the respective flavours of the source and sink operators. The quark propagators in this term are examples of the self-to-self propagator introduced in Chapter 4, and following the work in that chapter we are now equipped to calculate them using $\mathbb{Z}_{2}$ wall-sources. We have chosen to use three independent noise-sources, each with spin, colour and time dilution, on each gauge-field configuration. Since we have calculated the self-to-self propagator on each timeslice, it is a straightforward improvement to replace

$$
\begin{align*}
\sum_{\vec{x}, \vec{y}} \operatorname{Tr}\left[\gamma^{5} S_{f^{\prime}}^{(n, n)}(\vec{y}, t ; \vec{y}, t)\right] \operatorname{Tr}\left[\gamma^{5} S_{f}^{(m, m)}(\vec{x}, 0 ; \vec{x}, 0)\right] & \longrightarrow \\
& \frac{1}{N_{t}} \sum_{t^{\prime}} \sum_{\vec{x}, \vec{y}} \operatorname{Tr}\left[\gamma^{5} S_{f^{\prime}}^{(n, n)}\left(\vec{y}, t+t^{\prime} ; \vec{y}, t+t^{\prime}\right)\right] \operatorname{Tr}\left[\gamma^{5} S_{f}^{(m, m)}\left(\vec{x}, t^{\prime} ; \vec{x}, t^{\prime}\right)\right] \tag{5.6}
\end{align*}
$$

effectively averaging over all possible source times.
The second term of Equation (5.5), which is only present where the source and sink operator flavours are the same, is the connected contribution to the correlation function. In practice, a determination of this two-point function could most easily be achieved via the use of point-to-all propagators, as is common in lattice QCD. Here however, to achieve noise correlation between the disconnected and connected contributions, as well as achieve the indicated sum over spatial source-locations, we use the one-end trick as detailed in Equation (4.15). Note that in order to achieve the desired source smearing using the one-end trick we must apply the smearing to the source vector before inversion, although for the one-end trick we utilize only a single lattice timeslice source location.

### 5.1.2 Diagonalization

Before performing the diagonalization we introduce the spectral decompositions of our correlation functions at large Euclidean time,

$$
\begin{align*}
& C_{i j}(t)=\sum_{\vec{x}, \vec{y}}\left\langle\mathcal{O}_{j}(\vec{y}, t) \mathcal{O}_{i}^{\dagger}(\vec{x}, 0)\right\rangle \\
&= \sum_{\vec{x}, \vec{y}} \sum_{n} \sum_{\vec{p}} \frac{e^{-E_{n, \vec{p}} t}}{2 E_{n, \vec{p}} L^{3}}\langle 0| \mathcal{O}_{j} e^{i \vec{p} \cdot \vec{y}}|n(\vec{p})\rangle\langle n(\vec{p})| e^{-i \vec{p} \cdot \vec{x}} \mathcal{O}_{i}^{\dagger}|0\rangle \\
&= \sum_{n} \sum_{\vec{p}} \frac{e^{-E_{n, \vec{p} t}}}{2 E_{n, \vec{p}} L^{3}}\langle 0| \mathcal{O}_{j}|n(\vec{p})\rangle\langle n(\vec{p})| \mathcal{O}_{i}^{\dagger}|0\rangle \sum_{\vec{x}, \vec{y}} e^{-i \vec{p} \cdot \vec{x}} e^{i \vec{p} \cdot \vec{y}} \\
&=\sum_{n} \sum_{\vec{p}}\langle 0| \mathcal{O}_{j}|n(\vec{p})\rangle\langle n(\vec{p})| \mathcal{O}_{i}^{\dagger}|0\rangle \frac{e^{-E_{n, \vec{p} t}^{t}}}{2 E_{n, \vec{p}} L^{3}}(2 \pi)^{6} \delta^{3}(\vec{p}) \delta^{3}(-\vec{p}) \\
& \quad \xrightarrow[t \rightarrow \infty]{\longrightarrow} \sum_{n=1}^{6} \frac{L^{3}}{2 M_{n}}\langle 0| \mathcal{O}_{j}|n\rangle\langle n| \mathcal{O}_{i}^{\dagger}|0\rangle e^{-M_{n} t}, \tag{5.7}
\end{align*}
$$

where we have truncated the sum of states to the six least energetic ground-states at sufficiently large Euclidean time. As discussed in Section 2.2, we find it advantageous to consider the backwards-propagating states occurring due to our boundary conditions, and so we instead consider

$$
\begin{equation*}
C_{i j}(t) \underset{t \rightarrow \infty}{\longrightarrow} \sum_{n=1}^{6} \frac{L^{3}}{2 M_{n}}\langle 0| \mathcal{O}_{j}|n\rangle\langle n| \mathcal{O}_{i}^{\dagger}|0\rangle\left(e^{-M_{n} t}+e^{-(T-t) M_{n}}\right), \tag{5.8}
\end{equation*}
$$

where $T$ is the full time-extent of the lattice.
In Chapter 3 we introduced the generalized eigenvalue problem (GEVP) [75,76] as an alternative to the straightforward eigenvalue problem which we ultimately utilized therein. Here we are interested in both eigenvectors and eigenvalues, and we instead favour the GEVP for its reduction of eigenvalue uncertainties. Note that
the eigenvectors are mathematically equivalent between the two methods provided that, as usual, we have gone to sufficiently large Euclidean times.

We invoke the eigenvectors $\vec{v}_{m}$ at large Euclidean times, which, for the real and symmetric matrix of correlation functions exhibit the property

$$
\begin{equation*}
\sum_{j=1}^{6} \frac{L^{3 / 2}}{\sqrt{2 M_{n}}}\langle 0| \mathcal{O}_{j}|n\rangle\left[\vec{v}_{m}\right]_{j}=\delta_{n m} \tag{5.9}
\end{equation*}
$$

noting that the matrix being real implies that $\langle 0| \mathcal{O}_{i}|n\rangle=\langle n| \mathcal{O}_{i}^{\dagger}|0\rangle$. Ignoring the backwards-propagating states momentarily, we can calculate these eigenvectors as the solutions to the GEVP given by

$$
\begin{equation*}
C\left(t_{0}\right)^{-1} C\left(t_{0}+\delta t\right) \vec{v}_{n}=e^{-M_{n} \delta t} \vec{v}_{n} . \tag{5.10}
\end{equation*}
$$

Once we have solved the GEVP, we can diagonalize our matrix of correlation functions at sufficiently large $t$ as $\vec{v}_{n}^{T} C(t) \vec{v}_{n}=\left(e^{-M_{n} t}+e^{-(T-t) M_{n}}\right)$, in order to extract the ground-state masses. The three least-energetic states are the $\pi^{0}, \eta$ and $\eta^{\prime}$.

In addition to the masses of the eigenstates, we also determine the overlaps of the quark-flavour operators at large times as

$$
\begin{equation*}
\frac{2 M_{n}}{L^{3}}\left(e^{-M_{n} t}+e^{-(T-t) M_{n}}\right)^{-1} \sum_{j=1}^{6} C_{i j}(t)\left[\vec{v}_{n}\right]_{j}=\langle n| \mathcal{O}_{i}^{\dagger}|0\rangle \tag{5.11}
\end{equation*}
$$

by fitting the left-hand side of the above expression to a constant at sufficiently large times, for each $n \leq 3$ and $i$. We define the re-scaled overlaps for a fixed smearing level $l$ as the relative weight of flavour $f$ in the eigenstate $|n\rangle$,

$$
\begin{equation*}
\langle 0| \tilde{\mathcal{O}}_{f}^{(l)}|n\rangle \equiv \frac{\langle 0| \mathcal{O}_{f}^{(l)}|n\rangle}{\sqrt{\left.\sum_{f^{\prime}=u, d, s}\left|\langle 0| \mathcal{O}_{f^{\prime}}^{(l)}\right| n\right\rangle\left.\right|^{2}}}, \quad f=u, d, s \tag{5.12}
\end{equation*}
$$

As can be seen from Equation (5.9), the overlaps of Equation (5.11) are in fact proportional to the eigenvectors in the sense that

$$
\begin{equation*}
\vec{v}_{n} \propto\left[\langle 0| \mathcal{O}_{u}^{(1)}|n\rangle,\langle 0| \mathcal{O}_{d}^{(1)}|n\rangle,\langle 0| \mathcal{O}_{s}^{(1)}|n\rangle,\langle 0| \mathcal{O}_{u}^{(2)}|n\rangle,\langle 0| \mathcal{O}_{d}^{(2)}|n\rangle,\langle 0| \mathcal{O}_{s}^{(2)}|n\rangle\right]^{T} \tag{5.13}
\end{equation*}
$$

and hence either the eigenvectors or overlaps may be used to form operators which diagonalize the FN PS mesons.

In principle, it may be true that the quark-flavour operators of one smearing level couple to the eigenstates in different proportions to those of the other smearing level, i.e.

$$
\begin{equation*}
\left[\langle 0| \mathcal{O}_{u}^{(1)}|n\rangle,\langle 0| \mathcal{O}_{d}^{(1)}|n\rangle,\langle 0| \mathcal{O}_{s}^{(1)}|n\rangle\right] \not \subset\left[\langle 0| \mathcal{O}_{u}^{(2)}|n\rangle,\langle 0| \mathcal{O}_{d}^{(2)}|n\rangle,\langle 0| \mathcal{O}_{s}^{(2)}|n\rangle\right] . \tag{5.14}
\end{equation*}
$$

In this work we find statistical consistency for proportionality between the two smearing levels on our lattice ensembles, the $\kappa$-values for which can be found in Table 5.1. As an example of this, on our Ensemble 1 we find

$$
\begin{equation*}
\frac{\langle 0| \mathcal{O}_{u}^{(1)}|\eta\rangle}{\langle 0| \mathcal{O}_{d}^{(1)}|\eta\rangle}=-2.097(23), \quad \frac{\langle 0| \mathcal{O}_{u}^{(2)}|\eta\rangle}{\langle 0| \mathcal{O}_{d}^{(2)}|\eta\rangle}=-2.080(25), \tag{5.15}
\end{equation*}
$$

which implies from Equation (5.12) that $\langle 0| \tilde{\mathcal{O}}_{f}^{(1)}|n\rangle=\langle 0| \tilde{\mathcal{O}}_{f}^{(2)}|n\rangle$, and we hence drop the smearing-level label on our rescaled operators: $\langle 0| \tilde{\mathcal{O}}_{f}|n\rangle$. Finally, due to this proportionality, we may write our operators which diagonalize the FN PS mesons simply as

$$
\begin{equation*}
\mathcal{O}_{n}^{\star}=\sum_{f=u, d, s}\langle 0| \tilde{\mathcal{O}}_{f}|n\rangle \mathcal{O}_{f} \tag{5.16}
\end{equation*}
$$

where, for our purposes, arbitrary smearing may be associated with the quark-flavour operators $\mathcal{O}_{f}$. We will interchangeably refer to the re-scaled overlaps $\langle 0| \tilde{\mathcal{O}}_{f}|n\rangle$ as the flavour-contents or flavour-compositions of the eigenstates $|n\rangle$.

## The outer-ring pseudoscalar mesons

In addition to the FN PS meson system already discussed, we also determine the masses of the outer-ring octet mesons: $\pi^{+}, K^{+}$and $K^{0}$, which are already diagonalized by their standard octet $\mathrm{SU}(3)$-flavour wavefunctions. To achieve this we solve a GEVP for each species, with the respective correlation function matrices having elements

$$
\begin{align*}
& C_{m n}^{\pi^{+}}(t)=\sum_{\vec{x}, \vec{y}}\left\langle\left(\bar{q}_{d} \gamma^{5} q_{u}\right)(\vec{y}, t)^{(n)}\left(\bar{q}_{d} \gamma^{5} q_{u}\right)^{\dagger}(\vec{x}, 0)^{(m)}\right\rangle  \tag{5.17}\\
& C_{m n}^{K^{+}}(t)=\sum_{\vec{x}, \vec{y}}\left\langle\left(\bar{q}_{s} \gamma^{5} q_{u}\right)(\vec{y}, t)^{(n)}\left(\bar{q}_{s} \gamma^{5} q_{u}\right)^{\dagger}(\vec{x}, 0)^{(m)}\right\rangle  \tag{5.18}\\
& C_{m n}^{K^{0}}(t)=\sum_{\vec{x}, \vec{y}}\left\langle\left(\bar{q}_{d} \gamma^{5} q_{s}\right)(\vec{y}, t)^{(n)}\left(\bar{q}_{d} \gamma^{5} q_{s}\right)^{\dagger}(\vec{x}, 0)^{(m)}\right\rangle, \tag{5.19}
\end{align*}
$$

where the indices $m$ and $n$ enumerate the two smearing levels already detailed. Analogous to the FN species, we calculate the necessary eigenvectors via the GEVP's

$$
\begin{align*}
& C^{\pi^{+}}\left(t_{0}\right)^{-1} C^{\pi^{+}}\left(t_{0}+\delta t \vec{v}_{n}^{\pi^{+}}\right.=\lambda_{n}^{\pi^{+}} \vec{v}_{n}^{\pi^{+}}, \\
& C^{K^{+}}\left(t_{0}\right)^{-1} C^{K^{+}}\left(t_{0}+\delta t\right) \vec{v}_{n}^{K^{+}}=\lambda_{n}^{K^{+}} \vec{v}_{n}^{K^{+}}, \\
& C^{K^{0}}\left(t_{0}\right)^{-1} C^{K^{0}}\left(t_{0}+\delta t\right) \vec{v}_{n}^{K^{0}}=\lambda_{n}^{K^{0}} \vec{v}_{n}^{K^{0}}, \tag{5.20}
\end{align*}
$$

for the same $\delta t$ and two values of $t_{0}$ used for the FN mesons. The ground state masses are then extracted by fitting the appropriate combinations of exponential functions to the (large times) diagonalizations

$$
\vec{v}_{1}^{\pi^{+} T} C^{\pi^{+}}(t) \vec{v}_{1}^{\pi^{+}}=e^{-M_{\pi^{+}} t}+e^{-(T-t) M_{\pi^{+}}}
$$

| Lattice ensembles |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\#$ | $\kappa_{u}$ | $\kappa_{d}$ | $\kappa_{s}$ | $\#$ | $\kappa_{u}$ | $\kappa_{d}$ | $\kappa_{s}$ |
| 1 | 0.124362 | 0.121713 | 0.121713 | 4 | 0.124281 | 0.121752 | 0.121752 |
| 2 | 0.124374 | 0.121713 | 0.121701 | 5 | 0.124338 | 0.121760 | 0.121689 |
| 3 | 0.124400 | 0.121713 | 0.121677 | 6 | 0.124430 | 0.121760 | 0.121601 |

Table 5.1: The ensemble number labels and $\kappa$-values for each of the six (unitary) $n_{f}=$ $1+1+1$ QCD+QED ensembles used in this chapter. These ensembles are depicted in the quark-mass plane in Figure 5.2.

$$
\begin{align*}
\vec{v}_{1}^{K^{+} T} C^{K^{+}}(t) \vec{v}_{1}^{K^{+}} & =e^{-M_{K^{+}} t}+e^{-(T-t) M_{K^{+}}} \\
\vec{v}_{1}^{K^{0} T} C^{K^{0}}(t) \vec{v}_{1}^{K^{0}} & =e^{-M_{K^{0}} t}+e^{-(T-t) M_{K^{0}}} . \tag{5.21}
\end{align*}
$$

Calculating the outer-ring mesons in this way, using a variational smearing analysis, is expected to give us increased control over excited states and does not require the calculation of any propagators in addition to those needed for the FN PS meson diagonalization.

### 5.1.3 Flavour-breaking expansions

As was done in Chapter 3 for the $\Sigma^{0}-\Lambda$ mixing angle, we can parametrise our meson masses and overlaps by the light quark mass and charge parameters in order to correct for the dominant systematic error, which is the unphysical bare quark masses used. Such parametrisations around an $\mathrm{SU}(3)$ symmetric point have already been worked out for the pseudoscalar meson masses-squared in the flavour-breaking scheme [63]. The central idea of this extrapolation scheme is that particles belonging to certain multiplets under $\mathrm{SU}(3)$-flavour symmetry have resulting group properties which must also be manifest in the expansion polynomials at each order. Therefore, at each order there is some finite combination of quark mass and charge polynomials which need be considered to parametrise the masses of the PS mesons.

Due to the exploratory nature of this work, we limit our parametrisations to leading order in the quark masses and charges. Taking, to leading order, the expressions presented in [65] for the purely connected outer-ring PS mesons,

$$
\begin{gather*}
M_{\pi^{+}}^{2}=M_{0}^{2}+\beta_{0}^{\mathrm{EM}}\left(e_{u}^{2}+e_{d}^{2}+e_{s}^{2}\right)+\alpha\left(\delta m_{u}+\delta m_{d}\right)+\beta_{2}^{\mathrm{EM}}\left(e_{u}-e_{d}\right)^{2}  \tag{5.22}\\
M_{K^{+}}^{2}=M_{0}^{2}+\beta_{0}^{\mathrm{EM}}\left(e_{u}^{2}+e_{d}^{2}+e_{s}^{2}\right)+\alpha\left(\delta m_{u}+\delta m_{s}\right)+\beta_{2}^{\mathrm{EM}}\left(e_{u}-e_{s}\right)^{2}  \tag{5.23}\\
M_{K^{0}}^{2}=M_{0}^{2}+\beta_{0}^{\mathrm{EM}}\left(e_{u}^{2}+e_{d}^{2}+e_{s}^{2}\right)+\alpha\left(\delta m_{d}+\delta m_{s}\right) \tag{5.24}
\end{gather*}
$$

In the above expressions $\delta m_{i}$ is again the deviation of the $i^{\text {th }}$ quark's mass from the approximate $\mathrm{SU}(3)$-symmetric point (see Section 2.3): $\delta m_{i}=m_{i}-m_{0}, e_{i}$ is the EM charge associated with the $i^{\text {th }}$ quark, and $M_{0}, \beta_{0}^{\mathrm{EM}}, \beta_{2}^{\mathrm{EM}}$ and $\alpha$ are fit parameters. Note that we have simplified the above expressions using the relation
$\delta m_{u}+\delta m_{d}+\delta m_{s}=0$, which is a feature of our extrapolation scheme and true for all of our ensembles.

For the FN PS mesons the above set of parameters is not sufficient to describe the effects of the quark-loop diagrams contributing to their masses, and hence additional parameters are introduced. Since the mass-matrix is not diagonal in the octet-singlet basis, the masses of the relevant eigenstates must be obtained by diagonalization of some non-diagonal matrix, and to this end we again choose the simple quark-flavour basis. In the flavour-breaking scheme at leading order we have

$$
\begin{align*}
& {\left[\begin{array}{ccc}
M_{u \bar{u}}^{2} & M_{u \bar{d}}^{2} & M_{u \bar{s}}^{2} \\
M_{u \bar{d}}^{2} & M_{d \bar{d}}^{2} & M_{d \bar{s}}^{2} \\
M_{u \bar{s}}^{2} & M_{d \bar{s}}^{2} & M_{s \bar{s}}^{2}
\end{array}\right]=\left[M_{0}^{2}+\beta_{0}^{\mathrm{EM}}\left(e_{u}^{2}+e_{d}^{2}+e_{s}^{2}\right)\right] \cdot \mathbb{I}+A\left[\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right]} \\
& +b_{0}\left[\begin{array}{ccc}
2 \delta m_{u} & \delta m_{u}+\delta m_{d} & \delta m_{u}+\delta m_{s} \\
\delta m_{u}+\delta m_{d} & 2 \delta m_{d} & \delta m_{d}+\delta m_{s} \\
\delta m_{u}+\delta m_{s} & \delta m_{d}+\delta m_{s} & 2 \delta m_{s}
\end{array}\right]+2 \beta_{1}^{\mathrm{EM}}\left[\begin{array}{ccc}
e_{u}^{2} & 0 & 0 \\
0 & e_{d}^{2} & 0 \\
0 & 0 & e_{s}^{2}
\end{array}\right] \\
& +2 \alpha\left[\begin{array}{ccc}
\delta m_{u} & 0 & 0 \\
0 & \delta m_{d} & 0 \\
0 & 0 & \delta m_{s}
\end{array}\right]+a_{1}^{\mathrm{EM}}\left[\begin{array}{ccc}
e_{u}^{2} & e_{u} e_{d} & e_{u} e_{s} \\
e_{u} e_{d} & e_{d}^{2} & e_{d} e_{s} \\
e_{u} e_{s} & e_{d} e_{s} & e_{s}^{2}
\end{array}\right] . \tag{5.25}
\end{align*}
$$

The additional parameter $A$ is the zeroth-order contribution arising from disconnected diagrams, and is responsible for octet-singlet mass-splitting even where $\mathrm{SU}(3)$ flavour symmetry is realised, whilst the new parameters $b_{0}$ and $a_{1}^{\mathrm{EM}}$ correspond respectively to gluons and photons interacting with quark loops.

In the language of the flavour-breaking expansions employed in [65], we extend the $8 \times 8$ mass matrix considered therein for the PS meson octet to include the flavour singlet. We now have a $9 \times 9$ mass matrix, with a $3 \times 3$ block for the FN mesons. In addition to the terms in $8 \otimes 8$ considered in [65], we also have terms with the symmetries $1 \otimes 1,1 \otimes 8$ and $8 \otimes 1$, which are (trivially) decomposed as

$$
\begin{equation*}
1 \otimes 1=1, \quad 1 \otimes 8=8, \quad 8 \otimes 1=8 \tag{5.26}
\end{equation*}
$$

The $1 \otimes 1$ term gives the $A$ term of Eq. 5.25 , whilst the $1 \otimes 8$ and $8 \otimes 1$ terms give the $b_{0}$ term.

We have checked that performing a Taylor expansion analogous to the method employed in Section 3.1.2, but of the $3 \times 3$ matrix of correlation functions with row and column indices enumerating the quark-flavour basis operators, returns a parametrisation sharing the same functional form as (5.25). Therefore it is appropriate that we fit our overlaps of Equation (5.12), which are proportional to eigenvectors of the aforementioned $3 \times 3$ matrix, to the eigenvectors of a function of this form. We do not require the parameters between the mass and overlap fits
to be equal, since the overlaps diagonalize the states but not necessarily the mass matrix.

On each ensemble then, the masses-squared extracted for each of the nonet mesons are simultaneously fit to Equations (5.22)-(5.24), as well as the eigenvalues of Equation (5.25) computed numerically. We have also determined the mass splitting $M_{\eta}-M_{\pi^{0}}$ on each ensemble via the ratio of the relevant correlation functions:

$$
\begin{equation*}
\frac{\vec{v}_{\pi^{0}}^{T} C(t) \vec{v}_{\pi^{0}}}{\vec{v}_{\eta}^{T} C(t) \vec{v}_{\eta}}=e^{\left(M_{\eta}-M_{\pi^{0}}\right) t} \tag{5.27}
\end{equation*}
$$

and subsequently fitting the effective mass, which is also included in the simultaneous fit. Independently of these mass fits, the re-scaled overlaps are fit to the numerically computed eigenvectors of a fit function with the form of Equation (5.25).

### 5.2 Results

The lattice simulations for this work were performed on six ensembles, with $\kappa$-values and naming labels given in Table 5.1. All ensembles are $24^{3} \times 48, n_{f}=1+1+1$, dynamical QCD+QED with quark masses around a U-spin symmetric point ( $m_{d}=$ $m_{s}$ ), with $m_{u}$ tuned to approximate $\mathrm{SU}(3)$ symmetry, as detailed in Chapter 2. Ensembles 1-3 were employed previously in Chapter 3, and were chosen based on symmetries in the masses of the connected-only FN PS mesons. In particular, these ensembles span a quark-mass region which exhibits a wide variety of different mixing regimes, as we will soon observe. The three additional ensembles, 4-6, were required in order to better constrain our parametrisations through variation of the downquark mass, and are chosen also holding $m_{u}+m_{d}+m_{s}=$ constant. All of our ensembles are depicted on the plane of constant $\bar{m}$ in Figure 5.2, along with the physical point. Lines of constant $m_{d}$ which our ensembles lie on are denoted by the red dashed lines, while the U-spin symmetric line is shown by the blue dashed line.

In solving the GEVP, Equation (5.10), we have chosen $\delta t=1$ and calculated the eigenvectors for both $t_{0}=4$ and $t_{0}=5$. The mass and overlap results for each value of $t_{0}$ are treated as independent bootstrap samples in our error analysis, in order to estimate some of the systematic uncertainty associated with the choice. This is because in practice, the value of $t_{0}$ is restricted to relatively small times due to the quickly increasing statistical uncertainty, whereas the GEVP diagonalizations detailed herein are large Euclidean time expressions.

We present an example of the extracted signals of the diagonalized PS meson correlation functions in Figure 5.3, along with the effective mass of the splitting $M_{\eta}-M_{\pi^{0}}$, all on Ensemble 1 for $t_{0}=4$. Since the $\eta^{\prime}$ signal contains most of the disconnected contribution, on each ensemble we find it necessary to fit the $\eta^{\prime}$ at earlier times than the remaining nonet states. Again for Ensemble 1 and $t_{0}=4$ we present an example of the re-scaled overlap signal, as determined from the left-hand side of Equation (5.11) and the re-scaling Equation (5.12), in Figure 5.4. Clearly,


Figure 5.2: A visualisation of our six ensembles on the plane of constant average bare quark mass, including a close-up view of the ensemble locations, along with the physical point indicated by a red star. The red dashed lines indicate paths of constant $m_{d}$, whilst the blue dashed line shows where the down and strange quarks are degenerate and thus U-spin symmetry is exact. The ensembles, as detailed in Table 5.1, are 1 (triangle), 2 (square), 3 (pentagon), 4 (x), 5 (plus) and 6 (diamond).


Figure 5.3: An example of the signals obtained for the PS mesons from the GEVP on Ensemble 1: correlation functions (top) and $M_{\eta}-M_{\pi^{0}}$ effective mass (bottom), along with their respective fits.
after re-scaling the overlaps are largely time independent, and can be confirmed to agree statistically with the normalized (to unity) eigenvectors. All of the extracted overlap and mass parameters are presented in Tables 5.2 and 5.3 respectively.

In Figure 5.5 we present a visual summary encapsulating most of our lattice results for this chapter, in particular all of the overlaps and octet masses from each of our six ensembles, along with their respective global fits. The $\chi^{2} /$ dof for the two global fits are 2.4 and 2.1 for the overlaps and masses respectively. The fit parameters for the masses-squared and overlap fits are given in Tables 5.4 and 5.5 respectively. Note that the presented overlap fit parameters are determined from a fit to the mean values of the FN overlaps, since the bootstrap-by-bootstrap fit parameters have variances which leave them consistent with zero, even though the resulting bootstrap-by-bootstrap fits do not. We stress that given the small lattice volumes and additional systematic uncertainties present, the quoted statistical uncertainties for our lattice data are expected to underestimate the true uncertainties, and simply adding an additional $2 \%$ uncertainty to our data as a conservative estimate of the systematic uncertainties lowers the $\chi^{2}$ /dof values to 1.1 and 0.6 for the overlap and mass fits respectively.

The two plots occupying the top row of Figure 5.5 each depict ensembles 1-3 (right-to-left), which all lie on the constant down-quark mass trajectory $\delta m_{d}=0$. Ensemble 1 exhibits U-spin symmetry due to the degeneracy of the down and

| Flavour compositions |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \# | $\left.\left.\left\|\langle 0\| \tilde{\mathcal{O}}_{u}\right\| \pi^{0}\right\rangle\left.\right\|^{2}\left\|\langle 0\| \tilde{\mathcal{O}}_{d}\right\| \pi^{0}\right\rangle\left.\right\|^{2} \mid\langle 0\| \tilde{\mathcal{O}}_{s}\left\|\pi^{0}\right\rangle$ |  |  | $\left.\langle 0\| \tilde{\mathcal{O}}_{u}\|\eta\rangle\right\|^{2}$ | $\left.\left\|\langle 0\| \tilde{\mathcal{O}}_{d}\right\| \eta\right\rangle\left.\right\|^{2}$ | $\mid\langle 0\| \tilde{\mathcal{O}}_{s}\|\eta\rangle$ | $\left.\left.\left.\left\|\langle 0\| \tilde{\mathcal{O}}_{u}\right\| \eta^{\prime}\right\rangle\left.\right\|^{2}\left\|\langle 0\| \tilde{\mathcal{O}}_{d}\right\| \eta^{\prime}\right\rangle\left.\right\|^{2}\left\|\langle 0\| \tilde{\mathcal{O}}_{s}\right\| \eta^{\prime}\right\rangle\left.\right\|^{2}$ |  |  |
| 1 | 0.000(0) | 0.500(0) | 0.500(0) | 0.682(9) | 0.159(5) | 0.159(5) | 0.380(56) | 0.310(28) | 0.310(28) |
| 2 | 0.111(46) | 0.641(12) | 0.248(53) | 0.590(49) | 0.019(12) | 0.391(58) | 0.380(26) | 0.312(14) | 0.309(13) |
| 3 | 0.622(17) | 0.360(21) | 0.018(5) | 0.090(14) | 0.278(22) | 0.632(8) | 0.329(28) | 0.333(14) | 0.339(18) |
| 4 | 0.000(0) | 0.500(0) | 0.500(0) | 0.656(18) | 0.172(9) | 0.172(9) | 0.462(46) | 0.269(23) | 0.269(23) |
| 5 | 0.094(10) | 0.664(10) | 0.242(17) | 0.594(10) | 0.014(3) | 0.392(12) | 0.356(52) | 0.329(49) | 0.314(17) |
| 6 | 0.511(20) | 0.488(19) | 0.001(1) | 0.225(36) | 0.161(25) | 0.614(27) | 0.337(46) | 0.278(41) | 0.385(67) |

Table 5.2: The extracted overlaps squared of the physical states with the flavour basis operators on each of our ensembles. | PS meson masses $(\mathrm{MeV})$ |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\#$ | $M_{\pi^{0}}$ | $M_{\eta}$ | $M_{\eta^{-}} M_{\pi^{0}}$ | $M_{\eta^{\prime}}$ | $M_{\pi^{+}}$ | $M_{K^{+}}$ | $M_{K^{0}}$ |
| 1 | $457(5)$ | $473(5)$ | $15(1)$ | $1234(51)$ | $485(4)$ | $485(4)$ | $459(5)$ |
| 2 | $475(4)$ | $483(4)$ | $10(1)$ | $1219(118)$ | $491(4)$ | $498(4)$ | $477(4)$ |
| 3 | $446(9)$ | $476(7)$ | $28(1)$ | $1165(54)$ | $461(8)$ | $478(8)$ | $474(7)$ |
| 4 | $430(11)$ | $521(9)$ | $86(3)$ | $1519(127)$ | $519(7)$ | $519(7)$ | $429(10)$ |
| 5 | $405(8)$ | $448(5)$ | $50(3)$ | $1156(70)$ | $437(5)$ | $464(4)$ | $413(6)$ |
| 6 | $404(7)$ | $503(5)$ | $97(2)$ | $1058(50)$ | $421(6)$ | $499(4)$ | $482(4)$ |

Table 5.3: The extracted PS meson masses, as well as the mass-splitting $M_{\eta}-M_{\pi^{0}}$, for each of our six ensembles.


Figure 5.4: An example of the signals obtained for the FN PS meson (re-scaled) overlaps on Ensemble 1, as determined by the left-hand side of Equation (5.11) and the re-scaling Equation (5.12). A slight time offset has been applied to some signals for clarity.

| Masses-squared expansion fit parameters |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $C$ | $A$ | $\alpha$ | $b_{0}$ | $a_{1}^{\mathrm{EM}}$ | $\beta_{1}^{\mathrm{EM}}$ | $\beta_{2}^{\mathrm{EM}}$ |
| $0.0244(2)$ | $0.045(2)$ | $1.51(2)$ | $-1.3(4)$ | $0.0025(1)$ | $0.001(60)$ | $0.00267(9)$ |

Table 5.4: We have denoted $C \equiv M_{0}^{2}+\beta_{0}^{\mathrm{EM}}\left(e_{u}^{2}+e_{d}^{2}+e_{s}^{2}\right)$ for the combination appearing identically in each mass expansion given in Section 5.1.3.

| FN overlap expansion fit parameters |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| $A$ | $\alpha$ | $b_{0}$ | $a_{1}^{\mathrm{EM}}$ | $\beta_{1}^{\mathrm{EM}}$ |
| 0.0193 | 0.0998 | 0.3854 | 0.0001 | 0.0002 |

Table 5.5: The values of the overlap expansion parameters as determined from a fit to the bootstrap-means of the FN overlaps.


Figure 5.5: The overlaps (left column) and octet masses (right column) from each of our 6 ensembles with their respective global fits. The top pair of plots display ensembles 1-3 (right-to-left), which lie on the constant down quark mass trajectory $\delta m_{d}=0$ (left-most dashed red line of Fig. 5.2). The center plots depict ensembles 1 and 4, which both exhibit U-spin symmetry (dashed blue line in Fig 5.2), whilst the bottom pair of plots depict ensembles 5 and 6 , which lie on the constant down quark mass trajectory $\delta m_{d}=-0.00159$ (right-most dashed red line of Fig. 5.2). For a complete discussion of the features of this figure refer to Section 5.2.
strange quarks, and we can see as a result that the lightest FN PS meson exhibits the exact state composition of a U-spin $\pi_{3}, \pi_{3}^{U}=\left(\bar{d} \gamma^{5} d-\bar{s} \gamma^{5} s\right) / \sqrt{2}$, with its mass necessarily degenerate with that of the $K^{0}$. The $\eta$ meson of Ensemble 2 has a flavour composition approaching that of a V-spin $\pi_{3}, \pi_{3}^{V}=\left(\bar{u} \gamma^{5} u-\bar{s} \gamma^{5} s\right) / \sqrt{2}$. Ensemble 2 also appears to be very near to the waist of an avoided level crossing between the $\pi^{0}$ and $\eta$ mesons. Occurring along this mass trajectory and between Ensembles 2 and 3 , as determined from the overlap fit, the $\pi^{0}$ becomes a pure isospin $\pi_{3}$ at $\delta m_{u} \approx-0.0008$.

The two plots that occupy the centre row of Figure 5.5 display the overlaps and octet masses of Ensembles 1 and 4 (left-to-right), which lie along a quarkmass trajectory where the down and strange quarks have equal masses, and the up-quark mass is fixed by our condition $\delta \bar{m}=0$. Along this trajectory, indicated by the blue dashed line in Figure 5.2, we have hence enforced U-spin symmetry, and consequentially one of either the $\pi^{0}$ or $\eta$ exhibit the flavour structure of a $\pi_{3}^{U}$ throughout. A distinct feature of these plots is the level crossing observed in the $\pi^{0}$ and $\eta$ masses at $\delta m_{u} \approx-0.0004$, and corresponding point in the overlaps where the state compositions change labels according to the flipped mass ordering. Additionally, one can observe that the three FN PS states approach their SU(3)symmetric flavour compositions at the approximate location of Ensemble 1. The separation, in quark-mass space, of the level crossing and exact $\mathrm{SU}(3)$-flavour-states points is a pure EM effect, as without EM these two phenomena would always occur together at points with equal light-quark masses (i.e. exact $\mathrm{SU}(3)$-flavour symmetry). Additionally, the mass-splitting of about $2.5 \%$ between the charged and neutral octet-mesons, which we see at the point of $M_{\pi^{0}}-M_{\eta}$ degeneracy in Figure 5.5 (centre row, right-hand plot), is also a pure EM effect.

The plots occupying the bottom row of Figure 5.5 depict the overlaps and octet masses of Ensembles 5 and 6 (right-to-left), which are situated on our lightest constant down quark mass trajectory, $\delta m_{d}=-0.0016$. The flavour composition of the $\eta$ of Ensemble 5 is seen to be near that of a $\pi_{3}^{V}$, whilst the $\pi^{0}$ of Ensemble 6 is a very good approximation of an isospin $\pi_{3}$. Ensemble 6 exhibits the poorest overlap signal in our set, likely since it also possesses the lightest up and down quarks but has a comparable number of configurations to the other ensembles. The octet masses again exhibit an avoided level crossing between the $\pi^{0}$ and $\eta$, however with a much broader waist than that observed around Ensemble 2.

It is interesting to note that across the range of quark masses considered, the state compositions evolve between each of the distinct $\mathrm{SU}(2)$ subgroups: T-spin, U-spin and V-spin. In particular, as highlighted above, as $\delta m_{u}$ changes in the top-left panel of Figure 5.5, we observe three distinct locations where one of the eigenstates appears as a pure $\pi_{3}$ state of a distinct $\mathrm{SU}(2)$ subgroup. Similarly, the lower-left panel also identifies pure $\pi_{3}^{T}$ and $\pi_{3}^{V}$ at particular values of $\delta m_{u}$. Using the parametrised description of the state composition we can trace out these distinct $\mathrm{SU}(2)$ subgroups in the quark mass plane, as shown in Figure 5.6. Each of the three lines corresponds to a trajectory where one of the eigenstates is a pure $\pi_{3}$; either


Figure 5.6: Lines of pure isospin (red), U-spin (blue) and V-spin (green) $\pi_{3}$ states as determined from our global fit to the extracted overlaps. The linear relationships in the legend indicate the symmetry condition between the relevant pairs of quarks, which are non-trivial for isospin and V-spin due to the presence of EM. Also illustrated are the locations of our Ensembles 1 (triangle), 2 (square), 3 (pentagon), 4 (x), 5 (plus) and 6 (diamond).
$\pi_{3}^{T}, \pi_{3}^{U}$ or $\pi_{3}^{V}$. While the U-spin trajectory is exact, since the corresponding quark degeneracy is exact, the isospin and V-spin trajectories have slopes that are roughly compatible with maintaining degeneracy of the quark masses.

Figure 5.6 also suggests an improved definition of the $\mathrm{SU}(3)$ symmetric point, where the three lines appear to intersect together at a down quark mass slightly heavier than that of the nominal approximate $\mathrm{SU}(3)$ symmetric point introduced in Section 2.3. This intersection point also coincides with the point where the $\pi^{0}$ and $\eta$ are degenerate along the U-spin symmetric line. While the approximate symmetric point was chosen such that the connected-only flavour-neutrals are degenerate $[109,110]$, the location identified here uses only physical states in the spectrum. In practice however, tuning lattice quark masses with respect to the disconnected correlation functions needed in this study would be unfeasible, and from the point of view of an expansion about an approximate $\mathrm{SU}(3)$ symmetric point, the consequence for any physical observable will always be equivalent up to the order of an expansion.

Although we currently lack ensembles at large enough $\left|\delta m_{i}\right|$ to constrain our parametrisation so as to effectively resolve the physical point mixing, we can assess our overlap extrapolation at the physical values of the quark masses, $\delta m_{i}^{*}$, the locations of which were determined in [65], albeit on a $32^{3} \times 64$ volume,

$$
\begin{equation*}
a \delta m_{u}^{\star}=-0.00834(8), \quad a \delta m_{d}^{\star}=-0.00776(7) \tag{5.28}
\end{equation*}
$$

We note that in this preliminary work we make no attempt to quantify the finite volume or lattice spacing effects in our results. We scale the parameters in our expansion that arise due to the inclusion of QED (note that $\beta_{0}^{\mathrm{EM}}$ doesn't contribute to the mixing) as was done in [72] to approximately correct our larger-than-physical EM coupling, and find

$$
\begin{align*}
& \left|\pi^{0}\right\rangle=0.85(14)\left|\pi_{3}\right\rangle-0.27(25)\left|\eta_{8}\right\rangle+0.29(22)\left|\eta_{1}\right\rangle  \tag{5.29}\\
& |\eta\rangle=-0.07(10)\left|\pi_{3}\right\rangle+0.76(16)\left|\eta_{8}\right\rangle+0.56(24)\left|\eta_{1}\right\rangle  \tag{5.30}\\
& \left|\eta^{\prime}\right\rangle=-0.005(2)\left|\pi_{3}\right\rangle-0.26(10)\left|\eta_{8}\right\rangle+0.96(3)\left|\eta_{1}\right\rangle \tag{5.31}
\end{align*}
$$

With our relatively low level of precision at the physical point we cannot yet resolve much significant mixture of the $\pi^{0}$ with either the $\eta$ or $\eta^{\prime}$, but we can see a small non-zero $\pi_{3}$ content in the $\eta^{\prime}$, although we would await a more precise calculation before drawing any physical conclusions. We do observe some clearly non-trivial admixtures of the $\eta_{8}$ and $\eta_{1}$ occurring in the physical $\eta$ and $\eta^{\prime}$, and since all four numbers,

$$
|\eta\rangle=0.76(16)\left|\eta_{8}\right\rangle+0.56(24)\left|\eta_{1}\right\rangle, \quad\left|\eta^{\prime}\right\rangle=-0.26(10)\left|\eta_{8}\right\rangle+0.96(3)\left|\eta_{1}\right\rangle
$$



Figure 5.7: A comparison of the $\eta-\eta^{\prime}$ state mixing angle result of this work with the three existing determinations of Christ et al. [37], Dudek et al. [38] and Michael et al. [39], all performed in lattice QCD with exact isospin symmetry. Where statistical and systematic uncertainties are quoted we have added them in quadrature, and the dashed red line and shaded region give the weighted average of the four results and associated standard deviation: $\bar{\theta}_{\eta \eta^{\prime}}=-12.6(9)^{\circ}$.
are consistent with parametrisation by a single mixing angle, we present a determination of said angle as

$$
\begin{equation*}
\left|\theta_{\eta \eta^{\prime}}\right|=\sin ^{-1}(-0.26 \pm 0.10)=\left(-15.1_{-6}^{+5.9}\right)^{\circ}, \tag{5.32}
\end{equation*}
$$

which is consistent with existing results from lattice QCD [37-39, 100] and phenomenology $[111,112]$, although it should be noted that many of these determinations define the mixing through the weak decay constants which need not follow the state mixing defined here. A comparison plot of mixing determinations using a state definition compatible with this work is presented in Figure 5.7.

While the extrapolation of the flavour compositions to the physical point presented here is considered only exploratory, we use the meson masses as a measure of the limitations of the present extrapolation. Using the physical quark mass point from [65], as above, we determine physical meson masses that are within 10-15\% of observation. For instance, on the present small volume and low-order chiral extrapolation we obtain $M_{\pi^{+}}=114(17) \mathrm{MeV}$ and $M_{K^{+}}=551(2) \mathrm{MeV}$. If however
we choose to instead constrain the quark mass parameters to give the physical meson masses $M_{\pi^{+}}$and $M_{K^{+}}$, the mixing angles do not appreciably differ from those reported above. As an example, with the alternative physical point tuned via the experimental meson masses, the $\eta-\eta^{\prime}$ mixing is determined to be $\theta_{\eta \eta^{\prime}}=\left(-12.9_{-7.8}^{+7.5}\right)^{\circ}$, which is in agreement with Equation (5.32).

### 5.3 Summary

In this chapter we have applied the central ideas of Chapter 3 to the FN PS mesons, extracting and extrapolating the state compositions, assisted by the computational techniques for calculating disconnected diagrams introduced in Chapter 4. Whilst the status of our extrapolation is exploratory, the results presented at the physical point agree in general with existing calculations of the $\eta-\eta^{\prime}$ mixing.

We have also calculated the masses of all PS nonet species on each of our ensembles, and notably, resolved the mass gap between the $\pi^{0}$ and $\eta$ on the lattice. Using quark-mass extrapolations for the PS meson masses-squared, we were able to see some clear interplay between the masses and state compositions of the FN PS mesons, and in particular the influence of QED.

This program is promising for the purpose of calculating the physical-point PS state compositions of the FN PS mesons with high precision. Moreover, as we will see in the following chapter, the state compositions of the FN mesons inform other quantities such as their weak decay constants. To resolve the isospin-breaking effects reliably at the physical point we require additional ensembles farther from the approximate $\mathrm{SU}(3)$-symmetric point so as to better constrain the quark-mass extrapolation. Such a precision calculation should also be performed in concert with continuum and infinite volume extrapolations.

## Chapter 6

## Decay constants of the pseudoscalar mesons

The pseudoscalar mesons are of particular interest in QCD due to their relationship to the spontaneous chiral symmetry breaking (SCSB) of the vacuum. In the chiral limit and without electromagnetism, the pseudoscalar octet species are understood to be massless Nambu-Goldstone bosons of SCSB, whilst the flavour-singlet $\eta^{\prime}$ procures a mass through an Adler-Bell-Jackiw anomaly [113-115] due to nonconservation of the singlet axial-vector current upon quantization. This anomaly is understood to arise from the non-trivial topological structure of the QCD vacuum [116], and is often studied in large- $N_{c}$ perturbation theory [101, 117] whereby chiral symmetry may be restored. Moreover, a similar $U_{A}(1)$ anomaly in QED further breaks chiral symmetry and endows electroweak decays of the flavour-neutral (FN) pseudoscalar (PS) mesons with unique properties. Hence, with their relationship to SCSB and the dynamics of the physical vacuum, the FN PS mesons and their decays offer unique tests of fundamental physics which may prove fruitful in the search for physics beyond the standard model [40], for which experimental searches using them have recently been proposed [118].

These anomalies and their qualities, as they are understood in the chiral or SU(3)-flavour symmetric limits, are distributed between the FN PS mesons as they mix via flavour-symmetry breaking in the sense of the previous chapter. The decay constants which parametrise the couplings of PS eigenstates to axial-vector currents are important inputs for phenomenological and theoretical calculations, and a precise understanding of them including aspects such as isospin-breaking will be necessary for precision studies going forward.

We previously indicated in Chapter 5 that there is a common approach in lattice QCD and phenomenological studies to studying the mixing of FN PS mesons through their weak decay constants [40], usually in the approximation of isospin symmetry (no $\pi^{0}$ admixing). This approach corresponds to the parametrisation of a decay constant matrix in terms of two decay constants and two mixing angles [102,111, $112,119]$,

$$
\left[\begin{array}{cc}
F_{\eta}^{l} & F_{\eta}^{s}  \tag{6.1}\\
F_{\eta^{\prime}}^{l} & F_{\eta^{\prime}}^{s}
\end{array}\right]=\left[\begin{array}{cc}
F^{l} \cos \phi_{l} & -F^{s} \sin \phi_{s} \\
F^{l} \sin \phi_{l} & F^{s} \cos \phi_{s}
\end{array}\right],
$$

where the decay constants on the left-hand side, here in the quark-flavour basis, are defined through axial-vector matrix elements,

$$
\begin{equation*}
\langle 0| A_{\mu}^{f}|n(p)\rangle=i p_{\mu} F_{n}^{f}, \quad f=l, s, \quad n=\eta, \eta^{\prime}, \tag{6.2}
\end{equation*}
$$

and the flavour index $l$ represents the up and down quarks since exact isospin is assumed, such that

$$
A_{\mu}^{l}=\frac{1}{\sqrt{2}}\left(\bar{u} \gamma_{\mu} \gamma_{5} u+\bar{d} \gamma_{\mu} \gamma_{5} d\right), \quad A_{\mu}^{s}=\bar{s} \gamma_{\mu} \gamma_{5} s
$$

The quark-flavour basis is usually preferred in this context as the two mixing angles are thought to be approximately degenerate, $\phi_{l} \approx \phi_{s}$, however similar definitions can be made with respect to octet-singlet decay constants. Phenomenological studies have shown however that a single mixing angle is not sufficient to describe the experimental results in the octet-singlet basis [120].

It is clear that this concept of mixing is somewhat strained when contrasted with the mixing of correlation function matrices, as in Chapters 3 and 5. Since the decay constant matrix is not Hermitian, there is not necessarily a diagonalization proceeding via an $S O(n)$ matrix, except approximately in the case of the quarkflavour basis with isospin symmetry. Moreover, the 'diagonalized' decay constants, $F^{l}$ and $F^{s}$, which one reaches using the mixing parametrisation are not any more physically significant than those appearing on the left-hand side of Equation (6.1).

In this work we proceed naturally from the work of the previous chapter. Having discussed the isolation and quark-mass parametrisation of the pseudoscalar state compositions of the FN PS mesons, we now aim to do the same for the decay constants $F_{n}^{f}$ as defined by

$$
\begin{equation*}
\langle 0| A_{\mu}^{f}|n(p)\rangle=i p_{\mu} F_{n}^{f}, \quad A_{\mu}^{f}=\bar{q}_{f} \gamma_{\mu} \gamma_{5} q_{f}, \quad f=u, d, s, \quad n=\pi^{0}, \eta, \eta^{\prime} . \tag{6.3}
\end{equation*}
$$

In this chapter we detail the determination of the above decay constants from lattice simulations, and present a quark-mass/charge extrapolation scheme which is shown to perform well in the quark-mass region where our ensembles are focused. We also discuss and present initial results for the non-perturbative renormalisation of the quark-flavour axial-vector currents appearing in Equation (6.3).

### 6.1 Decay constants on the lattice

In this section we give a detailed explanation of the PS meson decay constant calculation on the lattice, from the interpolating operators used to how the decay constants are determined from lattice correlation functions. We will also discuss the calculation of operator renormalisation factors in the RI'-MOM scheme, which are introduced to remove the effects of the regulator $a$ as it pertains to the UV divergences of the path integral.

### 6.1.1 Lattice theoretic construction

We wish to calculate the couplings of the mass eigenstates to local axial-vector currents $A_{\mu}^{f} \equiv \bar{q}_{f} \gamma_{\mu} \gamma_{5} q_{f}$, in order to determine the relevant quark-flavour decay constants as defined in Equation (6.3). Also of interest are the flavoured PS meson decay constants which are defined similarly as

$$
\begin{gather*}
\langle 0| \bar{d} \gamma_{\mu} \gamma_{5} u\left|\pi^{+}(p)\right\rangle=i p_{\mu} F_{\pi^{+}}, \quad\langle 0| \bar{s} \gamma_{\mu} \gamma_{5} u\left|K^{+}(p)\right\rangle=i p_{\mu} F_{K^{+}}, \\
\langle 0| \bar{s} \gamma_{\mu} \gamma_{5} d\left|K^{0}(p)\right\rangle=i p_{\mu} F_{K^{0}}, \tag{6.4}
\end{gather*}
$$

where the normalization here is consistent with the experimental value of $F_{\pi^{+}}=$ 130 MeV . We will now discuss the extension of the diagonalization procedure of Chapter 5 which allows us to isolate the FN mass eigenstates, and subsequently extract the weak decay constants.

We begin by constructing lattice correlation functions

$$
\begin{equation*}
C_{f f^{\prime}}^{A P}(t)=\sum_{\vec{x}, \vec{y}}\left\langle\mathcal{A}_{f}(\vec{y}, t) \mathcal{P}_{f^{\prime}}^{\dagger}(\vec{x}, 0)\right\rangle, \quad f, f^{\prime}=u, d, s, \tag{6.5}
\end{equation*}
$$

where we have chosen to restrict ourselves to the Euclidean-time component of the axial-vector, $\mathcal{A}_{f} \equiv A_{4}^{f}=\bar{q}_{f} \gamma_{4} \gamma_{5} q_{f}$. The Wick contractions which allow us to write these correlation functions in terms of quark propagators may be summarized as

$$
\begin{align*}
C_{f f^{\prime}}^{A P}(t) & =\sum_{\vec{x}, \vec{y}} \operatorname{Tr}\left[\gamma_{4} \gamma_{5} S_{f^{\prime}}(\vec{y}, t ; \vec{y}, t)\right] \operatorname{Tr}\left[\gamma_{5} S_{f}(\vec{x}, 0 ; \vec{x}, 0)\right] \\
& -\delta_{f f^{\prime}} \operatorname{Tr}\left[S_{f^{\prime}}(\vec{y}, t ; \vec{x}, 0) \gamma_{4} S_{f}(\vec{y}, t ; \vec{x}, 0)\right] \tag{6.6}
\end{align*}
$$

In terms of the spectral decomposition, a very similar calculation to that presented in Section 2.2 yields the useful large-time expression

$$
\begin{equation*}
C_{f f^{\prime}}^{A P}(t)=\sum_{\vec{x}, \vec{y}}\left\langle\mathcal{A}_{f}(\vec{y}, t) \mathcal{P}_{f^{\prime}}^{\dagger}(\vec{x}, 0)\right\rangle \underset{t \rightarrow \infty}{\longrightarrow} \sum_{n=1}^{3} \frac{L^{3}}{2 M_{n}}\langle 0| \mathcal{A}_{f}|n\rangle\langle n| \mathcal{P}_{f^{\prime}}^{\dagger}|0\rangle e^{-M_{n} t}, \tag{6.7}
\end{equation*}
$$

where we only consider the three least energetic states here, but in principle we could work with six states as in Equation (5.8). We can use the eigenvectors of the large-time matrix of correlation functions, Equation (6.7), which may be normalized to unity so that

$$
\begin{equation*}
\sum_{f^{\prime}=1}^{3}\langle n| \mathcal{P}_{f^{\prime}}^{\dagger}|0\rangle\left[\vec{v}_{m}\right]_{f^{\prime}}=\delta_{n m} \sqrt{\left.\sum_{f=1}^{3}\left|\langle n| \mathcal{P}_{f}^{\dagger}\right| 0\right\rangle\left.\right|^{2}} \tag{6.8}
\end{equation*}
$$

Applying these eigenvectors to the matrix of correlation functions we can isolate terms in the spectral sum as

$$
\begin{gather*}
\sum_{f^{\prime}=u, d, s} C_{f f^{\prime}}^{A P}(t)\left[\vec{v}_{m}\right]_{f^{\prime}}=\sum_{n=1}^{3} \frac{L^{3}}{2 M_{n}} e^{-M_{n} t}\langle 0| \mathcal{A}_{f}|n\rangle \sum_{f^{\prime}=u, d, s}\langle n| \mathcal{P}_{f^{\prime}}^{\dagger}|0\rangle\left[\vec{v}_{m}\right]_{f^{\prime}} \\
=\sqrt{\frac{L^{3}}{2 M_{m}}} e^{-M_{m} t}\langle 0| \mathcal{A}_{f}|m\rangle \sqrt{\left.\sum_{f^{\prime}=u, d, s} \frac{L^{3}}{2 M_{m}}\left|\langle 0| \mathcal{P}_{f^{\prime}}\right| m\right\rangle\left.\right|^{2}} \tag{6.9}
\end{gather*}
$$

Note that to simplify the presentation we have not included backwards-propagating states, however this will be corrected in our final expressions. The normalized-tounity eigenvectors $\vec{v}_{m}$ in Equation (6.8) are obtained from the GEVP of the $3 \times 3$ matrix of PS correlation functions, which at large times results in the diagonalization

$$
\begin{equation*}
\left.\vec{v}_{n}^{T} C^{P P}(t) \vec{v}_{n}=e^{-M_{n} t} \sum_{f^{\prime}=u, d, s} \frac{L^{3}}{2 M_{n}}\left|\langle 0| \mathcal{P}_{f^{\prime}}\right| n\right\rangle\left.\right|^{2} \tag{6.10}
\end{equation*}
$$

and we have given this matrix of correlation functions the superscript $P P$ to indicate that the operators at source and sink are of the pseudoscalar type $\mathcal{P}_{f}$.

The matrix elements $\langle 0| \mathcal{A}_{f}|m\rangle$ are hence extracted from Equation (6.9) as

$$
\begin{equation*}
\left.\langle 0| \mathcal{A}_{f}|m\rangle=\left.\sqrt{\frac{2 M_{m}}{L^{3}}} e^{M_{m} t} \sum_{f^{\prime}=u, d, s} C_{f f^{\prime}}^{A P}(t)\left[\vec{v}_{m}\right]_{f^{\prime}}\left(\sum_{f^{\prime \prime}=u, d, s} \frac{L^{3}}{2 M_{m}}\left|\langle 0| \mathcal{P}_{f^{\prime \prime}}\right| m\right\rangle\right|^{2}\right)^{-\frac{1}{2}}, \tag{6.11}
\end{equation*}
$$

where we have distributed the constant factors in the above Equation (6.11) for ease of matching to our diagonalized pseudoscalar correlation functions of Equation (6.10).

We can isolate the quark-flavour basis decay constants via the Euclidean time component of the axial-vector current at zero 3 -momentum as $\langle 0| \mathcal{A}_{f}|n\rangle=M_{n} F_{n}^{f}$. Explicitly, in terms of our correlation functions and including the backwards-propagating states on the lattice, we calculate

$$
\begin{equation*}
F_{n}^{f}=\sqrt{\frac{2}{M_{n} L^{3}}}\left(e^{-M_{n} t}+e^{-(T-t) M_{n}}\right)^{-1} \frac{\sum_{f^{\prime}=u, d, s} C_{f f^{\prime}}^{A P}(t)\left[\vec{v}_{n}\right]_{f^{\prime}}}{\sqrt{\vec{v}_{n}^{T} C^{P P}(t) \vec{v}_{n}\left(e^{-M_{n} t}+e^{-(T-t) M_{n}}\right)^{-1}}}, \tag{6.12}
\end{equation*}
$$

where $T$ is again the full time-extent of the lattice.
We also calculate the decay constants of the remaining nonet mesons at large times as

$$
\begin{equation*}
F_{\pi^{+}}=\sqrt{\frac{2}{M_{\pi^{+}} L^{3}}}\left(e^{-M_{\pi^{+}} t}+e^{-(T-t) M_{\pi^{+}}}\right)^{-1} \frac{C_{\pi^{+}}^{A P}(t)}{\sqrt{C_{\pi^{+}}^{P P}(t)\left(e^{-M_{\pi^{+}} t}+e^{\left.-(T-t) M_{\pi^{+}}\right)^{-1}}\right.}}, \tag{6.13}
\end{equation*}
$$

$$
\begin{align*}
F_{K^{+}} & =\sqrt{\frac{2}{M_{K^{+}} L^{3}}}\left(e^{-M_{K^{+}} t}+e^{-(T-t) M_{K^{+}}}\right)^{-1} \frac{C_{K^{+}}^{A P}(t)}{\sqrt{C_{K^{+}}^{P P}(t)\left(e^{-M_{K^{+}} t}+e^{\left.-(T-t) M_{K^{+}}\right)^{-1}}\right.}}, \\
F_{K^{0}} & =\sqrt{\frac{2}{M_{K^{0}} L^{3}}}\left(e^{-M_{K^{0}} t}+e^{-(T-t) M_{K^{0}}}\right)^{-1} \frac{C_{K^{0}}^{A P}(t)}{\sqrt{C_{K^{0}}^{P P}(t)\left(e^{-M_{K^{0}} t}+e^{\left.-(T-t) M_{K^{0}}\right)^{-1}}\right.}} \tag{6.14}
\end{align*}
$$

where

$$
\begin{gather*}
C_{\pi^{+}}^{A P}(t)=\sum_{\vec{x}, \vec{y}}\left\langle\mathcal{A}_{\pi^{+}}(\vec{y}, t) \mathcal{P}_{\pi^{+}}^{\dagger}(\vec{x}, 0)\right\rangle, \quad C_{\pi^{+}}^{P P}(t)=\sum_{\vec{x}, \vec{y}}\left\langle\mathcal{P}_{\pi^{+}}(\vec{y}, t) \mathcal{P}_{\pi^{+}}^{\dagger}(\vec{x}, 0)\right\rangle  \tag{6.16}\\
\mathcal{A}_{\pi^{+}}=\bar{u} \gamma_{4} \gamma_{5} d, \quad \mathcal{P}_{\pi^{+}}=\bar{u} \gamma_{5} d, \tag{6.17}
\end{gather*}
$$

and similarly for the $K^{+}$and $K^{0}$.

### 6.1.2 Renormalisation

To make sensible comparisons between bare lattice results, which implicitly depend on the regulator, and experimental or phenomenological determinations of matrix elements, the interpolating operators must be renormalised in an appropriate scheme (usually $\overline{\mathrm{MS}}$ ). In this work we utilise the non-perturbative RI'-MOM framework $[121,122]$, in which one calculates the bare vertex function for an operator non-perturbatively on the lattice before matching to the tree-level result. The literature is primarily concerned with flavour singlet and non-singlet renormalisation factors with full quark-flavour degeneracy, so that only the presence of disconnected contributions to the singlet renormalisation distinguishes the two cases [123]. In this work we are initially faced with the task of extending the process of renormalisation in the RI'-MOM scheme to include non-degenerate quark flavours, which is necessary even in the chiral limit due to QED. The subsequent changing of scheme using continuum perturbation theory to $\overline{\mathrm{MS}}$, for example, is left for future work.

## The RI'-MOM scheme

The typical renormalisation of quark-bilinear lattice operators in RI'-MOM is defined multiplicatively [121], however with our non-degenerate quark-flavour operators we must allow for operator mixing which can occur through diagrams such as that illustrated in Figure 6.1. Whilst in principle we may also have gluonic operators contributing to the renormalised quark-flavour operator, for the present study we will only consider the mixing of quark operators as

$$
\begin{equation*}
\mathcal{O}_{f}^{R}(\mu)=\sum_{f^{\prime}} Z_{\mathcal{O}}^{f f^{\prime}}(\mu a) \mathcal{O}_{f^{\prime}}(a) \tag{6.18}
\end{equation*}
$$

with the resulting operator $\mathcal{O}_{f}^{R}(\mu)$ being independent of the lattice regularisation scheme. The factors $Z_{\mathcal{O}}^{f f^{\prime}}$ may be interpreted as a matrix in flavour which acts to


Figure 6.1: A leading-order, $\mathcal{O}\left(g^{4}\right)$, diagram contributing to the operator mixing, where $\mathcal{O}_{f}$ denotes our quark-flavour operator of flavour $f$, and the lined circle an external state.
transform the lattice operators to a new renormalisation scheme

$$
\left[\begin{array}{c}
\mathcal{O}_{u}^{R}(\mu)  \tag{6.19}\\
\mathcal{O}_{d}^{R}(\mu) \\
\mathcal{O}_{s}^{R}(\mu)
\end{array}\right]=\left[\begin{array}{ccc}
Z_{\mathcal{O}}^{u u} & Z_{\mathcal{O}}^{u d} & Z_{\mathcal{O}}^{u s} \\
Z_{\mathcal{O}}^{d u} & Z_{\mathcal{O}}^{d d} & Z_{\mathcal{O}}^{d s} \\
Z_{\mathcal{O}}^{s u} & Z_{\mathcal{O}}^{s d} & Z_{\mathcal{O}}^{s s}
\end{array}\right]\left[\begin{array}{c}
\mathcal{O}_{u}(a) \\
\mathcal{O}_{d}(a) \\
\mathcal{O}_{s}(a)
\end{array}\right] .
$$

Now setting $a=1$, the determination of the Z-factors above is achieved through non-perturbative calculation of the bare amputated vertex function

$$
\begin{equation*}
\Gamma_{f f^{\prime}}^{\mathcal{O}}(p)=S_{f^{\prime}}^{-1}(p) G_{f f^{\prime}}^{\mathcal{O}}(p) S_{f^{\prime}}^{-1}(p) \tag{6.20}
\end{equation*}
$$

where $f$ and $f^{\prime}$ enumerate the three light quark flavours, and the Green's function $G_{f f^{\prime}}^{\mathcal{O}}$ is given by

$$
\begin{equation*}
G_{f f^{\prime}}^{\mathcal{O}}(p)=\frac{1}{V_{4}} \sum_{x, y, z} e^{-i p(x-y)}\left\langle q_{f^{\prime}}(x) \mathcal{O}_{f}(z) \bar{q}_{f^{\prime}}(y)\right\rangle \tag{6.21}
\end{equation*}
$$

The lattice four-volume is denoted $V_{4}$ and $S_{f^{\prime}}^{-1}(p)$ is the inverse of the quark propagator of flavour $f^{\prime}$, first projected onto momentum $p$

$$
\begin{equation*}
S_{f^{\prime}}(p)=\frac{1}{V_{4}} \sum_{x, y} e^{-i p(y-x)} S_{f^{\prime}}(y ; x) \tag{6.22}
\end{equation*}
$$

which may in practice be calculated using a momentum source propagator. We can perform Wick contractions on the Green's function, Equation (6.21), explicitly for the axial-vector quark-flavour operators

$$
\begin{align*}
& G_{f f^{\prime}}^{A}(p)=\frac{1}{V_{4}} \sum_{x, y, z} e^{-i p(x-y)}\left\langle q_{f^{\prime}}(x)\left(\bar{q}_{f}(z) \gamma_{\mu} \gamma_{5} q_{f}(z)\right) \bar{q}_{f^{\prime}}(y)\right\rangle \\
& =\frac{1}{V_{4}} \sum_{x, y, z} e^{-i p(x-y)}\left(\delta_{f f^{\prime}} S_{f}(x ; z) \gamma_{\mu} \gamma_{5} S_{f}(z ; y)-S_{f^{\prime}}(x ; y) \operatorname{Tr}\left[S_{f}(z ; z) \gamma_{\mu} \gamma_{5}\right]\right) . \tag{6.23}
\end{align*}
$$

In the above expression we can see the connected contributions occurring only for the flavour diagonal Green's functions $\left(f=f^{\prime}\right)$, while the disconnected terms contribute for each flavour combination. Diagrammatic representations for each of these types of contribution are presented in Figure 6.2.

The renormalised amputated vertex function is then defined through application of Equation (6.18),

$$
\begin{equation*}
\Gamma_{f f^{\prime}}^{R}(p)=\frac{1}{Z_{q_{f^{\prime}}}} \sum_{g} Z_{\mathcal{O}}^{f g} \Gamma_{g f^{\prime}}^{\mathcal{O}}(p), \tag{6.24}
\end{equation*}
$$

where $Z_{q_{f^{\prime}}}$ denotes the renormalisation factor for the quark field and is given by

$$
\begin{equation*}
Z_{q}(p)=\frac{\operatorname{Tr}\left[-i \sum_{\lambda} \gamma_{\lambda} \sin \left(p_{\lambda}\right) S_{q}^{-1}(p)\right]}{12 \sum_{\rho} \sin ^{2}\left(p_{\rho}\right)} \tag{6.25}
\end{equation*}
$$

The condition which is then imposed is to set the renormalised amputated vertex functions equal to their tree-level values in perturbation theory, at the scale $p^{2}=\mu^{2}$, with the tree-level values

$$
\begin{equation*}
\Gamma_{f f^{\prime}}^{R}(p)=\delta_{f f^{\prime}} \Gamma_{\mathcal{O}}^{B o r n} . \tag{6.26}
\end{equation*}
$$

The Born term $\Gamma_{\mathcal{O}}^{\text {Born }}$ is the tree-level amputated vertex function and is equal to $\Gamma_{A_{\mu}}^{B o r n}=\gamma_{5} \gamma_{\mu} \mathbb{I}_{\text {colour }}$ for axial-vector operators [124], and in practice we perform the calculation with the 3rd component $\Gamma_{A_{3}}^{B o r n}=\gamma_{5} \gamma_{3} \mathbb{I}_{\text {colour }}$. We have already seen that for off-diagonal flavour combinations, the only contributions to the amputated vertex function are disconnected, which do not occur at tree-level and hence we have introduced the delta function in Equation (6.26).

Applying the renormalisation condition of Equation (6.26) to Equation (6.24) we find

$$
\begin{gather*}
\delta_{f^{\prime \prime} f^{\prime}} \Gamma_{\mathcal{O}}^{B o r n}=\left.\frac{1}{Z_{q_{f^{\prime}}}(p)} \sum_{g} Z_{\mathcal{O}}^{f^{\prime \prime} g} \Gamma_{g f^{\prime}}^{\mathcal{O}}(p)\right|_{p^{2}=\mu^{2}} \\
\delta_{f^{\prime \prime} f^{\prime}} \mathbb{I}_{\text {spin }} \mathbb{I}_{\text {colour }}=\left.\frac{1}{Z_{q_{f^{\prime}}}(p)} \sum_{g} Z_{\mathcal{O}}^{f^{\prime \prime} g} \Gamma_{g f^{\prime}}^{\mathcal{O}}(p)\left(\Gamma_{\mathcal{O}}^{B o r n}\right)^{-1}\right|_{p^{2}=\mu^{2}} \\
\sum_{f^{\prime \prime}}\left(Z_{\mathcal{O}}^{-1}\right)^{f f^{\prime \prime}} \delta_{f^{\prime \prime} f^{\prime}}=\left.\frac{1}{12 Z_{q_{f^{\prime}}}(p)} \sum_{g} \delta_{f g} \operatorname{Tr}\left[\Gamma_{g f^{\prime}}^{\mathcal{O}}(p)\left(\Gamma_{\mathcal{O}}^{B o r n}\right)^{-1}\right]\right|_{p^{2}=\mu^{2}} \\
\left(Z_{\mathcal{O}}^{-1}\right)^{f f^{\prime}}=\left.\frac{1}{12 Z_{q_{f^{\prime}}}(p)} \operatorname{Tr}\left[\Gamma_{f f^{\prime}}^{\mathcal{O}}(p)\left(\Gamma_{\mathcal{O}}^{B o r n}\right)^{-1}\right]\right|_{p^{2}=\mu^{2}}, \tag{6.27}
\end{gather*}
$$

where the indicated trace is over the implicit spin and colour indices, and the resulting quantity $\left(Z_{\mathcal{O}}^{-1}\right)^{f f^{\prime}}$ is the $\left(f, f^{\prime}\right)$ component of the matrix-inverse of the Z-factors as they appear in Equation (6.19). Note that it is necessary to perform this calculation on the lattice with gauge-fixed fields, although the gauge dependence is not retained in the final result.

Throughout this discussion we have considered only the FN operators, but it is straightforward to calculate the RI'-MOM factors for the remaining flavoured axialvector operators also. For these currents there can be no closed-loop contributions


Figure 6.2: The two types of vertex function contribution for the flavour-neutral operator $\mathcal{O}_{f}$; the connected diagram involving only the flavour $f$ (left), and the disconnected diagrams involving a quark-loop of flavour $f$ and through-propagating quark of flavour $f^{\prime}$. The connected diagrams enter at tree-level, while the disconnected diagrams have leading strong and electromagnetic contributions at $\mathcal{O}\left(g^{4}\right)$ and $\mathcal{O}\left(e^{4}\right)$ respectively [125].
to the vertex function, and the Green's functions producing the required connected diagrams may be written as

$$
\begin{equation*}
G_{f f^{\prime}}^{F, A}(p)=\frac{1}{V_{4}} \sum_{x, y, z} e^{-i p(x-y)}\left\langle q_{f}(x)\left(\bar{q}_{f}(z) \gamma_{\mu} \gamma_{5} q_{f^{\prime}}(z)\right) \bar{q}_{f^{\prime}}(y)\right\rangle, \tag{6.28}
\end{equation*}
$$

where we have added the superscript $F$ to differentiate the flavoured operator appearing in the above Green's function to the flavour-neutral operators of the preceding discussion, and $A$ again denotes the axial-vector operator. The appropriate amputation then yields

$$
\begin{equation*}
\Gamma_{f f^{\prime}}^{F, A}(p)=S_{f}^{-1}(p)\left[\sum_{x, y, z} \frac{e^{-i p(x-y)}}{V_{4}} S_{f}(x ; z) \gamma_{\mu} \gamma_{5} S_{f^{\prime}}(z ; y)\right] S_{f^{\prime}}^{-1}(p) \tag{6.29}
\end{equation*}
$$

Substituting this amputated vertex function into the procedure already established will then yield the desired Z-factor for the flavoured operator composed of $f$ and $f^{\prime}$ flavoured quarks,

$$
\begin{equation*}
\frac{1}{Z_{F, A}^{f f^{\prime}}}=\left.\frac{1}{12 \sqrt{Z_{q_{f}} Z_{q_{f^{\prime}}}}} \operatorname{Tr}\left[\Gamma_{F, A}^{f f^{\prime}}(p)\left(\Gamma_{F, A}^{B o r n}\right)^{-1}\right]\right|_{p^{2}=\mu^{2}} \tag{6.30}
\end{equation*}
$$

We stress that the above Z-factor is not a matrix, unlike the FN case in Equation (6.27), and the superscript $f f^{\prime}$ simply labels the flavours of quark appearing in the operator to be renormalised.

In practice, the operator renormalisation factors are calculated at a range of scales (momenta), as it is understood that for sufficiently large momenta the flavoured axial-vector operator renormalisation is independent of scale. For the FN operators the anomalous dimension is non-vanishing so that the renormalisation remains scale dependent, however for the range of momenta we consider we will see that the scale dependence is clearly not resolved at our precision. As a consequence of this we can consider our FN Z-factors to be at a rough scale of $\mu \approx a^{-1}$. Moreover, it is known that there exist discretisation errors in the RI'-MOM renormalisation fac-
tors beginning at $(a p)^{2}$, and so the Z-factors are extracted by first identifying the scale-independent region and then extrapolating to $(a p)^{2}=0$ in order to minimize discretization errors. We will see in our results that considering only the leadingorder discretization errors, $\propto(a p)^{2}$, gives a very good description of the data.

### 6.2 Flavour-breaking expansions

It was shown in [126] that decay constants defined through couplings of octet currents to their corresponding octet states, $\langle 0| A_{\mu}^{a}|n\rangle$, possess the same symmetries as the masses-squared of those states, and so we can immediately write

$$
\begin{gather*}
F_{\pi^{+}}=F_{0}+H_{0}^{\mathrm{EM}}\left(e_{u}^{2}+e_{d}^{2}+e_{s}^{2}\right)+G\left(\delta m_{u}+\delta m_{d}\right)+H_{2}^{\mathrm{EM}}\left(e_{u}-e_{d}\right)^{2},  \tag{6.31}\\
F_{K^{+}}=F_{0}+H_{0}^{\mathrm{EM}}\left(e_{u}^{2}+e_{d}^{2}+e_{s}^{2}\right)+G\left(\delta m_{u}+\delta m_{s}\right)+H_{2}^{\mathrm{EM}}\left(e_{u}-e_{s}\right)^{2},  \tag{6.32}\\
F_{K^{0}}=F_{0}+H_{0}^{\mathrm{EM}}\left(e_{u}^{2}+e_{d}^{2}+e_{s}^{2}\right)+G\left(\delta m_{d}+\delta m_{s}\right), \tag{6.33}
\end{gather*}
$$

by analogy with Equations (5.22)-(5.24). The correct approach to the mass extrapolation of the FN decay constants is less obvious. Consider decay constants defined through quark-flavour basis (axial-vector) operators coupling to fictitious quark-flavour states, $F_{f f^{\prime}}=\langle 0| \mathcal{A}_{f^{\prime}}|f\rangle / M_{f}$. It would follow then, by analogy with the flavoured octet decay constants above, that these decay constants may be extrapolated using a straightforward generalization of Equation (5.25),

$$
\begin{align*}
& {\left[\begin{array}{lll}
F_{u u} & F_{u d} & F_{u s} \\
F_{u d} & F_{d d} & F_{d s} \\
F_{u s} & F_{d s} & F_{s s}
\end{array}\right]=\left[F_{0}+H_{0}^{\mathrm{EM}}\left(e_{u}^{2}+e_{d}^{2}+e_{s}^{2}\right)\right] \cdot \mathbb{I}+E\left[\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right]} \\
& +h_{0}\left[\begin{array}{ccc}
2 \delta m_{u} & \delta m_{u}+\delta m_{d} & \delta m_{u}+\delta m_{s} \\
\delta m_{u}+\delta m_{d} & 2 \delta m_{d} & \delta m_{d}+\delta m_{s} \\
\delta m_{u}+\delta m_{s} & \delta m_{d}+\delta m_{s} & 2 \delta m_{s}
\end{array}\right]+2 H_{1}^{\mathrm{EM}}\left[\begin{array}{ccc}
e_{u}^{2} & 0 & 0 \\
0 & e_{d}^{2} & 0 \\
0 & 0 & e_{s}^{2}
\end{array}\right] \\
& +2 G\left[\begin{array}{ccc}
\delta m_{u} & 0 & 0 \\
0 & \delta m_{d} & 0 \\
0 & 0 & \delta m_{s}
\end{array}\right]+g_{1}^{\mathrm{EM}}\left[\begin{array}{ccc}
e_{u}^{2} & e_{u} e_{d} & e_{u} e_{s} \\
e_{u} e_{d} & e_{d}^{2} & e_{d} e_{s} \\
e_{u} e_{s} & e_{d} e_{s} & e_{s}^{2}
\end{array}\right] . \tag{6.34}
\end{align*}
$$

The difference between these hypothetical decay constants and those that we are concerned with herein is a transformation of the quark-flavour basis states into the physical mass eigenstates, which may be performed using the flavour contents discussed in Chapter 5, or equivalent eigenvectors. Our scheme for extrapolating the FN decay constants extracted via Equation (6.12) then, is to first fit the extracted overlaps to the eigenvectors of the mass expansion, Equation (5.25), before fitting

| Lattice ensembles |  |  |  |
| :--- | :--- | :--- | :--- |
| $\#$ | $\kappa_{u}$ | $\kappa_{d}$ | $\kappa_{s}$ |
| 7 | 0.124362 | 0.121713 | 0.121713 |
| 8 | 0.124440 | 0.121676 | 0.121676 |
| 9 | 0.124508 | 0.121821 | 0.121466 |

Table 6.1: The number labels and $\kappa$-values for the three $V_{4}=32^{3} \times 64$ ensembles employed in this chapter. We have continued the ensemble naming convention from Chapter 5 for ease of comparison with results therein.
the decay constants to the expression

$$
\left[\begin{array}{lll}
F_{\pi^{0}}^{u} & F_{\eta}^{u} & F_{\eta^{\prime}}^{u}  \tag{6.35}\\
F_{\pi^{0}}^{d} & F_{\eta}^{d} & F_{\eta^{\prime}}^{d} \\
F_{\pi^{0}}^{s} & F_{\eta}^{s} & F_{\eta^{\prime}}^{s}
\end{array}\right]=\left[\begin{array}{lll}
F_{u u} & F_{u d} & F_{u s} \\
F_{u d} & F_{d d} & F_{d s} \\
F_{u s} & F_{d s} & F_{s s}
\end{array}\right]\left[\begin{array}{ccc}
\langle 0| \tilde{\mathcal{O}}_{u}\left|\pi^{0}\right\rangle & \langle 0| \tilde{\mathcal{O}}_{u}|\eta\rangle & \langle 0| \tilde{\mathcal{O}}_{u}\left|\eta^{\prime}\right\rangle \\
\langle 0| \tilde{\mathcal{O}}_{d}\left|\pi^{0}\right\rangle & \langle 0| \tilde{\mathcal{O}}_{d}|\eta\rangle & \langle 0| \tilde{\mathcal{O}}_{d}\left|\eta^{\prime}\right\rangle \\
\langle 0| \tilde{\mathcal{O}}_{s}\left|\pi^{0}\right\rangle & \langle 0| \tilde{\mathcal{O}}_{s}|\eta\rangle & \langle 0| \tilde{\mathcal{O}}_{s}\left|\eta^{\prime}\right\rangle
\end{array}\right] .
$$

### 6.3 Results

For the lattice results presented in this chapter we have performed unitary simulations on three different QCD+QED ensembles, two of which possess U-spin symmetry and one with three non-degenerate quarks. We have opted here for larger, $32^{3} \times 64$, volumes when compared with the ensembles used in Chapter 5 , so as to reduce the impact of finite-volume effects. The $\kappa$-values and ensemble labels are given in Table 6.1, and we note in particular that Ensemble 7 has the same approximate SU(3)-symmetric quark masses as Ensemble 1. Moreover, Ensemble 9 exhibits the same quark masses as the unitary $48^{3} \times 96$ ensemble employed in Chapter 3.

With our $32^{3} \times 64$ volume simulations, we do not presently need to be concerned with the presence of two-photon states at low enough energies to disrupt our spectral decomposition. However, for simulations on larger lattice volumes, one could control the two-photon channels using an extended variational basis, using quark smearings as in Chapter 5 for example.

## RI'-MOM results

The RI'-MOM renormalisation Z-factors are determined on Ensemble 7, with an additional neutral Z-factor (connected only) calculated for comparison using partiallyquenched quarks, with zero electric charge and hopping parameter $\kappa_{n}=0.1208142$. The mass of this neutral quark has been tuned so that $M_{n \bar{n}}^{2}=X_{\pi}^{2}$, in keeping with the scheme of Equation (2.46). For the matrix of FN axial-vector Z-factors, which have disconnected contributions, the quark-loop terms $\operatorname{Tr}\left[S_{f}(z ; z) \gamma_{5} \gamma_{3}\right]$ are calculated using colour- and spin-diluted $\mathbb{Z}_{2}$ volume-sources with $\mathcal{O}(100)$ independent sources on each gauge configuration. In Figure 6.3 we present our determinations of the flavour-diagonal elements of the Z matrix (LHS), as well as the off-diagonal, purely


Figure 6.3: The distinct flavour-diagonal (LHS) and off-diagonal (RHS) elements of the axial-vector Z-factor matrix. The flavour-diagonal factors have a large connected contribution and are hence well resolved, whilst the off-diagonals are purely disconnected (see Equation (6.23)).
disconnected elements (RHS). Since the down and strange quarks are degenerate in this simulation, for the FN Z-factors we have $Z_{A}^{d d}=Z_{A}^{s s}, Z_{A}^{d s}=Z_{A}^{s d}, Z_{A}^{u d}=Z_{A}^{u s}$ and $Z_{A}^{d u}=Z_{A}^{s u}$. The signal is well resolved for the flavour-diagonal factors which are dominated by their connected contributions, however the results of our continuum extrapolations for the off-diagonal elements are consistent with zero. Although we cannot resolve the very small and purely disconnected off-diagonal contributions in the continuum, the signals are still seen to exhibit the expected behaviour.

In Figure 6.4 we present the remaining (connected-only) Z-factors which are required for renormalisation of the charged-pion and kaon decay constants, as well as the fictitious neutral Z-factor for comparison. The numbers appearing in the legend in each case correspond to the continuum limit, where the fit is performed on only the four largest momentum values for which the expected (ap $)^{2}$ scaling is observed.

## Decay constant results

As in Chapter 5 we calculate all connected contributions to our correlation functions using the one-end trick, and again utilise three independent $\mathbb{Z}_{2}$-noise sources per gauge field configuration in calculating both disconnected and connected diagrams. Also in parallel to the method of Chapter 5, we calculate two different levels of gauge-covariant Gaussian smearing, however since we require local axial-vector operators for the decay constant calculation, one of the smearing levels is trivial (not smeared). This is necessary because the same propagators should be used for


Figure 6.4: The flavoured axial-vector Z-factors which receive only connected contributions, labelled by the electric charges of the quarks in the relevant operator. The factors $Z_{F, A}^{-1,-1}$ and $Z_{F, A}^{2,-1}$ are relevant to the $K^{0}$ and $\pi^{+} / K^{+}$decay constants respectively, whilst the Z-factor for a fictitious neutral-quark operator is presented to give a sense of the valence charge dependence.
both $C^{A P}$ and $C^{P P}$ to reduce computational cost. The masses and flavour compositions are calculated from the variational analysis with the basis extended in the smearing degree-of-freedom, as in Chapter 5, whilst the subsequent decay constant extraction is performed using only the local operators. The flavour compositions and meson masses for each of the three ensembles 7-9 are listed in Tables 6.2 and 6.3 respectively.

In Figure 6.5 we give an example of the signals obtained for the (non-renormalised) decay constants on our Ensemble 7. The eigenvectors are calculated using the GEVP with $\delta t=1$, and at both $t_{0}=3$ and $t_{0}=4$, in order to absorb some of the systematic uncertainty associated with the choice of $t_{0}$. As can be seen, the $\eta^{\prime}$ signal tends to degrade at relatively small values of Euclidean time, forcing us to fit a plateau earlier than for the octet species. It is hence reasonable to assume that our extracted values of the $\eta^{\prime}$ decay constants may presently over or underestimate the true values, and this is unlikely to be captured in the quoted uncertainty. The renormalised FN and flavoured decay constants are given in Table 6.4 and Table 6.5 respectively.

The fitting of the quark-mass extrapolation scheme for the decay constants, described in Section 6.2, is performed on the lattice decay constants with the RI'MOM Z-factors applied according to Equation (6.18),

$$
\begin{equation*}
\tilde{F}_{n}^{f} \equiv \sum_{f^{\prime}} Z_{A}^{f f^{\prime}} F_{n}^{f^{\prime}} \tag{6.36}
\end{equation*}
$$

The FN decay constant fits are presented in Figure 6.6, and the range of fit parameters in Table 6.6. The overlap fits which are input into the decay constant fit (last factor of Equation (6.35)) are performed on the full set of ensembles 1-9. Since we currently have very few ensembles with which to fit our decay constant quark-mass extrapolation, we consider its current status to be that of a proof-of-concept, and to that end the results appear promising.

The top panel of Figure 6.6 displays the decay constant fit on a quark-mass trajectory with $\delta m_{d}=0$, on which our Ensemble 7 results are presented. This panel should be compared with the top panels of Figure 5.5, which share the same trajectory and give relevant behaviour of the mass eigenstates. In the second panel of Figure 6.6 we present the fit along the U-spin trajectory, $\delta m_{d}=\delta m_{s}$, as well as the results from our ensembles 7 (right) and 8 (left). This plot may be compared with the second row of plots in Figure 5.5 which again share the same trajectory. The final (bottom) panel of Figure 6.6 gives the fit along the constant- $\delta m_{d}$ trajectory which our Ensemble 9 occupies, and which possesses the lightest up and down quarks of any of our ensembles 1-9. It is clear that with our very limited set of ensembles, the mass extrapolation becomes poorly constrained at such large values of $\mathrm{SU}(3)$-flavour breaking as are present in this plot.

In Figure 6.7 we show a close-up view of the flavoured decay constants and their respective fits on each of our ensembles 7-9, normalized by the flavour-singlet quantity $X_{F_{\pi}}=\left(F_{\pi^{+}}+F_{K^{+}}+F_{K^{0}}\right) / 3$. In the top panel we present the results of ensembles $7-8$ which each possess exact U-spin symmetry, and as such one of the
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Table 6.4: The renormalised quark-flavour basis decay constants of the physical states, on each of our $32^{3} \times 64$ ensembles in the RI'-MOM


Figure 6.5: The decay constant signals as obtained from Equation (6.12) (top) and Equations (6.13)-(6.15) (bottom) on Ensemble 7. Also pictured are constant fits to the plateau regions in each case.

| Decay constants expansion fit parameters |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $C$ | $E$ | $G$ | $h_{0}$ | $g_{1}^{\mathrm{EM}}$ | $H_{1}^{\mathrm{EM}}$ | $H_{2}^{\mathrm{EM}}$ |
| $0.047(1)$ | $0.019(2)$ | $0.37(18)$ | $0.4(4)$ | $-0.01(1)$ | $0.016(12)$ | $0.001(1)$ |

Table 6.6: We have denoted $C \equiv F_{0}+H_{0}^{\mathrm{EM}}\left(e_{u}^{2}+e_{d}^{2}+e_{s}^{2}\right)$ for the combination appearing identically in each mass expansion given in Section 5.1.3.


Figure 6.6: The RI'-MOM scheme FN decay constant magnitudes calculated on each of our ensembles $7-9$, along with the global fit described in Section 6.2, for $t_{0}=3$. The top panel depicts the results obtained using Ensemble 7 along with the fit on the trajectory $\delta m_{d}=0$. The centre panel depicts ensembles 7-8 (right-to-left) along the exact U-spin trajectory. The bottom panel illustrates the fit around, and results of, Ensemble 9, which possesses the greatest broken flavour-symmetry of our ensembles.


Figure 6.7: The flavoured decay constants and their respective fits on each of our ensembles 7-9 normalized by the singlet quantity $X_{F_{\pi}}$. The top panel depicts the results of ensembles 7-8 (right-to-left) along the U-spin trajectory, as well as the FN decay constants $F_{\pi^{0}}^{\pi_{3}^{U}}$ and $F_{\eta}^{\pi_{3}^{U}}$ on ensembles 7 and 8 respectively, which are predicted and seen to agree with $F_{K^{0}}$. The bottom panel depicts the results of Ensemble 9 and the flavoured decay constant fits around it.

| Preliminary physical-point decay constants (MeV) |  |  |  |  |  |
| :---: | :--- | :--- | :--- | :--- | :--- |
|  | $a=\pi_{3}$ | $a=\eta_{8}$ | $a=\eta_{1}$ |  |  |
| $\tilde{F}_{\pi}^{a}$ | $99(21)$ | $-36(34)$ | $37(32)$ | $\tilde{F}_{\pi^{+}}$ | $119(9)$ |
| $\tilde{F}_{\eta}^{a}$ | $-10(17)$ | $99(32)$ | $67(35)$ | $\tilde{F}_{K^{+}}$ | $146(6)$ |
| $\tilde{F}_{\eta^{\prime}}^{a}$ | $-1(1)$ | $-103(56)$ | $312(16)$ | $\tilde{F}_{K^{0}}$ | $146(7)$ |

Table 6.7: The values of the decay constant fits at the physical-point quark masses in the RI'-MOM scheme, at the approximate scale $\mu \approx a^{-1}$. The quoted uncertainties are statistical only.

FN eigenstates possesses the flavour composition of a $\pi_{3}^{U}=(\bar{d} d-\bar{s} s) / \sqrt{2}$ in each case. For Ensemble $7(8)$ the $\pi^{0}(\eta)$ is an exact $\pi_{3}^{U}$, and we remind the reader that the labelling of states is done according to the mass hierarchy. The leading-order quark mass/charge flavour-breaking expansion for a pure $\pi_{3}^{U}$ decay constant is

$$
\begin{equation*}
F_{\pi_{3}^{U}}=F_{0}+H_{0}^{\mathrm{EM}}\left(e_{u}^{2}+e_{d}^{2}+e_{s}^{2}\right)+G\left(\delta m_{d}+\delta m_{s}\right), \tag{6.37}
\end{equation*}
$$

which matches identically the expansion for $F_{K^{0}}$, Equation (6.33), and we have hence included $F_{\pi^{0}}^{\pi_{3}^{U}}=\left(F_{\pi^{0}}^{d}-F_{\pi^{0}}^{s}\right) / \sqrt{2}$ and $F_{\eta}^{\pi_{3}^{U}}=\left(F_{\eta}^{d}-F_{\eta}^{s}\right) / \sqrt{2}$ from Ensemble 7 and 8 respectively, to show numerical agreement with $F_{K^{0}}$. For completeness, the bottom panel of Figure 6.7 shows the flavoured decay constants of Ensemble 9 and the corresponding flavour-breaking expansions along the trajectory $\delta m_{d}=-0.00364$.

It is clear from the bottom panel of Figure 6.6 that the physical point determination of the FN decay constants from our current global fit should be considered exploratory, where improved precision on Ensemble 9 and/or additional ensembles should greatly improve the current situation. Regardless, it is still of interest to make such an assessment, and to that end we present the values of our fits at the physical point determined for $32^{3} \times 64$ volume [65],

$$
\begin{equation*}
a \delta m_{u}^{\star}=-0.00834(8), \quad a \delta m_{d}^{\star}=-0.00776(7) . \tag{6.38}
\end{equation*}
$$

Since isospin is a good approximate symmetry at the physical point, it is most intuitive to present the physical point determination in the (isospin) octet-singlet basis, and so with the RI'-MOM renormalisation factors considered we have

$$
\begin{gather*}
\tilde{F}_{n}^{\pi_{3}}=\frac{1}{\sqrt{2}}\left(\tilde{F}_{n}^{u}-\tilde{F}_{n}^{d}\right), \quad \tilde{F}_{n}^{\eta_{8}}=\frac{1}{\sqrt{6}}\left(\tilde{F}_{n}^{u}+\tilde{F}_{n}^{d}-2 \tilde{F}_{n}^{s}\right),  \tag{6.39}\\
\tilde{F}_{n}^{\eta_{1}}=\frac{1}{\sqrt{3}}\left(\tilde{F}_{n}^{u}+\tilde{F}_{n}^{d}+\tilde{F}_{n}^{s}\right), \tag{6.40}
\end{gather*}
$$

for each $n \in\left[\pi^{0}, \eta, \eta^{\prime}\right]$. Moreover, as in chapters previous, we have scaled all expansion parameters which originate with QED by the factor $\alpha_{\text {QED }}^{\star} / \alpha_{\text {QED }}=0.07338$, to approximately correct for our unphysical EM coupling. Unfortunately, since we have no simulations for varying quark charges, we cannot properly constrain the shared
$H_{0}^{\mathrm{EM}}$ term, and so some residual larger-than-physical QED effect will remain. The FN physical-point results, as well as those for the flavoured decay constants, are given in Table 6.7.

As we found in Chapter 5 for the state compositions, which inform the decay constants presented here via Equation (6.34), our preliminary physical-point results for the FN decay constants are consistent with isospin symmetry. The result for $\tilde{F}_{\pi^{+}}=119(9)$ may be compared with the charged pion value inferred from experiment $F_{\pi^{+}}^{\star}=130 \mathrm{MeV}$, which shows fair agreement at the current, low level of precision. Additionally, we see agreement in the kaon decay constants at $2 \sigma$ (statistical) with the experimental value of $F_{K^{+}}^{\star}=156(1) \mathrm{MeV}$, and it should be noted that the quoted uncertainties underestimate the systematic uncertainties present due to discretization and the finite volume, which have not been studied here.

Considering now the $\eta-\eta^{\prime}$ decay constant sector in isolation, we can compare our results with some existing determinations. As an example we take the results of the recent lattice study [88] at $\mu=2 \mathrm{GeV}$, distinguished as $\hat{F}_{n}^{a}$, which have central values ${ }^{1}$

$$
\begin{array}{cc}
\hat{F}_{\eta}^{\eta_{8}}=149 \mathrm{MeV}, & \hat{F}_{\eta}^{\eta_{1}}=16 \mathrm{MeV} \\
\hat{F}_{\eta^{\prime}}^{\eta_{8}}=-63 \mathrm{MeV}, & \hat{F}_{\eta^{\prime}}^{\eta_{1}}=143 \mathrm{MeV}
\end{array}
$$

The associated uncertainties are all $\mathcal{O}(10 \%)$, and we note that these results were obtained assuming isospin symmetry and without QED. Comparing these numbers with the relevant results of Table 6.7 we see general agreement at $\approx 1-2 \sigma$, except in the case of $\tilde{F}_{\eta^{\prime}}^{\eta_{1}}$, for which our result is roughly twice as large as $\hat{F}_{\eta^{\prime}}^{\eta_{1}}$. It is likely that our systematic inability to accurately determine the true values of the decay constants associated with the $\eta^{\prime}$ account for much of this disagreement. In addition, it is possible that better constraining our extrapolation with simulations at additional quark masses will help to bring these results into agreement. It should be noted also that the results of [88] include corrections of the systematic effects of the finite volume and lattice spacing.

### 6.4 Summary

In this chapter we have used the theoretical and numerical machinery developed throughout the previous three chapters to extract the weak decay constants of the FN and flavoured PS mesons. We have also introduced and presented preliminary results for the extension to the RI'-MOM renormalisation scheme which facilitates a proper treatment of the renormalisation of FN axial-vector currents on the lattice.

We have deduced quark-mass and charge expansions for the PS meson decay constants, finding that proper parametrisation of the FN sector requires knowledge of the relevant underlying PS flavour-compositions. These parametrisations facilitate physical-point determinations of the PS decay constants which, with improved

[^7]precision, may be used as numerical inputs for theoretical and phenomenological calculations regarding various decays which include PS mesons, such as $\pi^{0} / \eta / \eta^{\prime} \rightarrow \gamma \gamma$ for example.

Through the results of this chapter we have demonstrated a process by which precision physical-point determinations of all PS meson decay constants should be possible. The most immediate improvement of our results would be given by additional lattice simulations at a variety of bare quark masses, however for a precision study one would also desire infinite volume and continuum extrapolations, as well as a careful treatment of the scale dependence of the FN operators.

# Chapter 7 

## Conclusion

The status of lattice QCD studies of many hadron properties have reached a point of precision at which strong isospin symmetry-breaking and QED effects need be considered for further improvement. Whilst naively the inclusion of non-degenerate up and down quarks in lattice QCD is simply an additional computational expense, there are cases, which have been the focus of this thesis, where the breaking of $\mathrm{SU}(3)$ flavour symmetry complicates the role of the canonical basis of hadron interpolating operators through mixing. Moreover, this induced state mixing influences quarkmass extrapolation schemes for hadron properties which, even with more lattice simulations being performed with physical quark masses, can shed light on properties of the underlying quarks. Additionally, the inclusion of QED on the lattice necessitates a careful treatment of flavour-symmetry breaking if the light quarks are endowed with their physical, non-degenerate electric charges. In Chapter 2 we detailed our computational framework for calculating hadronic correlation functions in lattice QCD with three independent flavours of light quark, as well as the inclusion of QED.

In Chapter 3 we investigated the state mixing of the $\Sigma^{0}-\Lambda$ sector of the baryon octet, an effect that may be attributed to broken isospin-symmetry and which is driven by the non-degenerate masses and charges of the up and down quarks. We found therein that Taylor expanding the correlation functions and forming an explicit expression for the mixing angle gave us an interesting insight into the time dependence of the quantity on the lattice, namely the leading-order time independence for QCD-only mixing, and retained time dependence for the case of QCD with QED. Using our derived quark mass and charge parametrisation we were able to make preliminary physical point determinations of $\theta_{\Sigma \Lambda, \mathrm{QCD}-\text { only }}=-0.55(3)^{\circ}$ and $\theta_{\Sigma \Lambda, \mathrm{QCD}+\mathrm{QED}}=-1.0(3)$, indicating that QED could contribute around $50 \%$ of the total mixing.

For the purpose of studying lattice correlation functions of flavour-neutral operators, which have contributions from disconnected quark-loop diagrams, we investigated the lattice computation of all-to-all quark propagators in Chapter 4. The focus of this investigation was approximation using stochastic $\mathbb{Z}_{2}$ sources, and we discussed various methods for improving the approximation such as dilution, quark smearing and explicit calculation of the low-lying eigenmodes. From the work therein we selected a combination of spin-colour-time dilution, quark smearing, and three
independent $\mathbb{Z}_{2}$ sources (per gauge field configuration) for the lattice simulations of the subsequent chapters.

In Chapter 5 we used a very similar process to that developed in Chapter 3, and employed the numerical techniques of Chapter 4, to study mixing in the pseudoscalar meson $\pi^{0}-\eta-\eta^{\prime}$ system, as well as the masses of all pseudoscalar octet meson species, in lattice QCD+QED. We presented leading-order flavour-breaking expansions for the flavour-neutral meson masses and flavour compositions which were shown to perform well near an approximate $\mathrm{SU}(3)$ symmetric point. The flavour-singlet $\eta^{\prime}$ is permitted to mix with the octet $\eta$ meson even in the isospin limit provided that full $\mathrm{SU}(3)$-flavour symmetry is not realised, and we have obtained a preliminary estimate of $\left|\theta_{\eta \eta^{\prime}}\right|=\left(-15.1_{-6}^{+5.9}\right)^{\circ}$, since we do not presently resolve isospin-breaking at the physical point using our extrapolation.

Proceeding naturally from the work of Chapter 5 , the focus of Chapter 6 was the calculation of the pseudoscalar meson decay constants for which the state compositions had been determined in Chapter 5. Renormalisation of the axial-vector operators used therein, both flavoured and flavour-neutral, in the RI'-MOM scheme was performed with a treatment for non-degenerate flavours introduced for the first time, necessitated by the presence of QED in our simulations. Again, flavour-breaking expansions were derived for all pseudoscalar decay constants, and in particular the flavour-neutral decay constant parametrisations were found to require simultaneous parametrisation of the state compositions, as determined in the preceding chapter. Our preliminary physical point results were consistent with existing (isospinconserving) results except for the $\eta^{\prime}$, for which our decay constants are significantly larger than other recent determinations, likely due to excited-state contamination.

Overall, we have provided significant proof-of-concept results for state mixing and related quantities with regard to isospin breaking and QED on the lattice. In particular, a precision calculation following the methods of Chapter 6, with additional simulations at a range of light quark masses, should be expected to produce, for example, a resolved determination of the splitting between the $\pi^{+}$and $\pi^{0}$ decay constants for the first time. Moreover, precision determinations of all pseudoscalar decay constants determined in this way would serve as important inputs to phenomenological calculations of various decays in this sector.

## Appendix A

## Hadrons in the Eightfold Way

Throughout this thesis we make repeated reference to the belonging of particular hadrons to flavour octet and singlet representations as per the Eightfold Way, which was first introduced in Chapter 1. The Eightfold Way, as utilized herein, is based on identification of the up, down and strange quarks with an approximate $\mathrm{SU}(3)$ symmetry, $\mathrm{SU}(3)$-flavour symmetry, and subsequent enumeration of irreducible representations arising as products of fundamental representations.

The light quarks are posited as a triplet, transforming under the fundamental representation which we denote $\mathbf{3}$, for which the canonical choice of $\mathrm{SU}(3)$ generators given by Gell-Mann (fundamental rep.) are $T_{a}=\lambda_{a} / 2$, where $\lambda_{a}$ are the Gell-Mann matrices

$$
\begin{gathered}
\lambda_{1}=\left[\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \quad \lambda_{2}=\left[\begin{array}{ccc}
0 & -i & 0 \\
i & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \quad \lambda_{3}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 0
\end{array}\right], \\
\lambda_{4}=\left[\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right], \quad \lambda_{5}=\left[\begin{array}{ccc}
0 & 0 & -i \\
0 & 0 & 0 \\
i & 0 & 0
\end{array}\right], \quad \lambda_{6}=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right], \\
\lambda_{7}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -i \\
0 & i & 0
\end{array}\right], \quad \lambda_{8}=\frac{1}{\sqrt{3}}\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -2
\end{array}\right] .
\end{gathered}
$$

Similarly, the triplet of light antiquarks transforms under the complex conjugate fundamental representation, which is denoted $\overline{\mathbf{3}}$.

Mesons are composed of a valence quark and antiquark pair, and the resultant representations in the Eightfold Way may be calculated from the product of their respective fundamental representations,

$$
\mathbf{3} \otimes \overline{\mathbf{3}}=\mathbf{1} \oplus \mathbf{8}
$$

where $\mathbf{1}$ is the trivial singlet, and $\mathbf{8}$ the adjoint, or octet, irreducible representation. In order to determine the states transforming under these singlet and octet
representations, we must take a maximal subset of mutually commuting generators known as the Cartan subalgebra [73], for which the canonical choice is $\left\{T_{3}, T_{8}\right\}$. For the triplet of quarks $[u, d, s]^{T}$, this choice (namely, $T_{3}$ ) is the familiar strong isotopic spin, or isospin, and is a natural choice due to the near-degeneracy of the up and down quarks. However, as is discussed throughout this thesis and particularly in Chapter 3, the choice of isospin is not unique, and is in fact directly analogous to the (arbitrary) choice to label spin states by their $z$-component of spin, instead of $x$ or $y$. In the isospin-centric construction then, the flavour states of the singlet and octet meson representations, labelled by the corresponding pseudoscalar meson, are enumerated as
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$$
\begin{gathered}
\pi^{+}:|\bar{d} u\rangle, \quad \pi^{-}:|\bar{u} d\rangle, \quad \pi^{0}: \frac{1}{\sqrt{2}}(|\bar{u} u\rangle-|\bar{d} d\rangle), \quad \eta: \frac{1}{\sqrt{6}}(|\bar{u} u\rangle+|\bar{d} d\rangle-2|\bar{s} s\rangle), \\
K^{0}:|\bar{s} d\rangle, \quad K^{+}:|\bar{s} u\rangle, \quad K^{-}:|\bar{u} s\rangle, \quad \bar{K}^{0}:|\bar{d} s\rangle
\end{gathered}
$$

1 :

$$
\eta^{\prime}: \frac{1}{\sqrt{3}}(|\bar{u} u\rangle+|\bar{d} d\rangle+|\bar{s} s\rangle) .
$$

Note that although we have associated these flavour combinations with the pseudoscalar mesons, which are the least massive, the spin-1 vector mesons may considered in the same way.

A similar treatment of the low-lying baryons, composed of three quarks (or three antiquarks), proceeds with some added complexities as

$$
\mathbf{3} \otimes \mathbf{3} \otimes \mathbf{3}=\mathbf{1}_{A} \oplus \mathbf{8}_{M} \oplus \mathbf{8}_{M} \oplus \mathbf{1 0}_{S}
$$

where the subscripts $A, M$ and $S$ indicate the antisymmetric, mixed symmetry and symmetric natures of the representations under the interchange of two quarks. The association of these representations with physical baryons requires additional considerations such as orbital angular momentum, and is given in detail in [62], but for our purposes herein we presently enumerate the flavour structure of the spin- $1 / 2$ baryon octet which is relevant to Chapter 3,

$$
n:|u d d\rangle, \quad p:|u u d\rangle, \quad \Sigma^{+}:|u u s\rangle, \quad \Sigma^{-}:|d d s\rangle, \quad \Xi^{0}:|s s u\rangle, \quad \Xi^{-}:|s s d\rangle .
$$

The flavour compositions of the remaining members of the octet, $\Sigma^{0}$ and $\Lambda$, are the subject of Chapter 3, and in the exact $\mathrm{SU}(3)$-flavour approximation are given by combinations of $u, d$ and $s$, with opposite symmetries under the interchange $u \leftrightarrow d$.

In Figure A. 1 we present a diagrammatic representation of the pseudoscalar meson (top) and spin- $1 / 2$ baryon (bottom) octets, with strangeness, electric charge and third-component of isospin axes illustrated.


Figure A.1: The pseudoscalar meson octet (top), and spin-1/2 baryon octet (bottom), as originally conceived in the Eightfold Way. The arrows labelled $I_{3}, \mathrm{Q}$ and S indicate the increase of the third component of isospin, electric charge and strangeness respectively.

## Appendix B

## Discretised integral formulae

We will here list the discrete analogues of some common continuum integral formulae which have been used in this thesis, particularly in the spectral decompositions of lattice correlation functions.

Position and momentum integrals:

$$
\begin{array}{r}
\int d^{4} x \longrightarrow \sum_{x} a^{4} \\
\int d^{3} \vec{p} \longrightarrow \sum_{\vec{p}}\left(\frac{2 \pi}{L}\right)^{3}, \tag{B.2}
\end{array}
$$

and similarly for the 4th-component of momentum, although typically the extent of the lattice in the Euclidean time direction differs from the (dimensionful) spatial extent $L$.

Dirac delta function:

$$
\begin{gather*}
\delta^{3}(\vec{p})=\left(\frac{a}{2 \pi}\right)^{3} \sum_{\vec{x}} e^{i \vec{p} \cdot \vec{x}}  \tag{B.3}\\
\sum_{\vec{p}}\left(\frac{2 \pi}{L}\right)^{3} \delta^{3}(\vec{k}-\vec{p}) F(\vec{p})=F(\vec{k})  \tag{B.4}\\
\delta^{3}(\overrightarrow{0})=\left(\frac{L}{2 \pi}\right)^{3} \tag{B.5}
\end{gather*}
$$

Complete set of single-particle momentum states:

$$
\begin{equation*}
\mathbb{I}=\sum_{n} \sum_{\vec{p}}\left(\frac{1}{L}\right)^{3}|n(\vec{p})\rangle \frac{1}{2 E_{n, \vec{p}}}\langle n(\vec{p})| . \tag{B.6}
\end{equation*}
$$
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[^0]:    ${ }^{1}$ The non-abelian gauge field theory which Yang and Mills originally proposed [27] was actually a theory of nucleon fields gauged by $\mathrm{SU}(2)$-isospin.
    ${ }^{2}$ Representations such as the spin- $1 / 2$ baryon octet and pseudoscalar meson octet. See Appendix A for more details.

[^1]:    ${ }^{1}$ The term ' $n$-point function' is commonly used in lattice literature, with $n$ simply indicating the number of space-time points present in the position-space correlation function.

[^2]:    ${ }^{2}$ This approximation has become much less commonplace as computer performance increases and the emphasis of lattice calculations shifts towards high precision.

[^3]:    ${ }^{3}$ It is implied here that the number of lattice sites in the $\mathrm{x}, \mathrm{y}$ and z directions are equal, and this is true throughout this work.

[^4]:    ${ }^{4} \mathrm{An}$ operator must share the quantum numbers of the state which one wishes to resolve. See, for example, [62].

[^5]:    ${ }^{5}$ By 'dynamical' we mean that the determinant of the fermion matrix is included in the generation of the gauge ensembles (i.e. not quenched).
    ${ }^{6}$ 'Partial quenching' is where the bare mass of a dynamical quark is allowed to differ from that which is used in the valence quark fermion matrix upon inversion. Whilst this process incurs some quantifiable systematic error, it facilitates the calculation of quark propagators for additional masses without requiring the generation of new gauge ensembles.
    ${ }^{7}$ Since the physical point can only be determined on the lattice with finite accuracy, in practice the 'correct' $\bar{m}$ is determined to the precision required by the study.

[^6]:    ${ }^{1}$ Note that dus is also isospin, and we know that the corresponding matrix of correlation functions simply acquires a minus sign on its off-diagonal components under $u-d$ interchange.

[^7]:    ${ }^{1}$ Note that the normalization used therein is consistent with $F_{\pi^{0}}^{\pi_{3}} \approx 92 \mathrm{MeV}$, which we have adjusted for by including the relevant factors of $\sqrt{2}$.

