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#### Abstract

The current $3.7 \sigma$ discrepancy between experimental and Standard Model determinations of the anomalous magnetic moment has long stood without resolution. This serves as an important test for the Standard Model of particle physics, which is the best theory we have to describe the universe at a subatomic scale. If this discrepancy can be removed though an increase of the precision of the experimental results and Standard Model calculations, we will have another important constraint on the Standard Model. On the other hand, if this discrepancy is increased we will have important evidence of new physics effects, beyond our current understanding. Either resolution will be of great impact for the physics community.

The large majority of the Standard Model uncertainty comes from hadronic contributions. In this thesis we investigate improvements to the leading order hadronic contribution using a technique called lattice gauge theory. In particular, we will look at the inclusion of QED corrections to the leading order hadronic contribution using fully dynamical QCD+QED gauge field ensembles generated by the QCDSF collaboration. This investigation is undertaken using two lattice volumes, with three sets of sub-ensembles on each volume. In order to extrapolate the results to the physical quark mass we also use a range of partially quenched quark masses, corresponding to pion masses ranging from 230 MeV to 790 MeV . From this study we find the QED corrections to be $0.2 \% \pm 0.1 \%$. While small, this is in no way insignificant. Current lattice studies aim for a precision greater than $0.5 \%$, making the QED corrections of great importance in meeting that goal.

We also present an exploratory investigation into the QED corrections to the leading order disconnected contribution. This is done at the $\operatorname{SU}(3)$ symmetric point using a single lattice volume. We find a QED correction of $\mathcal{O}(0.5 \%)$.
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## Chapter 1.

## Introduction

In the pursuit of a deep understanding of the underlying laws which govern our universe, no theory has had such impact or success as the Standard Model (SM) of particle physics. This theory describes the universe at the subatomic scale, and unifies the electromagnetic, weak and strong interactions between the the fundamental particles. The SM represents our most complete understanding of the universe at this scale.

With the success of the SM, comes countless tests and verification's. Much of modern particle physics involves verifying predictions made by the SM, improving the precision of SM quantities, and searching for new physics which is not described by the SM, known as beyond Standard Model (BSM) physics.

One such test of the SM comes from the anomalous magnetic moment of the muon. First presented in 1948, the anomalous magnetic moment of the electron was predicted by Schwinger [1], and measured by Kush and Foley in [2], and served as one of the major pieces of supporting evidence for Quantum Electrodynamics (QED), which is one of the major pieces of the SM. Fast forward to today, and the anomalous magnetic moment of the electron has now been experimentally measured, and calculated using the SM to a precision greater than 1 part per billion $[3,4]$. These two determinations agree to more than 10 significant figures.

The anomalous magnetic moment of the muon, however, has much less agreement between experimental measurements, and the SM calculation, making this an area of great interest in testing the SM and searching for BSM physics. Currently there exists a $3.7 \sigma$ discrepancy between the SM prediction and experimental measurement [5]. This is below the standard $5 \sigma$ threshold required to verify the presence of new physics, but it is a large enough discrepancy to garner great interest.

In order to resolve this discrepancy, either into a $5 \sigma$ signal or by removing the discrepancy, there is desire to increase the precision of the experimental and SM values for the anomalous magnetic moment of the muon. From the experimental side, Fermilab is well underway with their E989 experiment, with first results expected very soon $[6,7]$. This experiment aims to increase the precision of the experimental value by a factor of four. J-PARC also has a new experiment in development, E34, also aims to increase the experimental precision [8].

In order to fully take advantage of these new experimental results, we hope to also have an increase in the precision of the SM calculation. In this work we look at one possible source of improving the precision of the SM calculation by including full QED corrections to the leading order hadronic contribution using a technique called lattice gauge theory. To date, only Ref. [9] provides a full estimate of all QED corrections, including those beyond the electro-quenched approximation. As we are pushing for such high presision, an independent calculation using different methods can help provide confidence in these results, and help to reduce the overall uncertainty.

## Outline

In Chapter 2, we will discuss the SM in some more detail, focusing on QED and particularly Quantum Chromodynamics (QCD). Here we discuss how the subatomic particles interact under these theories, and look at the QED and QCD Lagrangians, as well as some of the key features of QCD.

In Chapter 3 we go into the background of the anomalous magnetic moment of the muon, and discuss the experimental methods used, as well as how the SM is used to calculate it. This serves to motivate the lattice method used in our analysis, as well as justifying the focus on the hadronic vacuum polarisation term.

Chapters 4 and 5 look at the lattice methods used in this work. This explains how we can discretise space-time and our action in order to compute them non-perturbatively on a computer.

In Chapter 6 we discuss the vector current renormalisation, which is required as we simplify the computational cost by using the local current at the source.

Chapter 7 looks at calculating the hadronic vacuum polarisation term on the lattice, using two different techniques. First we look at the vacuum polarisation tensor
method, and then the time-momentum representation. Here we also investigate any finite-volume effects which are present in our results and attempt to correct for them.

Chapter 8 presents the size of the QED corrections which we find in the hadronic contribution.

The final chapter, Chapter 9, presents our first look at the disconnected contributions including QED corrections. The results presented here serve as a potential pathway towards future work which should be pursued in future studies.

We finish with a summary of the work, and concluding remarks in Chapter 10.

## Chapter 2.

## Quantum Electrodynamics and Chromodynamics

The Standard Model (SM) of particle physics is the best theory we have to describe the universe at a subatomic scale. The theory provides a description for three of the four fundamental forces of nature; electromagnetism, and the strong and weak nuclear forces. The theory correctly predicted the existence of the $W^{ \pm}$and $Z^{0}$ gauge bosons long before experimental evidence, and with the discovery of the Higgs boson [10,11], all elementary particles predicted by the SM have been observed.

The SM provides 12 elementary spin-half particles called fermions, which consist of 6 flavours of quark, and 6 flavours of lepton split into 3 generations of charged-lepton and neutrino pairs. Force is then mediated by the exchange of 1 of 4 spin-one gauge bosons. These bosons are the photon, which is the mediator of the electromagnetic force, the charged and neutral weak bosons, $W^{ \pm}$and $Z^{0}$, which mediate the weak nuclear force, and the gluon which mediates the strong nuclear force. The SM particles and interactions are summarised in Figure 2.1.

In this thesis we will focus on the quark interactions. As quarks have both colour charge and electric charge, they interact with both gluons and photons, described by Quantum Chromodynamics (QCD) and Quantum Electrodynamics (QED) respectively ${ }^{1}$. QCD describes how particles with colour charge interact though the exchange of gluons. In the SM, the colour charge carrying particles are the quarks, and the gluons themselves. QED describes how particles with electric charge interact though the ex-
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Figure 2.1. Elementary particles of the SM , and their interactions. Image obtained from [12].
change of photons. In the SM, the electric charge carrying particles are the quarks, the charged leptons, and the $W^{ \pm}$boson. As we are focusing on the quark interactions, we will ignore the charged leptons.

### 2.1. Quantum Electrodynamics

Quantum Electrodynamics (QED) is a Yang-Mills type gauge theory, with $\mathrm{U}(1)$ gauge symmetry. It describes how electrically charged particles, such as quarks and the chargedfermions, interact via the exchange of photons. This leads to a single interaction vertex, shown in Figure 2.2.


Figure 2.2. The QED interaction vertex, with a photon and fermion. Wavy line represents a photon and solid lines represent fermions. If we consider time flowing from left to right this diagram represents an electron scattering off a photon.

### 2.1.1. Mathematical formulation

Starting with Maxwell's equations for electromagnetism, we can write them in a Lorentz covariant form as form as

$$
\begin{equation*}
\partial_{\mu} F^{\mu \nu}=J_{e m}^{\nu} \tag{2.1}
\end{equation*}
$$

for the field strength tensor

$$
\begin{equation*}
F^{\mu \nu}=\partial^{\mu} A^{\nu}-\partial^{\nu} A^{\mu}, \tag{2.2}
\end{equation*}
$$

with the electromagnetic potential $A^{\mu}=(V, \vec{A})$, and current vector $J_{e m}^{\nu}=\left(\rho_{e m}, \vec{j}_{e m}\right)$. Gauss' law and the modified Ampere law come directly from expanding Eq. 2.1. The last two Maxwell equations (which can be written as $\frac{1}{2} \partial^{\alpha} \epsilon_{\alpha \beta \mu \nu} F^{\mu \nu}=0$ ) are automatically satisfied by writing $F^{\mu \nu}$ in a Lorentz covariant and gauge invariant form in terms of $A^{\mu}$. This also implies that $\partial_{\mu} \partial_{\nu} F^{\mu \nu}=0$ as $F^{\mu \nu}$ is anti-symmetric, which leads to charge conservation $\partial \cdot J=0$. This can be satisfied by the Lagrangian for a free complex scalar field

$$
\begin{equation*}
\mathcal{L}_{\text {photon }}=-\frac{1}{4} F_{\mu \nu} F^{\mu \nu} \tag{2.3}
\end{equation*}
$$

which describes the dynamics of the photon field.

| Index | Description | Representation |
| :--- | :--- | :--- |
| Dirac | Dirac index | $\alpha, \beta$ |
| Lorentz | Lorentz index | $\mu, \nu$ |
| Spatial | Spatial index | $i, j, k$ |
| Colour | Colour index | $a, b, c$ |
| Colour (adjoint) | Colour index (adjoint) | $u, v, w$ |
| Quark Flavour | Quark flavour | $f, g$ |

Table 2.1. Summary of indexing conventions used in this thesis

We can construct the fermion interacting term by starting with the free fermion Lagrangian

$$
\begin{equation*}
\mathcal{L}_{\text {fermion }}=\bar{\phi}_{f}^{\alpha}(x)\left(i \not \partial_{\alpha \beta}-m_{f} \delta_{\alpha \beta}\right) \phi_{f}^{\beta}(x) \tag{2.4}
\end{equation*}
$$

where $\not_{\alpha \beta}=\gamma_{\alpha \beta}^{\mu} \partial_{\mu}$ using the Feynman slash notation. The fermion field transforms under a local $\mathrm{U}(1)$ gauge transformation $\Omega=e^{i q \alpha}$ as

$$
\begin{align*}
& \phi_{f}^{\alpha}(x) \xrightarrow{\Omega} \phi_{f}^{\prime \alpha}(x)=\Omega \phi_{f}^{\alpha}(x),  \tag{2.5}\\
& \bar{\phi}_{f}^{\alpha}(x) \xrightarrow{\Omega} \bar{\phi}_{f}^{\prime \alpha}(x)=\bar{\phi}_{f}^{\alpha}(x) \Omega^{\dagger} . \tag{2.6}
\end{align*}
$$

We also require that our Lagrangian is invariant under local gauge transformations. If we use the form presented in Eq. 2.4 we find that

$$
\begin{align*}
\mathcal{L}_{\text {fermion }} \xrightarrow{\Omega} \mathcal{L}^{\prime} & =\bar{\phi}_{f}^{\alpha}(x) \Omega^{\dagger}\left(i \not \partial_{\alpha \beta}-m_{f} \delta_{\alpha \beta}\right) \Omega \phi_{f}^{\beta}(x)  \tag{2.7}\\
& =\bar{\phi}_{f}^{\alpha}(x) \Omega^{\dagger} \ddot{\partial}_{\alpha \beta} \Omega \phi_{f}^{\beta}(x)-\bar{\phi}_{f}^{\alpha}(x)\left(m_{f} \delta_{\alpha \beta}\right) \phi_{f}^{\beta}(x)  \tag{2.8}\\
& \neq \mathcal{L}_{\text {fermion }}, \tag{2.9}
\end{align*}
$$

such that this Lagrangian is not invariant under local gauge transformations. This is due to the derivative, $\not_{\alpha \beta}$. We can resolve this by defining a replacement derivative, $\not D(x)_{\alpha \beta}=\not \partial_{\alpha \beta}-i g \mathscr{A}(x)_{\alpha \beta}$, which we call the gauge covariant derivative, such that

$$
\begin{equation*}
\not D(x)_{\alpha \beta} \phi_{f}^{\beta}(x) \xrightarrow{\Omega}\left(\not D(x)_{\alpha \beta} \phi_{f}^{\beta}(x)\right)^{\prime}=\Omega\left(\not D^{\alpha \beta}(x) \phi_{f}^{\beta}(x)\right) . \tag{2.10}
\end{equation*}
$$



Figure 2.3. The 3 QCD interaction vertices, showing (left to right) the quark-gluon vertex, the three gluon vertex, and the four gluon vertex.

Using the covariant derivative, the Lagrangian for the fermion interaction term is now gauge invariant, and our full QED Lagrangian can be written as

$$
\begin{align*}
\mathcal{L}_{Q E D} & =\mathcal{L}_{\text {fermion }}+\mathcal{L}_{\text {photon }}  \tag{2.11}\\
& =\bar{\phi}_{f}^{\alpha}(x)\left(i \not D_{\alpha \beta}-m_{f} \delta_{\alpha \beta}\right) \phi_{f}^{\beta}(x)-\frac{1}{4} F_{\mu \nu} F^{\mu \nu} . \tag{2.12}
\end{align*}
$$

### 2.2. Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the theory of the strong nuclear force, and describes how colour-charge carrying particles interact via the exchange of gluons. The only SM elementary particles with colour charge are the six quark flavours, and gluons themselves. Unlike QED, where the photons do not carry electric charge, in QCD the gluons can undergo self-interactions as they do carry colour charge. This leads to more complex dynamics, which we will see throughout this section. Firstly, this means that QCD has three interaction vertices, compared to the one of QED, shown in Figure 2.3. This also means there will be some additional terms in the field strength tensor and QCD Lagrangian, as shown in the next section.

### 2.2.1. Mathematical formulation

The Lagrangian for QCD is obtained by following a similar method, redefining the field strength tensor $F_{\mu \nu} \rightarrow G_{\mu \nu}^{u}$ and potential $A_{\mu} \rightarrow A_{\mu}^{u}$ to represent the gluon field, and
the fermion field $\phi_{f}(x)_{\alpha}$ to the quark field $\psi_{f}(x)_{\alpha}^{a}$, where the index $f$ is now restricted to quark flavour. Here we have introduced colour indices in both the fundamental and adjoint representations of $\operatorname{SU}(3)$, where the index $a$ has dimension 3 in the fundamental representation, and index $u$ has dimension $3^{2}-1=8$ in the adjoint representation. The field strength tensor is redefined as

$$
\begin{align*}
{\left[G_{\mu \nu}(x)\right]^{u} } & =\left[\partial_{\mu} A_{\nu}(x)\right]^{u}-\left[\partial_{\nu} A_{\mu}(x)\right]^{u}+g f^{u v w} A_{\mu}^{v}(x) A_{\nu}^{w}(x) \\
& =\left[G_{\mu \nu}^{0}(x)\right]^{u}+g f^{u v w} A_{\mu}^{v}(x) A_{\nu}^{w}(x), \tag{2.13}
\end{align*}
$$

where $f^{u v w}$ are the structure constants of $\operatorname{SU}(3)$. Note that this looks like the QED field strength tensor in Eq. 2.2, except with an additional term which contains the gluon self-interactions. To ensure our Lagrangian is invariant under local $\mathrm{SU}(3)$ gauge transformations, $\Omega$, we ensure that $\left[\psi_{f}\right]_{\alpha}^{a}(x)$ and $A_{\mu}^{u}(x)$ transform as

$$
\begin{align*}
{\left[\psi_{f}\right]_{\alpha}^{a}(x) } & \xrightarrow{\Omega} \Omega^{a b}(x)\left[\psi_{f}\right]_{\alpha}^{b}(x),  \tag{2.14}\\
{\left[t^{u}\right]^{a b} A_{\mu}^{u}(x) } & \xrightarrow{\Omega} \Omega(x)^{a c}\left[t^{u}\right]^{c d} A_{\mu}^{u}(x)\left[\Omega^{-1}(x)\right]^{d b}+\frac{i}{g}\left(\partial_{\mu} \Omega(x)^{a c}\right)\left[\Omega^{-1}(x)\right]^{c b}, \tag{2.15}
\end{align*}
$$

where $\Omega(x)$ defines an independent $\mathrm{SU}(3)$ transformation at each point in spacetime, $g$ is the QCD coupling constant and $t^{u}$ are the eight $3 \times 3$ Gell-Mann matrices, the generators of $\operatorname{SU}(3)$, as described in Appendix A.3. Finally, we can redefine the covariant derivative in terms of the gluon field $A_{\mu}(x)^{u}$ as

$$
\begin{equation*}
\not D_{\alpha \beta}^{a b}(x)=\delta^{a b} \not_{\alpha \beta}-i g\left[t^{u}\right]^{a b} \hat{A}_{\alpha \beta}^{u}(x) . \tag{2.16}
\end{equation*}
$$

Putting this all together we can write our QCD Lagrangian as

$$
\begin{equation*}
\mathcal{L}_{Q C D}=\left[\bar{\psi}_{f}\right]_{\alpha}^{a}(x)\left(i \not D_{\alpha \beta}^{a b}-m_{f} \delta_{\alpha \beta} \delta^{a b}\right)\left[\psi_{f}\right]_{\beta}^{b}(x)-\frac{1}{4}\left[G_{\mu \nu}\right]^{u}\left[G^{\mu \nu}\right]^{u} . \tag{2.17}
\end{equation*}
$$

By expanding the covariant derivative and field strength tensor we can rewrite the Lagrangian in terms of the free quark field, the gluon field, and the interaction terms, as

$$
\begin{equation*}
\mathcal{L}_{Q C D}=\mathcal{L}_{Q}+\mathcal{L}_{G}+\mathcal{L}_{I}, \tag{2.18}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{L}_{Q}=\left[\bar{\psi}_{f}(x)\right]_{\alpha}^{a}\left(i \delta^{a b} \not_{\alpha \beta}-m_{f} \delta_{\alpha \beta} \delta^{a b}\right)\left[\psi_{f}(x)\right]_{\beta}^{b},  \tag{2.19}\\
& \mathcal{L}_{G}=-\frac{1}{4}\left[G_{\mu \nu}^{(0)}(x)\right]^{u}\left[G^{(0), \mu \nu}(x)\right]^{u} . \tag{2.20}
\end{align*}
$$

The last term, $\mathcal{L}_{I}$, encoding the quark and gluon interactions, can be written as

$$
\begin{equation*}
\mathcal{L}_{I}=g\left[t^{u}\right]^{a b} \bar{\psi}_{\alpha}^{a}(x) A_{\alpha \beta}^{u}(x) \psi_{\beta}^{a}(x)-g f^{u v t} \partial_{\mu} A_{\nu}^{u} A_{\mu}^{v} A_{\nu}^{t}-\frac{g^{2}}{4} f^{u v w} f^{u s t} A_{\mu}^{v} A_{\nu}^{w} A^{\mu, s} A^{\nu, t} \tag{2.21}
\end{equation*}
$$

The separate terms in the interaction term encode, from left to right, the quark-gluon vertex, the three gluon vertex, and the four gluon vertex, shown in Figure 2.3.

### 2.2.2. QCD Features

There are two important features exhibited by QCD which are not present in QED. The first is colour confinement. In nature, we can only observe colour neutral states, such as colour singlet mesons (quark-antiquark pairs) and baryons (three quark or three antiquark states). While this property is well observed, and holds true in all tests, the mechanism behind confinement is not well understood. Indeed, a proof of confinement is part of the 'Yang-Mills and Mass Gap' Millennium Problem [13]. We can think of this property being the result of it becoming energetically favourable to form quarkantiquark pairs in the vacuum when quarks are separated, forming two colour singlet states instead of the original quarks being isolated.

The second important feature possessed by QCD is asymptotic freedom [14, 15]. This is a feature unique to non-Abelian GFTs. In a theory such as QED, as isolated electric charge will polarise the surrounding vacuum, creating a shell of virtual electronpositron pairs around itself. This shell 'screens' the charge, and in effect reduces the effective electromagnetic coupling at long distances. A similar effect takes places in QCD, where a quark will polarise the vacuum around it, this time in colour, which forms a shell of screening quarks. Unlike photons in QED, however, the gluons also carry colour charge. This means that a quark will surround it self with a cloud of virtual gluons, which act to 'anti-screen' the colour charge, opposite to the screening quarks. These anti-screening gluons will dominate the screening quarks, as long as the QCD $\beta$
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Figure 2.4. Lowest-order Feynman diagrams for electron-positron scattering in QED. Again considering time to flow from left to right, the left diagram shows electronpositron annihilation and creation, while the right diagram shows one-photon exchange.
function is negative (shown to leading order):

$$
\begin{equation*}
\beta(g)=-\beta_{0} \frac{g^{3}}{16 \pi^{2}}, \tag{2.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{0}=11-\frac{2}{3} N_{f}, \tag{2.23}
\end{equation*}
$$

where $N_{f}$ is the number of quark flavours. We find that Eq. 2.22 is negative for $N_{f}<17$, which is the case in the SM, so the anti-screening effect dominates, and we find that the QCD strong coupling $\alpha_{s}$ is suppressed at high energy, or short distances. These features can lead to difficulties when using conventional methods to calculate QCD interactions, particularly at low energy.

In Quantum Field Theories (QFTs) we can write scattering amplitudes, which relate to experimental cross-sections and decay rates, in terms of a series of Feynman diagrams. Feynman diagrams are a diagrammatic way of expressing particle interactions in terms of propagating particles and interaction vertices, which map directly to the mathematical expression of the interaction. Figure 2.4 shows the leading order electron-positron scattering diagrams in QED. Each vertex in the diagram contributes a factor of the effective coupling, and so long as the QFTs effective couplings are sufficiently small, higher order terms contribute a smaller amount to the total scattering
amplitude, such that we can systematically truncate the sum at our desired precision. When performing this truncation, we call the calculation perturbative, and can use this method to calculate the scattering amplitude as a finite series of sums.

QED is one such theory. We can see in Figure 2.4 that the leader order electronpositron diagrams only contain 2 vertices, so contribute proportionally to the QED coupling squared, $e^{2} /(4 \pi)=\alpha_{E M} \approx \frac{1}{137}$. The next-order scattering diagrams have 4 vertices, and so contribute at $\alpha_{E M}^{2} \approx 5 \times 10^{-5}$, and so on for subsequent order terms. Because of the suppression of higher order contributions, very few terms need to be calculated to get a very precise result.

In QCD, the strong coupling, written to leading order, is

$$
\begin{equation*}
\alpha_{S}\left(Q^{2}\right)=\frac{4 \pi}{\beta_{0} \ln \frac{Q^{2}}{\Lambda_{\mathrm{QCD}}^{2}}}, \tag{2.24}
\end{equation*}
$$

where $\beta_{0}$ is described in Eq. 2.23, and $\Lambda_{\mathrm{QCD}}$ is the QCD scale, $\approx 0.2 \mathrm{GeV}$. Figure 2.5 shows the running of the effective QCD coupling determined experimentally. At high energies, the strong coupling is small, and the perturbative methods used in QED can also be used in QCD. As we move to the lower energy scales used in hadronic studies, the strong coupling $\alpha_{S} \approx 1$. At this energy scale perturbative methods are no longer appropriate as the higher order diagrams contribute at a similar scale to, or even larger than, the lower order diagrams to the total scattering amplitude. Due to this effect, understanding low energy QCD interactions requires a non-perturbative method. Lattice Gauge Theory provides one such ab-initio method of investigating QCD at low energy. This will be discussed in Chapter 4.


Figure 2.5. Running of the QCD coupling $\alpha_{s}$ obtained from experimental measurements, as a function of the energy scale $Q$. Reprinted from Tanabashi et al [16]

## Chapter 3.

## Anomalous Magnetic Moment of the Muon

The magnetic moment of a charged particle, $\vec{\mu}$, can be found from the Dirac equation of relativistic quantum mechanics,

$$
\begin{equation*}
\vec{\mu}=g \frac{e}{2 m} \vec{S} \tag{3.1}
\end{equation*}
$$

where $e$ is the charge of the particle, $m$ is the mass of the particle, $\vec{S}$ is the spin, and $g$ is a unitless quantity known as the g -factor [17]. For leptons, the g -factor was thought to be 2 .

However, in 1948 Julian Schwinger published the first calculation of a radiative correction in QED; the $\alpha / 2 \pi$ mass-independent correction to the electron magnetic moment [1],

$$
\begin{equation*}
g_{e}=2\left(1+\frac{\alpha}{2 \pi}\right) . \tag{3.2}
\end{equation*}
$$

This calculation agreed within errors with experimental results by Kush and Foley in [2]. This deviation from $g=2$ is referred to as the anomalous magnetic moment, or simply " $g-2$ " coming from the equation

$$
\begin{equation*}
a=\frac{g-2}{2} \tag{3.3}
\end{equation*}
$$

where $a$ is the value of the anomalous magnetic moment.

The anomalous magnetic moment of the electron has since been measured experimentally to a precision of better than than 1 part per billion [4], and calculated using the SM to a similar precision [3]. These values agree to more than 10 significant figures, which makes the anomalous magnetic moment of the electron one of the most accurately verified predictions in physics.

For the muon, on the other hand, the anomalous magnetic moment is less well known. The current experimental value is known to a precision of $0.54 \mathrm{ppm}[18,19]$ :

$$
\begin{equation*}
a_{\mu}^{\exp }=11659209.1(54)(33) \times 10^{-10}, \tag{3.4}
\end{equation*}
$$

with current experiments underway which hope to improve on the precision by a factor of 4. The SM calculation for the muon anomalous magnetic moment is more complicated than that of the electron, since electroweak (EW) and, in particular, QCD contributions play a much more significant role for the muon, due to the muon's much larger mass,

$$
\begin{equation*}
\frac{m_{\mu}}{m_{e}} \approx 200 \tag{3.5}
\end{equation*}
$$

The SM value of the anomalous magnetic moment of the muon can be expressed in terms of the separate SM contributions: QED, EW and QCD terms, which will be discussed in more detail later in this chapter. Based on the results from [20-39], and combined into a single value for $a_{\mu}^{\text {SM }}$ in [5], the SM value is found to be

$$
\begin{equation*}
a_{\mu}^{\mathrm{SM}}=11659181.0(43) \times 10^{-10} \tag{3.6}
\end{equation*}
$$

We find that unlike the case of the electron, the SM value in Eq. 3.6 does not agree with the experimentally measured result in Eq. 3.4. In fact, the difference is

$$
\begin{equation*}
\Delta a_{\mu}=a_{\mu}^{\exp }-a_{\mu}^{\mathrm{SM}}=28.1(76) \times 10^{-10} \tag{3.7}
\end{equation*}
$$

corresponding to a $3.7 \sigma$ discrepancy.
This discrepancy is of great interest in the search for new physics. We expect the sensitivity to new physics to grow quadratically with the mass of the lepton, so with respect to the electron, the sensitivity of $a_{\mu}$ should increase by a factor of $\left(m_{\mu} / m_{e}\right)^{2} \sim$ $4 \times 10^{4}$ compared to $a_{e}$. If the discrepancy remains as we increase the precision of our
calculations and measurements, it will be a sure sign of the presence of new physics beyond the standard model. If, on the other hand, the difference fades away as the theory and experimental values converge, it will provide some severe constraints to any new physics.

### 3.1. Experiment

Currently, the best experimental results for $a_{\mu}$ are from the Brookhaven Experiment E821 [18], which finished in 2006, although new results from Fermilab's E989 experiment are expected very soon. Here we will provide only a brief overview of the experiment, with more details being available in [18].

Muons are injected into a storage ring with constant magnetic field $\vec{B}$, and precess along a circle with the Larmor frequency

$$
\begin{equation*}
\omega_{p}=-\frac{q \vec{B}}{m_{\mu} \gamma}, \tag{3.8}
\end{equation*}
$$

where $\gamma$ is the Lorentz factor. Due to the anomalous magnetic moment, there is a small change in the precession of the spin with respect to the momentum,

$$
\begin{equation*}
\omega_{s}=-\frac{g e \vec{B}}{2 m_{\mu}}-(1-\gamma) \frac{q \vec{B}}{m_{\mu} \gamma} . \tag{3.9}
\end{equation*}
$$

This precession of the spin is shown in Figure 3.1.
By measuring the difference between the Larmor frequency of the spin and momentum,

$$
\begin{align*}
\omega_{a} & =\omega_{s}-\omega_{p} \\
& =-\left(\frac{g-2}{2}\right) \frac{q \vec{B}}{m_{\mu}} \\
& =-a_{\mu} \frac{q \vec{B}}{m_{\mu}}, \tag{3.10}
\end{align*}
$$

we have a direct way to measure $a_{\mu}$, provided $\vec{B}$ is well known.


Figure 3.1. Simplified diagram of the experimental setup used in Brookhaven E821. The muon beam is injected at the top, when they circle around the storage ring. The spin (shown in red) is seen to precess with respect to the momentum (blue) as the beam moves though the magnetic field. Diagram adapted from [40]


Figure 3.2. Dominant decay pattern of the muon to electron and neutrinos. Momentum is shown in blue, spin in red. Note that the electron momentum is anti-parallel to the muon spin.

The Larmor frequency of the spin can be measured by observing the decay of the muon to an electron and neutrinos. Due to the chiral nature of the weak interaction, the emerging electron has momentum preferentially anti-parallel to the muon spin, shown in Figure 3.2.

Currently Fermilab is running a similar experiment, reusing some of the equipment from E821. This experiment, labelled E989, aims to improve on the current experimental uncertainty by a factor of 4 [7]. This experiment is well underway, and is in the process of analysing data from the first run. J-PARC also has an muon $g-2$ experiment (E34) in development [8].

### 3.2. Standard Model

As mentioned at the start of this chapter, the SM prediction for the anomalous magnetic moment of the muon can be broken up into three separate contributions: QED, EW and QCD contributions. The QCD contribution is also referred to as the hadronic contribution, and both terms are used interchangeably. We can write this as

$$
\begin{equation*}
a_{\mu}=a_{\mu}^{\mathrm{QED}}+a_{\mu}^{\mathrm{EW}}+a_{\mu}^{\mathrm{QCD}} . \tag{3.11}
\end{equation*}
$$

The QED contribution is by far the largest contribution to the anomalous magnetic moment, contributing at [36]

$$
\begin{equation*}
a_{\mu}^{\mathrm{QED}}=11658471.8931(104) \times 10^{-10} \tag{3.12}
\end{equation*}
$$

accounting for over $99 \%$ of the total contribution to $a_{\mu}$. Despite this term being so dominant in the final SM prediction for $a_{\mu}$, the QED term is incredibly precisely known, so contributes the least uncertainty to the total value.

The EW contribution is the smallest term, coming in at $[38,39]$

$$
\begin{equation*}
a_{\mu}^{\mathrm{EW}}=15.36(10) \times 10^{-10} . \tag{3.13}
\end{equation*}
$$

The QCD, or hadronic, contribution accounts for the majority of the SM uncertainty, contributing at [20-35,41-46]

$$
\begin{equation*}
a_{\mu}^{\mathrm{QCD}}=693.7(43) \times 10^{-10} . \tag{3.14}
\end{equation*}
$$

In the following sections we will give a brief break down how each of these contributions are currently calculated. Much of these sections are based on the 2020 review of the field, The anomalous magnetic moment of the muon in the Standard Model [5].

### 3.2.1. Pure QED

The QED contribution can be expressed as the sum of successive powers of the fine structure constant, $\alpha$, and orders of Feynman loop diagrams,

$$
\begin{equation*}
a_{\mu}^{\mathrm{QED}}=\left(\frac{\alpha}{\pi}\right) A^{(2)}+\left(\frac{\alpha}{\pi}\right)^{2} A^{(4)}+\left(\frac{\alpha}{\pi}\right)^{3} A^{(6)}+\ldots \tag{3.15}
\end{equation*}
$$

where $A^{(n)}$ is the contribution of order $e^{n}$.
The leading order QED contribution is shown in Figure 3.3, and is mass independent, so is the same as the leading order contribution to the electron anomalous magnetic moment, determined by Schwinger, contributing $A^{(2)}=\frac{1}{2}$.


Figure 3.3. Second-order contributions, responsible for the leading order QED contribution to the anomalous magnetic moment.

The next leading order comes from fourth-order contributions in $e$, of which there are seven diagrams, shown in Figure 3.4. From fourth-order and higher, we start to get a mix of mass-independent and mass-dependent terms, and the lepton anomalous magnetic moments start to differ. At sixth-order, there are 72 diagrams, eighth-order has 891 , and tenth order has 12672 diagrams.

The fourth and sixth order contributions have been fully calculated analytically. For the mass-independent terms, the eighth order contributions have also been calculated analytically, but the mass-dependent terms rely on numerical evaluation. Tenth-order contributions have been numerically calculated [3,5]. These tenth-order QED contributions are estimated to contribute at roughly $5 \times 10^{-11}$, comparable to the target precision of the new E989 at Fermilab, $\sim 1.5 \times 10^{-11}$. Higher order terms have only been estimated, but are expected to contribute at less than the E989 precision.

### 3.2.2. Electro-weak

The EW contributions to $a_{\mu}$ consist of any contribution containing the EW bosons $W$, $Z$, or the Higgs. The EW terms have been numerically calculated for one and two-loop terms, of which a selection are shown in Figure 3.5, as well as the leading order three-


Figure 3.4. Feynman diagrams of Fourth-order contributions. Note that (c) and (d), and (e) and (f), are mirrored in time.


Figure 3.5. The lowest order EW contribution Feynman diagrams.
loop terms. The remaining three-loop contributions have been estimated to be below a percent of the two-loop contributions, and have been neglected for now [38].

As the EW contributions are so small, only the two-loop and leading three-loop terms contributions need to be considered. This smallness is in part due to a suppression from the ratio $m_{\mu}^{2} / m_{W}^{2} \approx 10^{-6}$. However, this is still $\sim 40000$ times more significant than in the case of the anomalous magnetic moment of the electron. This enhancement makes $a_{\mu}$ much more sensitive to EW contributions, and hence any new physics models which may contribute in this sector.


Figure 3.6. Leading order diagrams for HVP and HLbL

### 3.2.3. Hadronic

As mentioned at the start of this section, the uncertainty of the SM calculation is dominated by the hadronic sector, and as such has been the focus of a lot of attention over the past few years. In order to fully take advantage of any significant improvement in the experimental result from up-coming experiments, the hadronic uncertainty must be improved.

The hadronic contribution is further split into two contributions: the hadronic vacuum polarisation (HVP) and hadronic light by light (HLbL). The HVP term enters at $\left(\frac{\alpha}{\pi}\right)^{2}$, while HLbL enters at $\left(\frac{\alpha}{\pi}\right)^{3}$. Both these contributions are shown (to leading order) in Figure 3.6.

As QCD is non-perturbative, we are unable to calculate some finite number of Feynman diagrams up to a given contribution where the value becomes smaller than the experimental uncertainty, as done in the QED and EW case. Instead a non-perturbative calculation is required.

## Hadronic Light by Light

HLbL scattering is complicated to calculate, due to the many contributions which go into it, which until recently have relied on multiple models and sets of experimental
input. The $g-2$ white paper [5] explains all these contributions in some detail, which will not be repeated here. In this context of this thesis, it is enough to know that the HLbL represents the second largest contribution to the uncertainty of $a_{\mu}$, and current best estimates are

$$
\begin{equation*}
9.2(18) \times 10^{-10} \tag{3.16}
\end{equation*}
$$

combining results from phenomenology and lattice, presented in [27-35, 41-46].

## Hadronic Vacuum Polarisation

The HVP term is responsible for most of the hadronic uncertainty. Currently, the best estimate for $a_{\mu}^{\mathrm{HVP}}$ is obtained using the dispersion relation to calculate the cross section of a virtual photon decaying into hadrons. This cross section is determined using experimental data for $e^{+} e^{-} \rightarrow$ hadrons. At leading order, the dispersion integral is $[47,48]$

$$
\begin{equation*}
a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}=\frac{\alpha^{2}}{3 \pi^{2}} \int_{M_{\pi}^{2}}^{\infty} \frac{K(s)}{s} R(s) d s \tag{3.17}
\end{equation*}
$$

where $K(s)$ is a known kernel function, and $R(s)$ is the hadronic $\mathbf{R}$-ratio

$$
\begin{equation*}
R(s)=\frac{\sigma^{0}\left(e^{+} e^{-} \rightarrow \text { hadrons }(+\gamma)\right)}{\sigma_{p t}}, \quad \sigma_{p t}=\frac{4 \pi \alpha^{2}}{3 s} \tag{3.18}
\end{equation*}
$$

The kernel term $K(s) / s$ in Eq. 3.17 leads to contributions from the lowest energies being weighted most strongly. This results in the two-pion channel being the dominant contribution at more than 70\% of $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ [5].

As the $\pi^{+} \pi^{-}$channel is the dominant contribution to $a_{\mu}^{\text {HVP,LO }}$, these results need to be known to the highest precision, and have have been the focus of many experimental measurements.

While there has been success in producing results with high precision, the two most precise measurements, by KLOE [49] and BABAR [50], do not agree within their quoted uncertainties. Figure 3.7 (reprinted from [49]) shows the ratio of measurements by BABAR with the KLOE cross section, which show the discrepancy between KLOE and BABAR.


Figure 3.7. $\pi^{+} \pi^{-}$cross section from the KLOE combination compared to the BaBar cross section. KLOE results are represented by the yellow band, and BaBar results with the green points. Reprinted from Anastasi et al [49].


Figure 3.8. Comparison of results for the $\pi^{+} \pi^{-}$channel contribution to $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ from 0.6 to 0.9 GeV , as found from various experiments [49-55]. The disagreement between KLOE and BaBar is clearly shown, and other experimental results are unable to distinguish between these two results. Reprinted from Aoyama et al. [5]

Results from other experiments are currently insufficiently precise at the moment to resolve this discrepancy. If we look at the contribution to $a_{\mu}^{\mathrm{HVP}, L \mathrm{O}}$ from the $\pi^{+} \pi^{-}$ cross section results from individual experiments, as shown in Figure 3.8, we find that the results from other experiments [49-55] generally lie between KLOE and BABAR, agreeing with both.

The cause of this disagreement is not currently understood, but while this tension exists the desired precision for the overall SM calculation of $a_{\mu}$ cannot be reached, at least not without an alternative method to calculate the HVP term.

The current world average for the HVP term using the scattering cross-sections compiled by [5] is

$$
\begin{align*}
a_{\mu}^{\mathrm{HVP}} & =684.5(40) \times 10^{-10},  \tag{3.19}\\
a_{\mu}^{\mathrm{HVP}, \mathrm{LO}} & =693.1(40) \times 10^{-10} . \tag{3.20}
\end{align*}
$$

The leading order term has been quoted separately here as it will be useful to compare with later.

One such alternative method is Lattice, which we will discuss in the next chapter, Chapter 4, and will be used to look at the anomalous magnetic moment throughout the rest of this thesis. Current calculations for the HVP term using lattice results have a higher uncertainty than those using the data driven methods discussed above, but these lattice results are also quite young, and there is a lot of work going into improving the precision of these results.

Details on the methods used to calculate the HVP term will be explored in Chapter 7. Here we will have a look at the current state of lattice results, and motivate how we might seek to improve them.

## Hadronic Vacuum Polarisation - Lattice

Currently the world average lattice result for the leading order HVP term is [56-64]

$$
\begin{equation*}
a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}=711.6(184) \times 10^{-10}, \tag{3.21}
\end{equation*}
$$

however, as this is a very active area of research many results are being published so this should not be considered a constant value, but does serve to give context for the state of research. Currently lattice is only able to give results for the leading order contribution, but as this is where almost all the uncertainty comes from, this is not an issue. When referring to lattice results, we are always referring to the leading order contribution, unless otherwise noted.

One thing to note is that many of the lattice results are based on pure QCD, or include some form of quenched-QED. Currently there only exists one result for a fully dynamical QCD +QED lattice calculation [9]. One can think of the pure-QCD HVP term as being when the hadronic loop in Figure 3.6 containing only gluon interactions, and neglecting any photon interactions between the quarks in the loop. The most common form of quenched-QED is to include QED interactions between the valance quarks which form the loop, but only include QCD interactions between those valance quarks and the background sea quarks.

As there exists tensions between the results of different lattice groups for the lightquark connected contributions, it makes computing a second fully dynamical QCD+QED calculation imperative if we want to fully understand the QED corrections and push towards more precise calculations.

## Chapter 4.

## Lattice

Lattice Field Theory is an ab-initio method first proposed in 1973 [65], by which we are able to study QCD non-perturbatively.

Lattice QCD is based on the path integral formalisation of QCD [66], in which the expectation values of operators are expressed as weighted integrals over fermion and gauge field configurations. By introducing a grid of discretised space-time coordinates, these integrals can be evaluated using high-performance computing resources. This necessitates the introduction of a finite lattice volume, and non-zero spacing between the lattice sites, which introduce infrared and ultraviolet cutoffs, which must be accounted for.

In this chapter we will describe the theoretical formulation of lattice QCD, and look at how this can be extended to include QED interactions.

### 4.1. Lattice QCD

### 4.1.1. Path Integral

In a QFT such as QCD, we can calculate observables from vacuum expectation values using the Feynman path integral formalisation. The expectation value for some operator $\mathcal{O}\left[\psi, \bar{\psi}, A^{\mu}\right]$ is given by

$$
\begin{equation*}
\langle\Omega| \mathcal{O}\left[\psi, \bar{\psi}, A^{\mu}\right]|\Omega\rangle=\frac{1}{\mathcal{Z}} \int \mathcal{D} \psi \mathcal{D} \bar{\psi} \mathcal{D} A^{\mu} \mathcal{O}\left[\psi, \bar{\psi}, A^{\mu}\right] \exp \left(i \mathcal{S}_{\mathrm{QCD}}\left[\psi, \bar{\psi}, A^{\mu}\right]\right) \tag{4.1}
\end{equation*}
$$

for all possible quark/anti-quark fields $\psi / \bar{\psi}$, and gluon field $A^{\mu}$, at all possible points in space-time, where $|\Omega\rangle$ denotes the vacuum state. The QCD action, $\mathcal{S}_{\mathrm{QCD}}$, is given by the integral of the Lagrangian over space-time

$$
\begin{equation*}
\mathcal{S}_{\mathrm{QCD}}\left[\psi, \bar{\psi}, A^{\mu}\right] \equiv \int d^{4} x \mathcal{L}_{\mathrm{QCD}}(x), \tag{4.2}
\end{equation*}
$$

and the partition function $\mathcal{Z}$ is

$$
\begin{equation*}
\mathcal{Z}=\int \mathcal{D} \psi \mathcal{D} \bar{\psi} \mathcal{D} A^{\mu} \exp \left(i \mathcal{S}_{\mathrm{QCD}}\left[\psi, \bar{\psi}, A^{\mu}\right]\right) \tag{4.3}
\end{equation*}
$$

This partition function is reminiscent of the partition function from statistical mechanics [67]. The major difference between the two is that the exponent appearing in the lattice partition function is complex instead of real and negative. If we can rewrite the exponent in a real, negative form, then we can use the methods of statistical mechanics. We do this by formulating the theory in Euclidean space-time by performing a Wick rotation

$$
\begin{align*}
t & \rightarrow-i t,  \tag{4.4}\\
\vec{x} & \rightarrow \vec{x},  \tag{4.5}\\
A^{0} & \rightarrow i A_{4},  \tag{4.6}\\
\mathcal{S}_{\mathrm{QCD}} & \rightarrow i \mathcal{S}_{\mathrm{QCD}}^{\mathrm{ECCl}}, \tag{4.7}
\end{align*}
$$

and the gamma matrices are expressed in a Euclidean representation (see Appendix A.2). In the Euclidean formulation the metric $\delta_{\mu \nu}=\operatorname{diag}(+1,+1,+1,+1)$, so we no longer need to distinguish between covariant and contravarient indices [68].

The partition function can now be expressed in a form compatible with statistical mechanics

$$
\begin{equation*}
\mathcal{Z}=\int \mathcal{D} \psi \mathcal{D} \bar{\psi} \mathcal{D} A^{\mu} \exp \left(-\mathcal{S}_{\mathrm{QCD}}^{\text {Eucl. }}\left[\psi, \bar{\psi}, A^{\mu}\right]\right) \tag{4.8}
\end{equation*}
$$

Using this representation, we are able to interpret the vacuum expectation value from Eq. 4.1 as the weighted average of the operator over all possible field configurations. This set of field configurations are distributed with the probability [69]

$$
\begin{equation*}
P\left[\psi, \bar{\psi}, A^{\mu}\right] \propto \exp \left(-\mathcal{S}_{\mathrm{QCD}}^{\mathrm{Eucl}}\left[\psi, \bar{\psi}, A^{\mu}\right]\right) . \tag{4.9}
\end{equation*}
$$

The vacuum expectation value can then be calculated as the average value of the operator across the set of field configurations. We can then approximate the vacuum expectation value as the weighted average across some sub-ensemble of $N$ gauge fields, generated with a probabilistic weight given in Eq. 4.9,

$$
\begin{equation*}
\langle\Omega| \mathcal{O}\left[\psi, \bar{\psi}, A^{\mu}\right]|\Omega\rangle \approx \frac{1}{N} \sum_{i=1}^{N} \mathcal{O}_{i}\left[\psi, \bar{\psi}, A^{\mu}\right] . \tag{4.10}
\end{equation*}
$$

### 4.1.2. Discretisation

In order to evaluate such expectations, we need to write the theory in such a way that we are able to represent it on a computer. This involves defining the theory in terms of finite operators such as sums instead of integrals, and representing continuous space as a set of discrete locations. This process is know as discretisation [65].

We can approximate the continuous space-time, $x^{\mu}$, with a four-dimensional grid of space-time points, referred to as a lattice. This is done via the transformation

$$
\begin{equation*}
x^{\mu} \rightarrow x^{\mu}=a n^{\mu}, \tag{4.11}
\end{equation*}
$$

where $n^{\mu} \in \mathbb{Z}^{4}$ are integer coordinates in lattice space, marking the vertices of the lattice, and $a$, the lattice spacing, that is, the spacing between vertices on the lattice. By discretising space-time in this way, the fermion fields $\psi(x)$ are restricted to exist on the vertices of the lattice, or the lattice sites. In order to use this lattice in numerical calculations, we restrict the lattice extents to a finite subset $\mathbb{L} \subset \mathbb{Z}^{4}$. Typically the spatial dimensions are chosen to be the same, such that the lattice space-time volume

$$
\begin{equation*}
V=L_{s}^{3} \times L_{t}=\left(N_{s} a\right)^{3} \times\left(N_{t} a\right), \tag{4.12}
\end{equation*}
$$

where $N_{s}, N_{t}$ are integers and refer to the number of sites in the spatial and temporal directions respectively.

By discretising space-time in this way, we can replace derivatives with finite differences

$$
\begin{equation*}
\partial_{\mu} \psi(x) \rightarrow \frac{1}{2 a}(\psi(x+a \hat{\mu})-\psi(x-a \hat{\mu})), \tag{4.13}
\end{equation*}
$$

where $\hat{\mu}$ is a unit-vector in the $\mu$ direction, and integrals over Euclidean space-time can be replaced with sums over the lattice volume

$$
\begin{equation*}
\int d^{4} x \rightarrow a^{4} \sum_{n^{\mu}}=\sum_{x^{\mu}} . \tag{4.14}
\end{equation*}
$$

Recalling our fermion field transformations under a local gauge transformation from Eq. 2.14, we can consider the discretised derivative

$$
\begin{equation*}
\partial_{\mu} \psi(x) \xrightarrow{\Omega} \frac{1}{2 a}(\Omega(x+a \hat{\mu}) \psi(x+a \hat{\mu})-\Omega(x-a \hat{\mu}) \psi(x-a \hat{\mu})) . \tag{4.15}
\end{equation*}
$$

As this is not gauge covariant, we restore gauge covariance by introducing the gluon fields as links between the lattice sites. These take the form of parallel transport operators from one lattice site to the next

$$
\begin{equation*}
U_{\mu}(x) \equiv P \exp \left(-i g \int_{x}^{x+a \hat{\mu}} d z_{\mu} A_{\mu}(z)\right) \tag{4.16}
\end{equation*}
$$

where $P$ denotes the path ordering. The link variables also have the property that Hermitian conjugation 'reverses' the link:

$$
\begin{equation*}
U_{\mu}^{\dagger}(x)=U_{-\mu}(x+a \hat{\mu}) . \tag{4.17}
\end{equation*}
$$

Figure 4.1 shows a two-dimensional representation of the discretised space-time in the $\mu-\nu$ plane, with the fermion field $\psi(x)$ and link variable $U_{\nu}(x)$ shown.

Under a local gauge transformation, the gluon fields transform as

$$
\begin{align*}
& U_{\mu}(x) \xrightarrow{\Omega} \Omega(x) U_{\mu}(x) \Omega^{\dagger}(x+a \hat{\mu}),  \tag{4.18}\\
& U_{\mu}^{\dagger}(x) \xrightarrow{\Omega} \Omega(x+a \hat{\mu}) U_{\mu}^{\dagger}(x) \Omega(x)^{\dagger} . \tag{4.19}
\end{align*}
$$

We can then define the covariant finite difference operator, in analogy to Eq. 2.16, as

$$
\begin{equation*}
\nabla_{\mu}(x) \psi(x) \equiv \frac{1}{2 a}\left(U_{\mu}(x) \psi(x+a \hat{\mu})-U_{\mu}^{\dagger}(x-a \hat{\mu}) \psi(x-a \hat{\mu})\right) \tag{4.20}
\end{equation*}
$$



Figure 4.1. Two-dimensional representation of a discretised section of space-time. $\psi(x)$ is the fermion field at the lattice site $x$, while $U_{\mu}(x)$ is the link variable going from $x$ to $x+a \mu$.
which transforms under a local gauge transformation as

$$
\begin{equation*}
\nabla_{\mu}(x) \psi(x) \xrightarrow{\Omega} \Omega(x) \nabla_{\mu}(x) \psi(x) . \tag{4.21}
\end{equation*}
$$

Note that as $a \rightarrow 0, \nabla_{\mu} \rightarrow D_{\mu}$.
Using these formulations for discretised quark and gluon fields, and lattice forms of integrals and covariant derivatives, we can derive a discretised form of the QCD action

$$
\begin{equation*}
\mathcal{S}_{\mathrm{QCD}}^{\mathrm{Latt}}\left[\psi, \bar{\psi}, U_{\mu}\right]=\mathcal{S}_{\mathrm{G}}^{\mathrm{Latt}}\left[U_{\mu}\right]+\mathcal{S}_{\mathrm{F}}^{\text {Latt }}\left[\psi, \bar{\psi}, U_{\mu}\right] . \tag{4.22}
\end{equation*}
$$

### 4.1.3. Gluonic action

Starting with the gluonic term in our QCD action, $\mathcal{S}_{\mathrm{G}}^{\text {Latt }}\left[U_{\mu}\right]$, we want to write this in a gauge invariant form that goes to the Euclidean gauge action

$$
\begin{equation*}
\int d^{4} x \frac{1}{2} G^{\mu \nu}(x) G^{\mu \nu}(x) \tag{4.23}
\end{equation*}
$$

in the continuum limit $a \rightarrow 0$.
Recalling Eq. 4.16, it is easy to see that a series of link variables forming a closed loop is gauge invariant. The simplest form of this, known as a plaquette, as shown in Figure 4.2, is

$$
\begin{align*}
P_{\mu \nu}(x) & \equiv U_{\mu}(x) U_{\nu}(x+a \hat{\mu}) U_{-\mu}(x+a \hat{\mu}+a \hat{\nu}) U_{-\nu}(x+a \hat{\nu}) \\
& =U_{\mu}(x) U_{\nu}(x+a \hat{\mu}) U_{\mu}^{\dagger}(x+a \hat{\nu}) U_{\nu}^{\dagger}(x) \tag{4.24}
\end{align*}
$$

The plaquette takes the value (see Appendix B. 1 for details)

$$
\begin{equation*}
P_{\mu \nu}(x)=\exp \left(i g a^{2} G_{\mu \nu}(x)+\mathcal{O}\left(a^{3}\right)\right) . \tag{4.25}
\end{equation*}
$$

Expanding this form for the plaquette using a Taylor expansion, we get

$$
\begin{equation*}
P_{\mu \nu}(x)=\mathbb{I}+i g a^{2} G_{\mu \nu}(x)-\frac{1}{2} g^{2} a^{4} G_{\mu \nu}(x) G_{\mu \nu}(x)+\mathcal{O}\left(a^{3}\right) . \tag{4.26}
\end{equation*}
$$



Figure 4.2. The simplest series of link variables forming a closed loop, the $1 \times 1$ Plaquette $P_{\mu \nu}(x)$

We can note that the real part of the plaquette contains the gluon action, and by taking the trace we can obtain

$$
\begin{align*}
\frac{1}{2} \operatorname{Tr}\left(P_{\mu \nu}(x)+P_{\mu \nu}^{\dagger}(x)\right) & =\operatorname{Tr}\left(\mathbb{I}-\frac{1}{2} g^{2} a^{4} G_{\mu \nu}(x) G_{\mu \nu}(x)\right) \\
& =3-\frac{1}{2} g^{2} a^{4} \operatorname{Tr}\left(G_{\mu \nu}(x) G_{\mu \nu}(x)\right)+\mathcal{O}\left(a^{6}\right) \tag{4.27}
\end{align*}
$$

Putting this into our gauge action in Eq. 4.23 and discretising, we get the Wilson gauge action [65],

$$
\begin{equation*}
\mathcal{S}_{G}^{W}\left[U_{\mu}\right]=\beta \sum_{x} \sum_{\mu>\nu}\left[1-\frac{1}{6} \operatorname{Tr}\left(P_{\mu \nu}(x)+P_{\mu \nu}^{\dagger}(x)\right)\right], \tag{4.28}
\end{equation*}
$$

where $\beta$ is the inverse lattice coupling $\beta \equiv 6 / g^{2}$. Note that the sum on $\mu>\nu$ avoids double-counting the plaquettes. The Wilson gauge action has errors of $\mathcal{O}\left(a^{2}\right)$, so in practice we use improved gauge actions to suppress these errors by introducing Wilson loops of higher dimensions, such as the $2 \times 1$ loop shown in Figure 4.3. By including these extra terms we are able to cancel out higher order $a$ terms. This process is known as Symanzik improvement [70].

One such method of improvement is the Lüscher-Weisz gauge action, which includes terms from the $1 \times 1$ plaquette $P_{\mu \nu}^{1 \times 1}$ (Eq. 4.27), as well as the $2 \times 1$ rectangle diagram ${ }^{1} R_{\mu \nu}^{2 \times 1}$, and the $1 \times 1 \times 1$ parallelogram $R_{\mu \nu}^{1 \times 1 \times 1}$ [71],

$$
\begin{equation*}
\mathcal{S}_{G}^{L W}\left[U_{\mu}\right]=\frac{\beta}{3} \sum_{x} \sum_{\mu>\nu}\left[c_{0}\left(1-P_{\mu \nu}^{1 \times 1}\right)+c_{1}\left(1-R_{\mu \nu}^{2 \times 1}\right)+c_{2}\left(1-R_{\mu \nu}^{1 \times 1 \times 1}\right)\right], \tag{4.29}
\end{equation*}
$$

where the coefficients $c_{i}$ are functions of $g^{2}$, chosen to satisfy $c_{0}+8 c_{1}+8 c_{2}=1$. This ensures discretisation errors are cancelled up to $\mathcal{O}\left(a^{4}\right)$. In this work we use the treelevel improved action, which sets $c_{0}=20 / 12, c_{1}=-1 / 12, c_{2}=0$.

### 4.1.4. Fermion Action

Next we consider the fermion action. Similarly as for the gluonic action, we want to write the lattice fermion action, $S_{\mathrm{F}}^{\mathrm{Latt}}\left[U_{\mu}\right]$, in a gauge invariant form that goes to the
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Figure 4.3. The $2 \times 1$ and $1 \times 2$ rectangle Wilson loops.

Euclidean fermion action

$$
\begin{equation*}
\mathcal{S}_{\mathrm{F}}\left[U_{\mu}\right]=\bar{\psi}(x)[\not D(x)+m] \psi(x) \tag{4.30}
\end{equation*}
$$

in the continuum limit $a \rightarrow 0$.
Recalling our definition for the covariant finite difference operator Eq. 4.20, the fermion action can be written

$$
\begin{align*}
\mathcal{S}_{\mathrm{F}}^{\mathrm{Latt}} & =a^{4} \sum_{x} \bar{\psi}(x)[\not \subset(x)+m] \psi(x) \\
& =a^{4} \sum_{x} \bar{\psi}(x)\left[i g A+\not \partial+\mathcal{O}\left(a^{2}\right)+m\right] \psi(x) . \tag{4.31}
\end{align*}
$$

Despite this formalisation allowing us to recover the continuum fermion action in the limit $a \rightarrow 0$, it has two issues. First, it introduces $\mathcal{O}\left(a^{2}\right)$ errors to our fermion action. The larger issue is that in the continuum limit we get $2^{4}=16$ fermion species instead of the one physical species. This is known as the fermion doubling problem.

In coordinate space, the finite difference operator Eq. 4.20 couples fermion fields at $x+a \hat{\mu}$ and $x-a \hat{\mu}$, i.e. fermion fields separated by two lattice sites. This results in even and odd lattice sites being decoupled along each space-time axis, which gives us the $2^{4}=16$ decoupled fermion fields. This is also seen in momentum space, where the finite difference operator instead takes a sinusoidal form, which results in $2^{4}=16$ poles, of which only the single pole at $(0,0,0,0)$ is physical.

There are a number of methods to remove the fermion doubling problem [72-76]. We will focus on the Wilson fermion action [65].

## Wilson Action

The Wilson fermion action removes the nonphysical doublers by adding an irrelevant term into the action (one that vanishes in the continuum limit), which suppresses the non-physical quark species at finite lattice spacing. This Wilson term is defined as $\Delta$ such that

$$
\begin{equation*}
\bar{\psi}(x) \Delta \psi(x) \equiv \frac{1}{a^{2}} \sum_{\mu} \bar{\psi}(x)\left(2 \psi(x)-U_{\mu}(x) \psi(x+a \hat{\mu})-U_{\mu}^{\dagger}(x-a \hat{\mu}) \psi(x-a \hat{\mu})\right) . \tag{4.32}
\end{equation*}
$$

Adding this to the naive fermion action in Eq. 4.31, we arrive at the Wilson action

$$
\begin{equation*}
\mathcal{S}_{\mathrm{F}}^{\mathrm{W}}\left[\psi, \bar{\psi}, U_{\mu}\right] \equiv a^{4} \sum_{x} \bar{\psi}(x)\left(\not \forall(x)+\frac{r a}{2} \Delta+m\right) \psi(x), \tag{4.33}
\end{equation*}
$$

where $r$ is the Wilson parameter, which is commonly set to $r=1$.
We can write the Wilson fermion action in a compact form as

$$
\begin{equation*}
\mathcal{S}_{\mathrm{F}}^{\mathrm{W}}\left[\psi, \bar{\psi}, U_{\mu}\right]=a^{4} \sum_{x} \bar{\psi}(x) \mathcal{M}(x, y) \psi(y), \tag{4.34}
\end{equation*}
$$

where $\mathcal{M}$ is the Wilson fermion matrix

$$
\begin{equation*}
\frac{\mathcal{M}(x, y)}{C_{f}}=\delta_{x, y}-\kappa \sum_{\mu}\left[\left(r-\gamma_{\mu}\right) U_{\mu}(x) \delta_{x+a \hat{\mu}, y}+\left(r+\gamma_{\mu}\right) U_{\mu}^{\dagger}(x-a \hat{\mu}) \delta_{x-a \hat{\mu}, y}\right] \tag{4.35}
\end{equation*}
$$

where $\kappa$ is the hopping parameter, which acts to couple the fermion field at each lattice site to its neighbours. The constant $C_{f}$ is given by

$$
\begin{align*}
C_{f} & \equiv m_{f}+\frac{4 r}{a}=\frac{1}{2 a \kappa_{f}},  \tag{4.36}\\
\kappa_{f} & \equiv \frac{1}{2 m_{f} a+8 r} . \tag{4.37}
\end{align*}
$$

We can absorb $C_{f}$ into the definition of the quark fields with $r=1$,

$$
\begin{equation*}
\psi(x) \rightarrow \frac{\psi(x)}{\sqrt{2 a \kappa}} \tag{4.38}
\end{equation*}
$$

We can define the quark mass in terms of the hopping parameter,

$$
\begin{equation*}
m_{f}=\frac{1}{2}\left(\frac{1}{\kappa_{f}}-\frac{1}{\kappa_{c}}\right), \tag{4.39}
\end{equation*}
$$

where $\kappa_{c}$ is the critical value of the hopping parameter, where the quark mass vanishes.
While the Wilson action removes the nonphysical fermion doublers, it does so at the cost of increasing discretisation errors from $\mathcal{O}\left(a^{2}\right)$ to $\mathcal{O}(a)$, as well as explicitly breaking chiral symmetry [77].

## Clover Action

We can remove the $\mathcal{O}(a)$ errors from the Wilson action by including higher order terms via Symanzik improvement scheme, in particular by including the Sheikholeslami-Wohlert term [78],

$$
\begin{equation*}
\mathcal{S}_{\mathrm{F}}^{\mathrm{SW}}=\mathcal{S}_{\mathrm{F}}^{\mathrm{W}}-\sum_{x} \frac{i g a C_{S W} \kappa r}{4} \bar{\psi}(x) \sigma_{\mu \nu} G_{\mu \nu}(x) \psi(x) \tag{4.40}
\end{equation*}
$$

where the discretised field strength tensor, $G_{\mu \nu}$, can be related to the plaquette by Eq. 4.25. We can then find an expression for the field strength tensor in terms of the sum of plaquettes around the fermion site, which form a 'clover' diagram, (see Figure 4.4), written as

$$
\begin{equation*}
G_{\mu \nu}(x)=\frac{1}{8 i g a^{2}}\left(\mathcal{C}_{\mu \nu}(x)-\mathcal{C}_{\mu \nu}^{\dagger}(x)-\frac{1}{3} \operatorname{Tr}\left(\mathcal{C}_{\mu \nu}(x)-\mathcal{C}_{\mu \nu}^{\dagger}(x)\right)\right), \tag{4.41}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{C}_{\mu \nu}(x) & =U_{\mu}(x) U_{\nu}(x+a \hat{\mu}) U_{\mu}^{\dagger}(x+a \hat{\nu}) U_{\nu}^{\dagger}(x) \\
& +U_{\nu}(x) U_{\mu}^{\dagger}(x+a \hat{\nu}-a \hat{\mu}) U_{\nu}^{\dagger}(x-a \hat{\nu}) U_{\mu}(x-a \hat{\mu}) \\
& +U_{\mu}^{\dagger}(x-a \hat{\mu}) U_{\nu}^{\dagger}(x-a \hat{\mu}-a \hat{\nu}) U_{\mu}(x-a \hat{\mu}-a \hat{\nu}) U_{\nu}(x-a \hat{\nu}) \\
& +U_{\nu}^{\dagger}(x-a \hat{\nu}) U_{\mu}(x-a \hat{\nu}) U_{\nu}(x+a \hat{\mu}-a \hat{\nu}) U_{\mu}^{\dagger}(x) . \tag{4.42}
\end{align*}
$$

This clover term often leads to the Sheikholeslami-Wohlert fermion action being referred to as the clover action. The coefficient, $C_{S W}$, can be tuned to fully remove $\mathcal{O}(a)$ errors (see e.g. [78, 79]).

### 4.1.5. Discretised Path Integral

We follow the method laid out in [80]. Now that we have a discretised form of the QCD Lagrangian written in Euclidean space-time, we can return to the path integral


Figure 4.4. The series of link variables to form the clover term $\mathcal{C}_{\mu \nu}(x)$.
expressions we outlined in Section 4.1.1. First considering the partition function

$$
\begin{align*}
\mathcal{Z} & =\int \mathcal{D} \psi \mathcal{D} \bar{\psi} \mathcal{D} U_{\mu} \exp \left(-\mathcal{S}_{\mathrm{QCD}}^{\mathrm{Latt}}\left[\psi, \bar{\psi}, U_{\mu}\right]\right) \\
& =\int \mathcal{D} \psi \mathcal{D} \bar{\psi} \mathcal{D} U_{\mu} \exp \left(-\mathcal{S}_{\mathrm{G}}^{\text {Latt }}\left[U_{\mu}\right]-\mathcal{S}_{\mathrm{F}}^{\text {Latt }}\left[\psi, \bar{\psi}, U_{\mu}\right]\right) \\
& =\int \mathcal{D} U_{\mu} \exp \left(-\mathcal{S}_{\mathrm{G}}^{\mathrm{Latt}}\left[U_{\mu}\right]\right) \int \mathcal{D} \psi \mathcal{D} \bar{\psi} \exp \left(-\mathcal{S}_{\mathrm{F}}^{\text {Latt }}\left[\psi, \bar{\psi}, U_{\mu}\right]\right) \tag{4.43}
\end{align*}
$$

The quark action $\mathcal{S}_{\mathrm{F}}^{\text {Latt. }}$ can be expressed for each flavour of quark in terms of the fermion matrix $M$, with dimensions $\left(N_{s}^{3} \times N_{t} \times N_{c} \times N_{D}\right)^{2}$, where $N_{c}=3$ is the number of colour charges, and $N_{D}=4$ is the number of Dirac spin components

$$
\begin{equation*}
\mathcal{S}_{\mathrm{F}}^{\mathrm{Latt}}\left[\psi, \bar{\psi}, U_{\mu}\right]=\sum_{x, y} \bar{\psi}_{\alpha}^{a}(x) M_{\alpha \beta}^{a b}(x, y) \psi_{\beta}^{b}(y), \tag{4.44}
\end{equation*}
$$

with spin and Dirac indices restored for clarity, following the convention set in Table 2.1. Multiple quark flavours can be simply summed over.

As the fermion fields $\psi, \bar{\psi}$ act as Grassmann variables, we can write the fermionic integral of the partition function as

$$
\begin{equation*}
\int \mathcal{D} \psi \mathcal{D} \bar{\psi} \exp \left(-\sum_{x, y} \bar{\psi}_{\alpha}^{a}(x) M_{\alpha \beta}^{a b}(x, y) \psi_{\beta}^{b}(y)\right)=\operatorname{det}(M), \tag{4.45}
\end{equation*}
$$

where we have one $\operatorname{det}(M)$ for each quark flavour, which are multiplied together. For simplicity we will consider a single quark flavour unless otherwise specified. We can then integrate out the fermionic degrees of freedom, and reduce the partition function to

$$
\begin{equation*}
\mathcal{Z}=\int \mathcal{D} U_{\mu} \exp \left(-\mathcal{S}_{\mathrm{G}}^{\text {Latt. }}\left[U_{\mu}\right]\right) \operatorname{det}\left(M\left[U_{\mu}\right]\right) \tag{4.46}
\end{equation*}
$$

When looking at the vacuum expectation value

$$
\begin{equation*}
\langle\Omega| \mathcal{O}\left[\psi, \bar{\psi}, U_{\mu}\right]|\Omega\rangle=\frac{1}{\mathcal{Z}} \int \mathcal{D} \psi \mathcal{D} \bar{\psi} \mathcal{D} U_{\mu} \mathcal{O}\left[\psi, \bar{\psi}, U_{\mu}\right] \exp \left(-\mathcal{S}_{\mathrm{QCD}}^{\mathrm{Latt}}\left[\psi, \bar{\psi}, U_{\mu}\right]\right) \tag{4.47}
\end{equation*}
$$

we must take care as the operator $\mathcal{O}$ is also dependent on the quark fields. We can still get an expression similar to Eq. 4.45, by noting that the operators of interest typically involve products of an equal number of fermion and anti-fermion fields, such that the
fermionic part of the integral becomes

$$
\begin{align*}
& \int \mathcal{D} \psi \mathcal{D} \bar{\psi} \psi_{\alpha_{1}}^{a_{1}}\left(x_{1}\right) \ldots \psi_{\alpha_{n}}^{a_{n}}\left(x_{n}\right) \bar{\psi}_{\beta_{1}}^{b_{1}}\left(y_{1}\right) \ldots \bar{\psi}_{\beta_{n}}^{b_{n}}\left(y_{n}\right) \\
& \times \exp \left(-\sum_{x, y} \bar{\psi}_{\alpha}^{a}(x) M_{\alpha \beta}^{a b}(x, y) \psi_{\beta}^{b}(y)\right) . \tag{4.48}
\end{align*}
$$

It is shown in [80] that we can express this in terms of Wick contractions of all possible fermion anti-fermion pairs in the operator. We can then replace each contraction with a quark propagator, $S\left[U_{\mu}\right]$, with the correct colour, Dirac and spatial indices, defined by

$$
\begin{equation*}
\sum_{x, a, \alpha} M_{\gamma \alpha}^{c a}(z, x) S_{\alpha \beta}^{a b}(x, y) \equiv \delta^{c b} \delta_{\gamma \beta} \delta_{z y} \tag{4.49}
\end{equation*}
$$

In the simplest case, where our operator contains a single fermion anti-fermion field pair, the fermionic part of the integral is written

$$
\begin{align*}
\int \mathcal{D} \psi \mathcal{D} \bar{\psi} \psi_{\alpha_{1}}^{a_{1}}\left(x_{1}\right) \bar{\psi}_{\beta_{1}}^{b_{1}}\left(y_{1}\right) \exp & \left(-\sum_{x, y} \bar{\psi}_{\alpha}^{a}(x) M_{\alpha \beta}^{a b}(x, y) \psi_{\beta}^{b}(y)\right) \\
& =\operatorname{det}(M) S_{\alpha_{1} \beta_{1}}^{a_{1} b_{1}}\left(x_{1}, y_{1}\right) . \tag{4.50}
\end{align*}
$$

If we extend this to include multiple fermion field pairs in the operator, we replace the single propagator with the set of fully contracted quark propagators.

We then have a form for our vacuum expectation value with the fermionic parts integrated out, in terms of fully contracted quark propagators and the Dirac matrix. We can define our operator in terms of these quark propagators $S\left[U_{\mu}\right]$,

$$
\begin{equation*}
\mathcal{O}\left[U_{\mu}, S\left[U_{\mu}\right]\right] \tag{4.51}
\end{equation*}
$$

It is then sufficient to evaluate the vacuum expectation value across a sub-ensemble of gauge field configurations, $U_{\mu}^{i}$, distributed according to the probability

$$
\begin{equation*}
P\left[U_{\mu}^{i}\right]=\operatorname{det}\left(M\left[U_{\mu}^{i}\right]\right) \exp \left(-S_{\mathrm{G}}^{\text {Latt. }}\left[U_{\mu}^{i}\right]\right), \tag{4.52}
\end{equation*}
$$

and calculate the average value of the operator across each sub-ensemble

$$
\begin{equation*}
\langle\Omega| \mathcal{O}\left[\psi, \bar{\psi}, U_{\mu}\right]|\Omega\rangle \approx \frac{1}{N} \sum_{i}^{N} \mathcal{O}\left[U_{\mu}^{i}, S\left[U_{\mu}^{i}\right]\right] \tag{4.53}
\end{equation*}
$$

where $\mathcal{O}\left[U_{\mu}^{i}, S\left[U_{\mu}^{i}\right]\right]$ is the measurement of the operator on the $i^{\text {th }}$ background gauge configuration. These gauge configuration sub-ensembles are typically generated using Hybrid Monte Carlo [81].

### 4.2. Lattice QCD + QED

We can introduce QED onto the lattice by modifying the gauge action in Eq. 4.22 to include the non-compact $U(1)$ gauge action of the photon,

$$
\begin{equation*}
\mathcal{S}_{\mathrm{A}}^{\mathrm{Latt}}\left[A_{\mu}^{\mathrm{QED}}\right]=\frac{1}{2} \beta_{\mathrm{QED}} \sum_{x, \nu<\mu}\left[A_{\nu}^{\mathrm{QED}}(x)+A_{\mu}^{\mathrm{QED}}(x+a \hat{\nu})-A_{\nu}^{\mathrm{QED}}(x+a \hat{\mu})-A_{\mu}^{\mathrm{QED}}(x)\right]^{2}, \tag{4.54}
\end{equation*}
$$

where $\beta_{\text {QED }}$ is the QED coupling parameter, and modify the fermion action $\mathcal{S}_{F}\left[\psi, \psi, U_{\mu}\right]$ term to include couplings between the quarks and photons. This is achieved by modifying the Wilson fermion matrix in Eq. 4.35 to include a QED term,

$$
\begin{align*}
\frac{\mathcal{M}_{q}(x, y)}{C_{f}}=\delta_{x, y}-\kappa_{Q} \sum_{\mu}[ & \left(r-\gamma^{\mu}\right) e^{-i e_{q} A_{\mu}^{\mathrm{QDD}}}(x) U_{\mu}(x) \delta_{x+a \hat{\mu}, y} \\
& \left.+\left(r+\gamma^{\mu}\right) e^{i e_{q} A_{\mu}^{\mathrm{EDD}}}(x-a \hat{\mu}) U_{\mu}^{\dagger}(x-a \hat{\mu}) \delta_{x-a \hat{\mu}, y}\right] \tag{4.55}
\end{align*}
$$

where $e_{q}$ is the charge of a quark with flavour $q$. The complete QCD +QED lattice action can then be written as

$$
\begin{equation*}
\mathcal{S}_{\mathrm{QCD}+\mathrm{QED}}^{\mathrm{Latt}}\left[\psi, \bar{\psi}, U_{\mu}, A_{\mu}^{\mathrm{QED}}\right]=\mathcal{S}_{\mathrm{G}}^{\mathrm{Latt}}\left[U_{\mu}\right]+\mathcal{S}_{\mathrm{A}}^{\mathrm{Latt}}\left[A_{\mu}^{\mathrm{QED}}\right]+\mathcal{S}_{\mathrm{F}}^{\mathrm{SW}}\left[\psi, \bar{\psi}, U_{\mu}, A_{\mu}^{\mathrm{QED}}\right] . \tag{4.56}
\end{equation*}
$$

The clover coefficient is tuned using pure QCD [79], and we do not include a clover term for the electromagnetic field. One issue that comes from defining charged states on a finite-volume is that the vanishing photon mass implies that the finite-volume effects are not exponentially suppressed with the lattice-volume, as in the pure QCD case. This leads to singularities from photon zero-modes which must be dealt with.

The method used in this work to account for these effects is the $\mathrm{QED}_{L}$ formulation [82], where the zero modes of the photon field are removed on each time slice for the valence quarks. Other methods of formulating QED on the lattice exist, such as the $\mathrm{QED}_{T L}$ formulation [83], but these were not explored in this work.

More details about the method used to include QED effects on the lattice as relevant to this work can be found in Refs. [84], [85] and [86].

## Chapter 5.

## Lattice Methods

In the previous chapter we have shown how to calculate the vacuum expectation value of an operator by considering that operator over a sub-ensemble of gauge field configuration, $U_{\mu}^{i}$. In this chapter we will show explicitly how this is calculated in the example case of a meson operator and define the two-point correlation function which allows us to calculate physical quantities using the lattice formalisation defined in the previous chapter.

We will also discuss the various lattice systematics and how we can relate lattice quantities to physical measurements.

### 5.1. Correlation Functions

In this section we will explore explicitly the example case of the meson two-point correlation function. We start with the meson operator,

$$
\begin{equation*}
\chi_{\alpha \beta}^{f g}(x, \Gamma) \equiv \bar{q}_{\alpha}^{f}(x) \Gamma^{\alpha \beta} q_{\beta}^{g}(x) \tag{5.1}
\end{equation*}
$$

where $q^{f}$ is the fermion field for a quark of flavour $f$, and $\Gamma$ is the spin structure made from $\gamma$-matrices to produce the state of interest. We can also write the operator

$$
\begin{equation*}
\chi_{\alpha \beta}^{\dagger f g}(x, \Gamma)=\bar{q}_{\alpha}^{g}(x) \Gamma^{\alpha \beta} q_{\beta}^{f}(x), \tag{5.2}
\end{equation*}
$$

where $\chi^{\dagger}$ and $\chi$ are operators which respectively create and annihilate meson states of interest. The gauge-invariant meson correlator can then be constructed on a specific


Figure 5.1. Meson quark flow diagrams for a meson two-point function. Note that the gluon lines are suppressed.
gauge field configuration $U^{i}$ as

$$
\begin{align*}
\left\langle\chi_{\alpha \beta}^{f g}(x, \Gamma) \chi_{\alpha^{\prime} \beta^{\prime}}^{\dagger, f g^{\prime}}\left(x^{\prime}, \Gamma^{\prime}\right)\right\rangle_{U^{i}}= & \left\langle\bar{q}_{\alpha}^{f}(x) \Gamma^{\alpha \beta} q_{\beta}^{g}(x) \bar{q}_{\alpha^{\prime}}^{g^{\prime}}\left(x^{\prime}\right) \Gamma^{\alpha^{\prime} \beta^{\prime}} q_{\beta^{\prime}}^{f^{\prime}}\left(x^{\prime}\right)\right\rangle_{U^{i}} \\
= & -\left\langle\operatorname{Tr}\left(S_{\beta^{\prime} \alpha}^{f^{\prime} f}\left(x^{\prime}, x\right) \Gamma^{\alpha \beta} S_{\beta \alpha^{\prime}}^{g^{\prime} g}\left(x, x^{\prime}\right) \Gamma^{\alpha^{\prime} \beta^{\prime}}\right) \delta_{f f^{\prime}} \delta_{g g^{\prime}}\right\rangle_{U^{i}} \\
& +\left\langle\operatorname{Tr}\left(S_{\beta \alpha}^{f g}(x, x) \Gamma^{\alpha \beta}\right) \operatorname{Tr}\left(S_{\alpha^{\prime} \beta^{\prime}}^{g^{\prime} f^{\prime}}\left(x^{\prime}, x^{\prime}\right) \Gamma^{\alpha^{\prime} \beta^{\prime}}\right) \delta_{f g} \delta_{f^{\prime} g^{\prime}}\right\rangle_{U^{i}}, \tag{5.3}
\end{align*}
$$

where colour indices have been suppressed, and we have replaced the Wick contractions over fermion fields with quark propagators. The first term corresponds to the connected quark contribution, shown in Figure 5.1a, and the second term to the disconnected quark contribution shown in Figure 5.1b.

We now have a form for the operator that satisfies Eq. 4.51, i.e. only depends on the quark propagators. Now by evaluating this operator across a sub-ensemble of gauge field configurations distributed according to Eq. 4.52 we can write our meson vacuum expectation value according to Eq. 4.53 as

$$
\begin{align*}
\langle\Omega| \chi(x, \Gamma) \bar{\chi}\left(x^{\prime}, \Gamma^{\prime}\right)|\Omega\rangle \approx \frac{1}{N} \sum_{i}^{N} & \left(-\left\langle\operatorname{Tr}\left(S_{\beta^{\prime} \alpha}^{f^{\prime} f}\left(x^{\prime}, x\right) \Gamma^{\alpha \beta} S_{\beta \alpha^{\prime}}^{g^{\prime} g}\left(x, x^{\prime}\right) \Gamma^{\alpha^{\prime} \beta^{\prime}}\right) \delta_{f f^{\prime}} \delta_{g g^{\prime}}\right\rangle_{U^{i}}\right. \\
& \left.+\left\langle\operatorname{Tr}\left(S_{\beta \alpha}^{f g}(x, x) \Gamma^{\alpha \beta}\right) \operatorname{Tr}\left(S_{\alpha^{\prime} \beta^{\prime}}^{g^{\prime} f^{\prime}}\left(x^{\prime}, x^{\prime}\right) \Gamma^{\alpha^{\prime} \beta^{\prime}}\right) \delta_{f g} \delta_{f^{\prime} g^{\prime}}\right\rangle_{U^{i}}\right) . \tag{5.4}
\end{align*}
$$

For now we will focus just on the connected term. In Chapter 9 we will revisit the disconnected term, as we explore possible future work.

### 5.1.1. Two-point Correlation Functions

We can describe how a hadronic system propagates from some source location $\left(\overrightarrow{x^{\prime}}, t^{\prime}\right)$ to a sink location $(\vec{x}, t)$ using a two-point correlation function. Diagrammatically, this can be seen in Figure 5.1. We can define the meson two-point function as

$$
\begin{equation*}
\mathcal{G}(\vec{p}, \Delta t)=\sum_{\vec{x}, x^{\prime}} e^{\left.-i \vec{p} \vec{p} \cdot \vec{x}-\vec{x}^{\prime}\right)}\langle\Omega| \chi(x) \chi^{\dagger}\left(x^{\prime}\right)|\Omega\rangle, \tag{5.5}
\end{equation*}
$$

where we define $\Delta t=t-t^{\prime}$, and have Fourier projected into 3-momentum on the sink operator, while the source operator remains in real space [69]. Due to practical limitations in computational power, and the size of a full $x^{\prime}$ to $x$ correlation function (referred to as all-to-all), we limit the source location $x^{\prime}$ to a single point, $x^{\prime}=0=(\overrightarrow{0}, 0)$, called a point-to-all correlation function.

We can think of our correlation function as the sum of contributions from the tower of all possible energy eigenstates. We can show this by inserting the complete set of states over energy, momentum and spin,

$$
\begin{equation*}
\mathrm{I}=\sum_{\alpha, \vec{p}^{\prime}, s} \mid \alpha ; \overrightarrow{\left.p^{\prime} ; s\right\rangle\left\langle\alpha ; \vec{p}^{\prime} ; s\right|} \tag{5.6}
\end{equation*}
$$

into the two-point correlation function

$$
\begin{equation*}
\mathcal{G}(\vec{p}, t)=\sum_{\alpha, p^{\prime}, s} \sum_{\vec{x}} e^{-i \vec{p} \cdot \vec{x}}\langle\Omega| \chi(x)\left|\alpha ; \vec{p}^{\prime} ; s\right\rangle\left\langle\alpha ; \vec{p}^{\prime} ; s\right| \chi(0)|\Omega\rangle . \tag{5.7}
\end{equation*}
$$

By invoking translational invariance, we can translate our operator in Euclidean space-time to the origin using

$$
\begin{equation*}
\chi(x)=e^{\hat{H} t} e^{-i \vec{P} \cdot \vec{x}} \chi(0) e^{-\hat{H} t} e^{i \vec{P} \cdot \vec{x}}, \tag{5.8}
\end{equation*}
$$

where $\hat{H}$ is the Hamiltonian operator and $\hat{P}$ is the momentum operator, and we have the property

$$
\begin{align*}
\hat{H}\left|\alpha ; \overrightarrow{p^{\prime}} ; s\right\rangle & =E_{\alpha, \overrightarrow{p^{\prime}, s}}\left|\alpha ; \overrightarrow{p^{\prime}} ; s\right\rangle,  \tag{5.9}\\
\hat{P} \mid \alpha ; \overrightarrow{\left.p^{\prime} ; s\right\rangle} & =\overrightarrow{p^{\prime}}\left|\alpha ; \vec{p}^{\prime} ; s\right\rangle,  \tag{5.10}\\
\hat{H}|\Omega\rangle & =0,  \tag{5.11}\\
\hat{P}|\Omega\rangle & =0 . \tag{5.12}
\end{align*}
$$

Combining the operator translation and the identity

$$
\begin{equation*}
\sum_{\vec{x}} e^{i\left(\vec{p}-\vec{p}^{\prime}\right) \cdot \vec{x}}=\delta_{\vec{p} \vec{p}^{\prime}}, \tag{5.13}
\end{equation*}
$$

we can write Eq. 5.7 as

$$
\begin{align*}
\mathcal{G}(\vec{p}, t) & =\sum_{\alpha, \hat{p}^{\prime}, s} \sum_{\vec{x}} e^{-i \vec{p} \cdot \vec{x}}\langle\Omega| e^{\hat{H} t} e^{-i \vec{P} \cdot \vec{x}} \chi(0) e^{-\hat{H} t} e^{i \vec{P} \cdot \vec{x}}\left|\alpha ; \overrightarrow{p^{\prime}} ; s\right\rangle\left\langle\alpha ; \overrightarrow{\left.p^{\prime} ; s|\chi(0)| \Omega\right\rangle}\right. \\
& =\sum_{\alpha, \overrightarrow{p^{\prime}, s}} \sum_{\vec{x}} e^{i\left(\vec{p}-\vec{p}^{\prime}\right) \cdot \vec{x}} e^{-E_{\alpha} t}\langle\Omega| \chi(0)\left|\alpha ; \overrightarrow{p^{\prime}} ; s\right\rangle\left\langle\alpha ; \overrightarrow{p^{\prime}} ; s\right| \chi(0)|\Omega\rangle \\
& =\sum_{\alpha, s} e^{-E_{\alpha} t}\langle\Omega| \chi(0)|\alpha ; \vec{p} ; s\rangle\langle\alpha ; \vec{p} ; s| \chi(0)|\Omega\rangle . \tag{5.14}
\end{align*}
$$

Hence we have shown that the two-point correlation function can be represented as a sum exponentially weighted contributions from all possible energy eigenstates. This definition will be useful later when working with correlation functions in Chapter 7.

### 5.2. Lattice Systematics

In order to represent QCD on a finite lattice, we have introduced parameters defining the lattice spacing and volume (Eq. 4.12), as well as defining the quark mass in terms in the tunable hopping parameter (Eq. 4.39), and quark charge in terms of the QED coupling, $\beta_{Q E D}$. We are also free to include only some flavours of quark in our calculation. In this work (as in many) we have restricted ourselves to the up, down and strange quarks. At the energy scales we are interested in the large majority of the contribution will come from these three quark flavours. However, in order to relate lattice results back to experiment, we must quantify these systematics.

### 5.2.1. Quark Mass

As mentioned in Section 4.1.4, we are free to tune the mass of our quarks using the hopping parameter $\kappa_{f}$. If let every quark in the simulation have its physical quark mass, we call this simulating at the physical point. We find that the computational expense associated with resolving the action increases with decreasing quark mass, and for quark masses at the physical point where the up and down quarks have very small mass, this becomes very large. Due to this reason, the generation of gauge field configurations at the physical point is very expensive, and it is common to perform lattice calculations with nonphysical quark masses, and then extrapolate to the physical point. As algorithms improve and super computing resources increase, it is becoming more common to perform calculations with physical or near physical quark mass, in what are called "gold-plated" calculations, as in $[87,88]$.

There are several schemes to choose the nonphysical quark masses and path taken to the physical point. One common option is to start with all quarks fixed to some heavy quark mass, such that the up, down and strange quark all have the physical strange quark mass, and then vary the up and down quark mass towards the physical point.

The method used in this work, however, is to start with defining the $\mathrm{SU}(3)$ flavoursymmetric point, where all three quarks have the same mass, and vary each quark mass towards the physical point, while keeping the flavour singlet quark mass fixed to the physical value, such that

$$
\begin{equation*}
\bar{m} \equiv \frac{1}{3}\left(m_{u}+m_{d}+m_{s}\right)=\text { constant } . \tag{5.15}
\end{equation*}
$$

In practice this is achieved by defining the symmetric point in terms of the connectedonly neutral pseudoscalar meson masses,

$$
\begin{equation*}
M^{2}(u \bar{u})=M^{2}(d \bar{d})=M^{2}(s \bar{s})=M^{2}(n \bar{n})=X_{\pi}^{2}, \tag{5.16}
\end{equation*}
$$

where $X_{\pi}^{2}$ is the average pseudoscalar mass, defined by

$$
\begin{equation*}
X_{\pi}^{2}=\frac{1}{3}\left(2 M_{k}^{2}+M_{\pi}^{2}\right) \tag{5.17}
\end{equation*}
$$

where $M_{k}^{2}$ and $M_{\pi}^{2}$ are the real-world physical masses. This is done in the Dashen scheme (discussed in Section 5.2.6) using experimental measurements of the $\pi^{+}, K^{+}$ and $K^{-}$.

This has some key advantages [85, 89]. Firstly, this scheme allows us much more control over the flavour breaking effects as we move away from the $\operatorname{SU}(3)$ flavoursymmetric point. Secondly, by keeping the singlet mass fixed, we have a simpler expansion in the flavour breaking expansions, as well as flavour-symmetry effects being constant at leading order. The flavour-breaking expansion will be discussed in more detail in Section 5.2.5.

### 5.2.2. Lattice Spacing and Scale setting

In lattice calculations, we calculate all dimensionful quantities with respect to the lattice spacing, $a$. This parameter is determined indirectly, by setting the bare QCD coupling, $\beta_{\mathrm{QCD}}$, and the quark mass. The scale is determined by matching to physical values, detailed in [90]. In these simulations, the scale was set by extrapolating a series of SU(3) flavour singlet quantities, for fixed $\beta_{\mathrm{QCD}}$ and varying $\kappa$, along trajectories to the physical point $[86,89,91]$. Once determined, the lattice spacing is fixed for all configurations with fixed $\beta_{\text {QCD }}$. The effects of using a discrete lattice spacing on the fermion and gauge actions have been discussed above in Section 4.1.4 and Section 4.1.3, as well as some methods to reduce the discretisation errors. For a full continuum extrapolation, multiple values for $a$, and hence $\beta_{\mathrm{QCD}}$ are required. Changing the lattice spacing also changes the volume, however, so smaller lattice spacings result in a smaller lattice volume, which introduces finite -volume errors, which in turn require an increase of the number of lattice sites, which introduces additional computational complexity. In this work, the ensembles used have all been generated with a fixed inverse coupling, and hence fixed lattice spacing.

The gauge field sub-ensembles used in this work were generated by the QCDSF collaboration. We use two volumes for the majority of this work, three ensembles with a volume of $32^{3} \times 64$, and three with a volume of $48^{3} \times 96$. In addition in Chapter 9 we used a smaller, $24^{3} \times 48$ lattice in order to do some exploratory studies into the QED corrections to the disconnected contributions to the anomalous magnetic moment of the muon.

These gauge field sub-ensembles, listed in Table 5.1, all include physical sea quark charges of $e_{u}=+\frac{2}{3}, e_{d}=e_{s}=-\frac{1}{3}$, in units of the electron charge. The strong coupling was chosen to be $\beta_{\mathrm{QCD}}=5.50$, which leads to a lattice spacing of $a=0.068(1) \mathrm{fm}$ [84].

|  | $\beta_{\mathrm{QCD}}$ | $e^{2}$ | Lattice Volume | $\kappa_{u}$ | $\kappa_{d}$ | $\kappa_{s}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{~A}^{*}$ | 5.5 | 1.25 | $32^{3} \times 64$ | 0.124362 | 0.121713 | 0.121713 |
| B |  |  |  | 0.124440 | 0.121676 | 0.121676 |
| C |  |  |  | 0.124508 | 0.121821 | 0.121466 |
| D $^{*}$ |  |  | $48^{3} \times 96$ | 0.124362 | 0.121713 | 0.121713 |
| E |  |  |  | 0.124440 | 0.121676 | 0.121676 |
| F |  |  |  | 0.124508 | 0.121821 | 0.121466 |
| G $^{*}$ |  |  | $24^{3} \times 48$ | 0.124362 | 0.121713 | 0.121713 |

Table 5.1. Details of the lattice simulation parameters used in this work. Ensembles denoted with * indicate the $\mathrm{SU}(3)$ flavour-symmetric point.

We expect that any QED corrections to the hadronic contribution of the anomalous magnetic moment of the muon to be very small, and therefore hard to calculate on the lattice. In order to compensate for this we use an exaggerated QED coupling. The simulations use $\beta_{\mathrm{QED}}=0.8$, which corresponds to $e^{2}=1.25, \alpha_{\mathrm{EM}}=e^{2} /(4 \pi) \approx 0.1$, approximately 10 times the physical coupling. It has been observed in this region any QED terms scale linearly in $e^{2}$ [84]. We also see this effect later in this work for the vector current renormalisation Figure 6.4. In this work we will assume that any nonlinear terms are negligible, but further study using ensembles with different values of $\beta_{\mathrm{QED}}$ will be able to confirm this.

Further details about these gauge field sub-ensembles can be found in Refs. [84], [86] and [92].

### 5.2.3. Finite-Volume

In restricting the lattice to a finite-volume, we have to address the boundaries of this volume. We do this by introducing periodic boundary conditions in space, and antiperiodic boundary conditions in time. This will introduce errors from 'wrap-around' effects, which can be thought of as adjacent copies of the lattice volume in each spatial direction, and 'backwards propagating states' in time [93]. In order to investigate the presence of any potential finite-volume effect in our results, we have used multiple lattice volumes, outlined in Table 5.1.

Details on how we can attempt to correct for finite-volume effects are shown in Section 7.2.3.

### 5.2.4. Lattice Units

In lattice calculations, we replace the physical variables with their dimensionless counterparts, written in terms of the lattice spacing, which we refer to as 'lattice units'.

$$
\begin{align*}
m_{\text {lat }} & =a m_{\text {phys }}  \tag{5.18}\\
x_{\text {lat }} & =a^{-1} x_{\text {phys }} . \tag{5.19}
\end{align*}
$$

The physical units can be recovered by multiplying or dividing by the appropriate power of the lattice spacing and $\hbar c \approx 0.1973 \mathrm{GeV}$ fm. For example, the physical mass can be recovered by $\frac{\hbar c}{a} m_{\text {lat }}$ in units of energy. Throughout this thesis, variables (apart from the lattice spacing itself) are assumed to be written in lattice units, unless otherwise specified.

We also often refer to momentum in terms of momentum units, which are an integer count of the discretised momentum in each space-time direction. For example, we might refer to a momentum as $p=(1,0,0,1)$ which indicates 1 unit of momentum in the temporal direction, and 1 unit in the $z$-spatial direction. Physical units can be restored via

$$
\begin{equation*}
Q_{\mu}=\frac{2 \pi}{L_{\mu}} p_{\mu} \tag{5.20}
\end{equation*}
$$

where $L_{\mu}$ is the lattice extent in the $\mu$ direction.

### 5.2.5. Flavour Breaking Expansion

We follow the flavour-breaking program outlined in [89, 94], initially for QCD, and extended to include electromagnetic (EM) interactions in [84, 86]. As mentioned above, we start at the $\operatorname{SU}(3)$ flavour-symmetric point, where $m_{u}=m_{d}=m_{s}$, and the average quark mass is kept constant at the physical value, $\bar{m} \equiv \frac{1}{3}\left(m_{u}+m_{d}+m_{s}\right)$. We are then able to adjust all quark masses towards the physical quark masses by varying
$\delta m_{q} \equiv m_{q}-\bar{m}$. This leads to highly constrained polynomials in $\delta m_{q}$ and $e_{q}^{2}$ for quark flavour $q$, and reduces the number of free parameters drastically.

The full meson mass expansion including both QCD and QED terms is presented in [86], however as we are only interested in neutral mesons in this work, we can simplify this considerably. For neutral mesons of flavour $q \bar{q}$, the meson mass expansion is

$$
\begin{align*}
M^{2}(q \bar{q})= & M_{0}^{2}+2 \alpha \delta \mu_{q}+\frac{1}{6} \beta_{0}\left(\delta m_{u}^{2}+\delta m_{d}^{2}+\delta m_{s}^{2}\right)+2 \beta_{1} \delta \mu_{q}^{2}+2 \beta_{1}^{\mathrm{EM}} e_{q}^{2} \\
& +\gamma_{0}^{\mathrm{EM}}\left(e_{u}^{2} \delta m_{u}+e_{d}^{2} \delta m_{d}+e_{s}^{2} \delta m_{s}\right)+2 \gamma_{1}^{\mathrm{EM}} e_{q}^{2} \delta \mu_{q} \\
& +2 \gamma_{5}^{\mathrm{EM}} e_{q}\left(e_{u}^{2} \delta m_{u}+e_{d}^{2} \delta m_{d}+e_{s}^{2} \delta m_{s}\right), \tag{5.21}
\end{align*}
$$

where $M_{0}^{2}$ represents the mass in the $\operatorname{SU}(3)$ limit with all quark charges turned off. We have differentiated between the sea and valence quark masses as $m_{q}$ and $\mu_{q}$ respectively, and we define $\delta \mu_{q}=\mu_{q}-\bar{m}$ as the distance of the valence quark mass from the $\mathrm{SU}(3)$ flavour-symmetric point, and with $\delta m_{q}$ similarly defined.

In order to better constrain the coefficients of the flavour breaking-expansion above we employ a range of partially-quenched valance quarks, corresponding to the neutral pseudoscalar meson mass in range $230 \mathrm{MeV} \lesssim m_{\bar{q} q} \lesssim 790 \mathrm{MeV}$. The full list of values used is listed in Table C.1.

### 5.2.6. Dashen Scheme

The introduction of the quark charges complicates the definition of the $\mathrm{SU}(3)$ symmetric point due to EM renormalisation of the quark masses. In order to deal with this, we follow the renormalisation method outlined in [86], and use the Dashen scheme, which absorbs all EM effects in the neutral, purely connected pseudoscalar mesons, $m_{\pi}^{q \bar{q}}$, into the definition of the quark mass. We call this the "Dashen mass" $\delta m_{q}^{D}$. As a consequence of this, the distance from the $\operatorname{SU}(3)$ symmetric point to the chiral limit is now independent of the quark charge. In this scheme, we define the $S U(3)$ symmetric point as where $m_{\pi}^{u \bar{u}}=m_{\pi}^{d \bar{d}}=m_{\pi}^{s \bar{s}}$. By adopting the Dashen scheme, we can drastically simplify the flavour-breaking expansion for neutral pseudoscalar mesons listed above by replacing the bare quark masses $\delta \mu_{q}$ with the Dashen equivalents $\delta \mu_{q}^{D}$.

In the Dashen scheme, the coefficient $\beta_{1}^{E M}$ in the flavour-breaking expansion for neutral pseudoscalar mesons is zero [84] and the expansion can be rewritten as

$$
\begin{equation*}
M^{2}(q \bar{q})=M_{0}^{2}+2 \alpha \delta \mu_{q}^{D}+\frac{1}{6} \beta_{0}\left(\delta m_{u}^{2}+\delta m_{d}^{2}+\delta m_{s}^{2}\right)+2 \beta_{1}\left(\delta \mu_{q}^{D}\right)^{2} \tag{5.22}
\end{equation*}
$$

where the Dashen mass $\delta \mu_{q}^{D}$ is defined by

$$
\begin{align*}
\delta \mu_{q}^{D}=\delta \mu_{q}+[ & \frac{1}{2} \gamma_{0}^{E M}\left(e_{u}^{2} \delta m_{u}+e_{d}^{2} \delta m_{d}+e_{s}^{2} \delta m_{s}\right)+\gamma_{1}^{E M} e_{q}^{2} \delta \mu_{q} \\
& \left.+\gamma_{5}^{E M} e_{q}\left(e_{u} \delta m_{u}+e_{d} \delta m_{d}+e_{s} \delta m_{s}\right)\right] / \alpha . \tag{5.23}
\end{align*}
$$

The $\operatorname{SU}(3)$ symmetric point then corresponds to a Dashen mass of zero, $\delta \mu_{q}^{D}=0$, while the physical up and down quark masses occur at a negative Dashen mass, and the strange quark mass is positive in Dashen mass.

## Chapter 6.

## Vector Current Renormalisation

### 6.1. Vector Current

As mentioned in Section 3.2.3, the leading order hadronic contribution, $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$, can be calculated from the cross section of a virtual photon decaying into hadrons. This can be related to the vacuum polarisation, which is useful as we are able to compute this on the lattice. The vacuum polarisation tensor, $\Pi_{\mu \nu}(Q)$, is defined as

$$
\begin{equation*}
\Pi_{\mu \nu}(Q)=\int d^{4} x e^{i Q \cdot x}\left\langle J_{\mu}(x) J_{\nu}(0)\right\rangle, \tag{6.1}
\end{equation*}
$$

where $J_{\mu}(x)=\frac{2}{3} \bar{u} \gamma_{\mu} u-\frac{1}{3} \bar{d} \gamma_{\mu} d-\frac{1}{3} \bar{s} \gamma_{\mu} s+\ldots$ is the electromagnetic current operator.
In order to compute this on the lattice we use the local vector current for each flavour of quark,

$$
\begin{equation*}
V_{\mu, f}^{\text {local }}(x)=\bar{\psi}_{f}(x) \gamma_{\mu} \psi_{f}(x) . \tag{6.2}
\end{equation*}
$$

In the Wilson lattice formulation, this vector current is not conserved, due to the explicit breaking of chiral symmetry in the Wilson action. We attempt to overcome this be using the point-split vector current

$$
\begin{equation*}
V_{\mu, f}^{P S}(x)=\frac{1}{2}\left(\bar{\psi}_{f}(x+a \hat{\mu})\left(1+\gamma_{\mu}\right) U_{\mu}^{\dagger}(x) \psi_{f}(x)-\bar{\psi}_{f}(x)\left(1-\gamma_{\mu}\right) U_{\mu}(x) \psi_{f}(x+a \hat{\mu})\right) \tag{6.3}
\end{equation*}
$$

which is conserved, even at finite lattice spacing. If we replace the EM current operator in Eq. 6.1 with the conserved vector current, we find the correlator $\left\langle V_{\mu}^{P S}(x) V_{\nu}^{P S}(0)\right\rangle$ can
be expanded (only showing the connected terms), as in Section 5.1, to

$$
\begin{align*}
\left\langle V_{\mu, f}^{P S}(x) V_{\nu, g}^{P S}(0)\right\rangle= & \frac{1}{4}\left\{\stackrel{\bar{\psi}_{f}(x+a \hat{\mu})\left(1+\gamma_{\mu}\right) U_{\mu}^{\dagger}(x) \psi_{f}(x) \bar{\psi}_{g}(a \hat{\nu})\left(1+\gamma_{\nu}\right) U_{\nu}^{\dagger}(0) \psi_{g}(0)}{ }\right. \\
& -\bar{\psi}_{f}(x)\left(1-\gamma_{\mu}\right) U_{\mu}^{\dagger}(x) \psi_{f}(x+a \hat{\mu}) \bar{\psi}_{g}(a \hat{\nu})\left(1+\gamma_{\nu}\right) U_{\nu}^{\dagger}(0) \psi_{g}(0) \\
& -\bar{\psi}_{f}(x+a \hat{\mu})\left(1+\gamma_{\mu}\right) U_{\mu}^{\dagger}(x) \psi_{f}(x) \bar{\psi}_{g}(0)\left(1-\gamma_{\nu}\right) U_{\nu}^{\dagger}(0) \psi_{g}(a \hat{\mu}) \\
& \left.+\bar{\psi}_{f}(x)\left(1-\gamma_{\mu}\right) U_{\mu}^{\dagger}(x) \psi_{f}(x+a \hat{\mu}) \bar{\psi}_{g}(0)\left(1-\gamma_{\nu}\right) U_{\nu}^{\dagger}(0) \psi_{g}(a \hat{\mu})\right\}  \tag{6.4}\\
= & \frac{1}{4} \operatorname{Tr}\left\{\left(1+\gamma_{\mu}\right) U_{\nu}^{\dagger}(0) \gamma_{5} S^{\dagger}(x+a \hat{\mu}, 0) \gamma_{5}\left(1+\gamma_{\nu}\right) U_{\nu}^{\dagger}(0) S(x, a \hat{\nu})\right. \\
& -\left(1+\gamma_{\mu}\right) U_{\nu}^{\dagger}(0) \gamma_{5} S^{\dagger}(x, 0) \gamma_{5}\left(1-\gamma_{\nu}\right) U_{\mu}(x) S(x+a \hat{\mu}, a \hat{\nu}) \\
& -\left(1-\gamma_{\nu}\right) U_{\nu}(0) \gamma_{5} S^{\dagger}(x+a \hat{\mu}, a \hat{\nu}) \gamma_{5}\left(1+\gamma_{\mu}\right) U_{\mu}^{\dagger}(x) S(x, 0) \\
& \left.+\left(1-\gamma_{\nu}\right) U_{\nu}(0) \gamma_{5} S^{\dagger}(x, a \hat{\nu}) \gamma_{5}\left(1-\gamma_{\mu}\right) U_{\mu}(x) S(x+a \hat{\mu}, 0)\right\} . \tag{6.5}
\end{align*}
$$

Here we can see that we must compute five point-to-all propagators; One which starts from the origin $S(x, 0)$ as usual, and four corresponding to $S(x, a \hat{\nu})$, which have each been shifted by one lattice spacing in a different direction.

In order to keep the computational cost under control, in this work we only use the conserved vector current at the sink, and use the local vector current, Eq. 6.2, at the source, allowing the correlator to be computed from a single point-to-all propagator, reducing the cost by a factor of five. This mixed point-split/local correlator is written

$$
\begin{equation*}
\left\langle V_{\mu, f}^{P S}(x) V_{\nu, f}^{l o c a l}(0)\right\rangle \tag{6.6}
\end{equation*}
$$

The inclusion of the local vector current requires the inclusion of a renormalisation procedure which is consistent with $\mathcal{O}(a)$ improvements,

$$
\begin{equation*}
V_{\mu, f}^{R}=Z_{V}^{m_{f}, e_{f}} V_{\mu, f}^{l o c a l}\left(1+c_{\nu} \frac{\partial_{\nu} T_{\mu \nu, f}}{V_{\mu, f}}\right), \tag{6.7}
\end{equation*}
$$

where $Z_{V}^{m_{f}, e_{f}}$ is the mass- and charge-dependent vector current renormalisation factor for quark flavour $f$ (for simplicity, we will refer to this as $Z_{V}^{f}$ from now on). The improvement coefficient $c_{\nu}$ is currently unknown for our gauge feld configurations, and as such we are unable to completely remove $\mathcal{O}(a)$ artefacts from our simulation. This will be discussed in more depth towards the end of this chapter in Section 6.4.


Figure 6.1. Three point correlation function, with the operator inserted on the singly represented quark at $(\vec{y}, t)$.

The procedure employed here for computing $Z_{V}^{f}$ is to enforce charge conservation in the calculation of the nucleons EM form factor, $F_{1}\left(Q^{2}=0\right)$. However, before discussing the results, we must first discuss nucleon three-point correlation functions.

### 6.2. Three-point Correlation Functions

To calculate the vector current renormalisation factor, we must first define an additional type of correlator, called a three-point correlator. This three-point correlator is analogous to the previously discussed two-point correlator, with the addition of a current insertion operator, $\mathcal{O}$. In the three-point function, the inserted operator $\mathcal{O}$ interacts with one of the quark lines at some point $(\vec{y}, t)$ between the annihilation operator at the sink $\left(\vec{x}, t_{s}\right)$, and the creation operator at the source $(\overrightarrow{0}, 0)$, shown in Figure 6.1.

The three-point correlation function can then be written as

$$
\begin{equation*}
C_{3 p t}^{f}\left(\vec{p}^{\prime}, t_{s}, \vec{q}, t, \mathcal{O}\right) \equiv \sum_{\vec{x}, \vec{y}} e^{-i \vec{p}^{\prime} \cdot \vec{x}} e^{+i \vec{q} \cdot \vec{y}}\langle\Omega| \chi_{N}^{f}\left(\vec{x}, t_{s}\right) \mathcal{O}(\vec{y}, t) \bar{\chi}_{N}^{f}(\overrightarrow{0}, 0)|\Omega\rangle, \tag{6.8}
\end{equation*}
$$

Note that in Eq. 6.8 there are two independent momenta; $\vec{q}$ which corresponds to the momentum at $(\vec{y}, t)$, the current insertion point, and $\vec{p}^{\prime}$ which corresponds to the sink
momentum, at $\left(\vec{x}, t_{s}\right)$. The source momentum can then be inferred though momentum conservation as $p^{\mu}=p^{\mu}-q^{\mu}$.

Following the method laid out for the two-point correlation function in Section 5.1.1, we can use translational invariance, and insert two complete sets of states, $N_{1}=$ $\left|\alpha, \vec{k}, s_{1}\right\rangle$ and $N_{2}=\left|\beta, \vec{k}^{\prime}, s_{2}\right\rangle$, to transform Eq. 6.8 into

$$
\begin{align*}
C_{3 p t}\left(\vec{p}^{\prime}, t_{s}, \vec{q}, t, \mathcal{O}\right)= & \sum_{\vec{x}, \vec{y}} e^{-i \vec{p}^{\prime} \cdot \vec{x}} e^{+i \vec{q} \cdot \vec{y}}\langle\Omega| \chi\left(\vec{x}, t_{s}\right) \mathcal{O}(\vec{y}, t) \bar{\chi}(\overrightarrow{0}, 0)|\Omega\rangle \\
= & \sum_{N_{1}, N_{2}} \sum_{\vec{x}, \vec{y}} e^{-i \vec{p}^{\prime} \cdot \vec{x}} e^{i \vec{q} \cdot \vec{y}}\langle\Omega| \chi\left(\vec{x}, t_{s}\right)\left|N_{1}\right\rangle\left\langle N_{1}\right| \mathcal{O}(\vec{y}, t)\left|N_{2}\right\rangle\left\langle N_{2}\right| \bar{\chi}(\overrightarrow{0}, 0)|\Omega\rangle \\
= & \sum_{\alpha, s_{1}, \beta, s_{2}} e^{-E_{\alpha}\left(t_{s}-t\right)} e^{-E_{\beta} t}\langle\Omega| \chi(0)\left|\alpha, \vec{p}^{\prime}, s_{1}\right\rangle\left\langle\alpha, \vec{p}^{\prime}, s_{1}\right| \mathcal{O}(0)\left|\beta, \vec{p}, s_{2}\right\rangle \\
& \quad \times\left\langle\beta, \vec{p}, s_{2}\right| \bar{\chi}(0)|\Omega\rangle \tag{6.9}
\end{align*}
$$

In order to calculate the three-point function, there are two common methods used [95, 96]; Sequential source through the sink, and through the operator. In this work we use the sequential source through the sink method. For this work, it is enough to know that this sequential source method allows us free choice of the current insertion operator, $\mathcal{O}$, the insertion time, $t$, and the current (or source) momentum, $\vec{q}$ (or $\vec{p}$ ), for each sequential propagator, which will allow us simplify the extraction of the matrix element $\left\langle N_{1}\right| \mathcal{O}(q)\left|N_{2}\right\rangle$.

We can extract the matrix element by taking specific combinations of the ratio between two- and three-point functions.

$$
\begin{equation*}
R\left(\vec{p}^{\prime}, t_{s}, \vec{p}, t, \mathcal{O}\right)=\frac{C_{3 p t}\left(\vec{p}^{\prime}, t_{s}, \vec{q}, t, \mathcal{O}\right)}{C_{2 p t}\left(\vec{p}, t_{s}\right)} \sqrt{\frac{C_{2 p t}\left(\vec{p}^{\prime}, t\right) C_{2 p t}\left(\vec{p}^{\prime}, t_{s}\right) C_{2 p t}\left(\vec{p}, t_{s}-t\right)}{C_{2 p t}(\vec{p}, t) C_{2 p t}\left(\vec{p}, t_{s}\right) C_{2 p t}\left(\vec{p}^{\prime}, t_{s}-t\right)}} \tag{6.10}
\end{equation*}
$$

So long as we consider a sufficiently large time such that the ground state dominates the signal, this ratio cancels off the exponential factors, as well as the momentum dependent overlap factors [97].

In this work, we will only study the specific case of zero momentum insertion, $\vec{q}=$ $0 \Rightarrow \vec{p}^{\prime}=\vec{p}$, along with our sink time $t_{s}$ fixed, which allows us to simplify the ratio to

$$
\begin{equation*}
R\left(\vec{p}, t_{s}, \vec{p}, t, \mathcal{O}\right)=\frac{C_{3 p t}\left(\vec{p}, t_{s}, \overrightarrow{0}, t, \mathcal{O}\right)}{C_{2 p t}\left(\vec{p}, t_{s}\right)} \tag{6.11}
\end{equation*}
$$

We can now look at how we can use this matrix element to calculate the required renormalisation factor for the local vector current.

### 6.3. Vector Current Renormalisation factor

As discussed earlier in this chapter, we use a local vector current at the source in our lattice calculation, which requires the renormalisation given in Eq. 6.7, as it is not conserved. In addition to the regular mass-dependence of $Z_{V}^{f}$, the vector current renormalisation factor of the local vector current also has a dependence on the quark charge, as first noted in [98].

The renormalisation factor $Z_{V}^{f}$ can be determined by computing matrix elements of the electromagnetic current $J_{\mu}$ [97],

$$
\begin{equation*}
\left\langle\mathcal{B}\left(p^{\prime}, s^{\prime}\right)\right| J_{\mu}(q)|\overline{\mathcal{B}}(p, s)\rangle=\bar{\psi}\left(p^{\prime}, s^{\prime}\right)\left[\gamma_{\mu} F_{1}\left(Q^{2}\right)+\frac{i \sigma_{\mu \nu} q^{\nu}}{2 m_{\mathcal{B}}} F_{2}\left(Q^{2}\right)\right] \psi(p, s), \tag{6.12}
\end{equation*}
$$

where $F_{1}$ and $F_{2}$ are the Dirac and Pauli form factors, $\psi(p, s)$ is a Dirac spinor with momentum $p$ and spin $s, q$ is the momentum transfer, $Q^{2}=-q^{2}$, and $m_{\mathcal{B}}$ is the mass of the baryon state $\mathcal{B}$, to which the operator is coupled to.

The Dirac and Pauli form factors can be written in a linear combination to form the Sachs electric and magnetic form factors for each nucleon, respectively given as

$$
\begin{align*}
G_{E}\left(Q^{2}\right) & =F_{1}\left(Q^{2}\right)-\frac{Q^{2}}{4 M^{2}} F_{2}\left(Q^{2}\right),  \tag{6.13}\\
G_{M}\left(Q^{2}\right) & =F_{1}\left(Q^{2}\right)+F_{2}\left(Q^{2}\right), \tag{6.14}
\end{align*}
$$

which link directly to measurable quantities in experiments [99, 100].
In the case of zero momentum transfer, the electric form factor simply becomes

$$
\begin{equation*}
G_{E}(0)=F_{1}(0), \tag{6.15}
\end{equation*}
$$

which is equal to the baryon charge [101], $G_{E}^{\text {proton }}(0)=1, G_{E}^{\text {neutron }}(0)=0$.
By restricting ourselves to zero-momentum, $p=p^{\prime}=0$, we find that the spatial components of the vector current vanish, and the temporal component gives us the
electric form factor at $Q^{2}=0$, i.e. the ratio of three- and two-point correlation function as in Eq. 6.11 simplifies to

$$
\begin{equation*}
R\left(0, t_{s}, 0, t, J_{\mu}\right)=\frac{C_{3 p t}\left(0, t_{s}, 0, t, J_{\mu}\right)}{C_{2 p t}\left(0, t_{s}\right)}=F_{1}(0) \tag{6.16}
\end{equation*}
$$

If we restrict the current operator to act on a single quark flavour, $f$, with unit charge, as we do in lattice calculations, then $F_{1}(0)$ acts as a count of the number of quarks with flavour $f$ in the baryon in question. In the case of the down quark in the proton, we expect $F_{1}^{d}(0)=1$. Any deviation from this is due to the current not being conserved, which leads us to the multiplicative renormalisation factor $Z_{V}^{f}$ being required to correct this.

We determine $Z_{V}^{f}$ by computing the singly-represented (or "down") quark contribution to the nucleon's Dirac electromagnetic form factor at zero-momentum transfer, where the mass and charge of the singly-represented "down" quark in the nucleon is varied over the full range of quark masses and charges considered in this work (See Table C.1). The spectator, doubly-represented (or "up") quarks are set to be electrically neutral.

To achieve this, we calculate the nucleon three-point function at zero momentum

$$
\begin{equation*}
C_{3 p t}^{f}\left(t_{s}, t\right)=\left\langle\chi_{N}^{f}\left(\vec{x}, t_{s}\right) V_{4, f}(\vec{y}, t) \bar{\chi}_{N}^{f}(\overrightarrow{0}, 0)\right\rangle \tag{6.17}
\end{equation*}
$$

where $V_{4, f}$ is the time-component of the local vector current given in Eq. 6.2 for quark flavour $f$, and $\chi_{N}^{f}$ is the standard nucleon interpolating operator, here constructed from two electrically neutral quarks ( $n$ ) and a single quark of flavour $f$ with mass $m_{f}$ and charge $e_{f}$,

$$
\begin{equation*}
\chi_{N}^{f}(x)=\epsilon^{a b c}\left(\psi_{n}^{a}(x) C \gamma_{5} \psi_{f}^{b}(x)\right) \psi_{n}^{c}(x) . \tag{6.18}
\end{equation*}
$$

The local vector current renormalisation, $Z_{V}^{f}$, can then be determined from the ratio

$$
\begin{equation*}
\frac{1}{Z_{V}^{f}}=R^{f}(t)=\frac{C_{3 p t}^{f}\left(t_{s}, t\right)}{C_{2 p t}^{f}\left(t_{s}\right)} \tag{6.19}
\end{equation*}
$$

where $C_{2 p t}^{f}(t)$ is the nucleon two-point function with flavour content matching that of the three-point function in Eq. 6.17,

$$
\begin{equation*}
C_{2 p t}^{f}(t)=\sum_{\vec{x}}\left\langle\chi_{N}^{f}(\vec{x}, t) \bar{\chi}_{N}^{f}(\overrightarrow{0}, 0)\right\rangle . \tag{6.20}
\end{equation*}
$$

### 6.3.1. Results

In this work, the source-sink separation for the three-point function is chosen to be $t_{s}=14$, with the current insertion time, $t$, allowed to vary between the source and sink times. While there might be some concern of excited state contribution to nucleon matrix elements if insufficient source-sink separation is chosen, this is not an issue for the time component of the electromagnetic current at zero momentum transfer, due to charge conservation.

Figure 6.2 shows an example of $R^{f}(t)$ in Eq. 6.19, using the Dashen tuned symmetric point up quark. Fitting over the indicated time window gives a value of $Z_{V}=0.8260(22)$. Also shown in Figure 6.2 is a check for the point-split vector current, $V_{4, f}^{P S}$, which clearly shows $Z_{V}=1$, indicating that this current is correctly conserved.

This ratio is computed over each simulated quark mass/charge combination in Table C.1. The calculated $Z_{V}^{f}$ values are shown in Figure 6.3 as a function of the neutral pseudoscalar meson mass squared, $m_{q \bar{q}}^{2}$. The complete list of values for $Z_{V}^{f}$ calculated for each quark mass/charge combination are also shown in Table C.1.

As can be clearly seen, there is both a clear mass- and charge-dependence present in the vector current renormalisation factor.

In order to better understand the charge-dependence of $Z_{V}^{f}$, we require results of $Z_{V}^{f}$ for multiple quark charges at a fixed quark mass. In order to achieve this, we extrapolated the results of each quark charge in Figure 6.3 linearly in $m_{q \bar{q}}^{2}$ to the chiral limit. The fit parameters of this extrapolation is shown in Table 6.1, using a linear fit of the form $Z_{V}^{f}=a m_{\pi}^{2}+b$.

These extrapolated values can then be plotted as a function of the quark charge squared, $e_{f}^{2}$, shown in Figure 6.4. We observe a linear $e_{f}^{2}$ dependence over the range of charges considered, and can note that for the $e_{f}^{2}=0$ case, our result agrees with those found in pure QCD studies [102].


Figure 6.2. Example of the ratio in Eq. 6.19 at the $\mathrm{SU}(3)$ symmetric point. When using the point-split current we correctly resolve a value of 1 , indicating the charge is conserved. In the case of the local current, we can calculate the required value of $Z_{v}^{f}$ in order to restore charge conservation.

| Quark | $a$ | $b$ |
| :---: | :---: | :---: |
| Up | $0.056(4)$ | $0.815(2)$ |
| Down | $0.054(4)$ | $0.851(2)$ |
| Neutral | $0.056(3)$ | $0.863(1)$ |

Table 6.1. Fit parameters for the extrapolation of $Z_{V}^{f}$ for each quark flavour. The fit is of the form $Z_{V}^{f}=a m_{\pi}^{2}+b$.


Figure 6.3. Vector current renormalisation as a function of the neutral pseudoscalar meson mass (squared) for each quark charge, where up indicates a charge of $+\frac{2}{3}$, down is $-\frac{1}{3}$ and neutral has zero charge. Each charge forms a distinct trend.


Figure 6.4. $Z_{v}^{f}$ values for each quark flavour, extrapolated to the chiral limit. This shows a linear $e_{f}^{2}$ dependence, and agrees with results found in pure QCD studies at $e_{f}^{2}=0$. $x$-axis shows quark charge squared, in units of electron charge.

## 6.4. $\mathcal{O}(a)$ Improvements

As mentioned at the start of this chapter, the improvement coefficient $c_{\nu}$ in Eq. 6.7 is currently unknown for the gauge field configurations used in this work, and as such we are unable to completely remove $\mathcal{O}(a)$ artefacts from our simulations. We are, however, able to get an idea of the size of the remaining $\mathcal{O}(a)$ corrections by looking at the last term in Eq. 6.7,

$$
\begin{equation*}
\frac{\partial_{\nu} T_{\mu \nu, f}}{V_{\mu, f}} \tag{6.21}
\end{equation*}
$$

By defining the correlation function,

$$
\begin{equation*}
G_{\nu}^{f}(t)=-\frac{a^{3}}{3} \sum_{k=1}^{3} \sum_{\vec{x}} q_{f}^{2}\left\langle V_{k, f}^{P S}(t, \vec{x}) T_{k \nu}(0)\right\rangle, \tag{6.22}
\end{equation*}
$$

taking the divergence, $\partial_{\nu} G_{\nu}^{t}(t)$, we can then write Eq. 6.21 as the ratio

$$
\begin{equation*}
\frac{\partial_{\nu} T_{\mu \nu, f}}{V_{\mu, f}}=\frac{G_{\nu}^{f}(t)}{G^{f}(t)}, \tag{6.23}
\end{equation*}
$$

where $G^{f}(t)$ is defined in terms of the mixed point-split/local correlator of Eq. 6.6, and computed on the lattice via

$$
\begin{equation*}
G^{f}(t)=-\frac{a^{3}}{3} \sum_{k=1}^{3} \sum_{\vec{x}} q_{f}^{2} Z_{V}^{m_{f}}\left\langle V_{k, f}^{P S}(t, \vec{x}) V_{k, f}^{l o c a l}(0)\right\rangle . \tag{6.24}
\end{equation*}
$$

For sufficiently large Euclidean times we should get a constant value, giving the improvement term multiplying $c_{\nu}$ in Eq. 6.7. In Figure 6.5 we show this ratio, for 3 different quark charges ( $q_{f}=0,-\frac{1}{3}, \frac{2}{3}$ ) at the Dashen tuned $S U(3)_{\text {flavour-symmetric point. This }}$ result indicates that the matrix element for the improvement term is nearly an order of magnitude smaller than the signal term, and is also independent of the quark charge.

We can also note that $c_{\nu}=0$ at tree level, and is expected to contribute at $\mathcal{O}\left(e^{2}\right)$. As this term is small and expected to be largely charge-independent, when combined with the ratio, $\frac{\partial_{\nu} T_{\mu \nu}}{V_{\mu}}$, which is also small and charge-independent, we have confidence that discretisation effects will be negligible for determining the EM effects in $a_{\mu}$, which is the major aim of this work.


Figure 6.5. The ratio $\frac{\partial_{\nu} T_{\mu \nu, f}}{V_{\mu, f}}$ for three quark charges, $e_{f}=\left(\frac{2}{3},-\frac{1}{3}, 0\right)$. This result indicates the term is charge independent, and small.

## Chapter 7.

## g-2 on the lattice

There are two popular methods for calculating the HVP contribution to the anomalous magnetic moment on the lattice; computing and using the vacuum polarisation tensor directly [103], and the time-momentum method [104]. Both of these methods are explored in order to gain a better understanding of any systematics which may be present, and will be explained in this chapter. In this chapter we will only consider the connected contributions, and will have a look at an initial investigation of the disconnected contributions in Chapter 9.

The first method, which we will refer to as the vacuum polarisation tensor method, provides us with a simple way to check the presence of any finite-volume effects [105], and give a first look into the relative magnitude of these effects between the two volumes used in this work. The vacuum polarisation tensor method used here will serve as our initial investigation into calculating $a_{\mu}^{\mathrm{HVP}}$ on the lattice.

The second method, the time-momentum representation [104], is a more recent method of calculating the HVP term to $a_{\mu}$ on the lattice. This technique has quickly become one of the dominant methods of calculation on the lattice, and is the method used to obtain the majority of the results in this work.

As mentioned in Section 5.2, we only include contributions from the up, down and strange quarks. Due to the inclusion of QED effects, we do not have any up/down degenerate 'light' quarks as in some studies, but do use a down/strange degenerate 'negative' quark at and around the $S U(3)$ symmetric point.

### 7.1. Hadronic Vacuum Polarisation Tensor

We can express the leading order HVP contribution to the anomalous magnetic moment of the muon, using the method proposed in [103,106,107], as

$$
\begin{equation*}
a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}=\left(\frac{\alpha}{\pi}\right)^{2} \int_{0}^{\infty} d Q^{2} K\left(Q^{2} ; m_{\mu}^{2}\right) \hat{\Pi}\left(Q^{2}\right) \tag{7.1}
\end{equation*}
$$

where $m_{\mu}=0.1056 \mathrm{GeV}$ is the muon mass, $Q^{2}$ is the Euclidean momentum flowing though the quark loop, and $K\left(Q^{2} ; m_{\mu}^{2}\right)$ is a known QED kernel function,

$$
\begin{align*}
K\left(Q^{2} ; m_{\mu}^{2}\right) & =m_{\mu}^{2} Q^{2} Z^{3}\left(Q^{2}\right) \frac{1-Q^{2} Z\left(Q^{2}\right)}{1+m_{\mu}^{2} Q^{2} Z^{2}\left(Q^{2}\right)}  \tag{7.2}\\
Z\left(Q^{2}\right) & =\left(\sqrt{Q^{4}+4 m_{\mu}^{2} Q^{2}}-Q^{2}\right) /\left(2 m_{\mu}^{2} Q^{2}\right) \tag{7.3}
\end{align*}
$$

$\hat{\Pi}\left(Q^{2}\right)$ is the subtracted vacuum polarisation function,

$$
\begin{equation*}
\hat{\Pi}\left(Q^{2}\right)=4 \pi^{2}\left(\Pi\left(Q^{2}\right)-\Pi(0)\right) \tag{7.4}
\end{equation*}
$$

where the polarisation function, $\Pi\left(Q^{2}\right)$, is determined from the polarisation tensor

$$
\begin{equation*}
\Pi_{\mu \nu}(Q)=\int d^{4} x e^{i Q \cdot x}\left\langle J_{\mu}(x) J_{\nu}(0)\right\rangle=\left(\delta_{\mu \nu} Q^{2}-Q_{\mu} Q_{\nu}\right) \Pi\left(Q^{2}\right) \tag{7.5}
\end{equation*}
$$

and finally $J_{\mu}(x)$ is the electromagnetic vector current.
We can think of Eq. 7.1 as mapping onto Figure 7.1, where the QED kernel $K$ contains the information about the muon and photon vertices, and the polarisation function, $\hat{\Pi}$, contains the hadronic $q \bar{q}$ loop.

This method of calculating $a_{\mu}^{\mathrm{HVP}}$ has a few difficulties, which we will attempt to address. Firstly, the integrand in Eq. 7.1 is peaked at small momentum, around the region $Q^{2} \approx m_{\mu}^{2} / 4 \approx 0.01 \mathrm{GeV}^{2}$. As mentioned in Section 5.2.4, the available momentum states on the lattice are discretised based on the lattice spacing and the spatial volume. This puts a limit on the resolution we can have in the data in the region which contributes most to the integrand.

One can attempt to get around this limitation by using twisted boundary conditions in order to access lower momentum [108-110], however this was not investigated in this work.


Figure 7.1. Leading order diagram for the HVP contribution to the anomalous magnetic moment. This diagram can be mapped onto Eq. 7.1. The QED kernel, $K$, represents the parts marked in red, while the polarisation function, $\hat{\Pi}$, represents the hadronic loop marked in blue.

The second difficulty comes from calculating the subtracted vacuum polarisation function. This requires us to know $\Pi(0)$, but Eq. 7.5 is undefined at $Q=0$, which forces us to obtain $\Pi(0)$ by performing an extrapolation to $Q^{2}=0$. This runs the risk of introducing model dependence into our evaluation of $\hat{\Pi}\left(Q^{2}\right)$. This also leads back into the first difficulty, as the accuracy of $\hat{\Pi}\left(Q^{2}\right)$ is going to depend on the accuracy of our extrapolation at $Q^{2}=0$, which in turn is limited by the available of low $Q^{2}$ data.

In the next section we will give an overview of how we compute this on the lattice, using the $32^{3} \times 64$ volume symmetric point ensemble as an example, and compare the results with a larger $48^{3} \times 96$ volume lattice with the same quark masses in order to test for the presence of finite-volume effects.

### 7.1.1. Calculating on the lattice

The lattice vacuum polarisation tensor for quark flavour, $f$, computed in this work is

$$
\begin{equation*}
\Pi_{\mu \nu}^{f}(Q) \equiv Z_{v}^{m_{f}} q_{f}^{2} \sum_{x} e^{i \hat{Q} \cdot x}\left\langle V_{\mu, f}^{P S}(x) V_{\nu, f}^{l o c a l}(0)\right\rangle \tag{7.6}
\end{equation*}
$$

where we have Fourier transformed into momentum space, $Z_{v}^{m_{f}}$ is the vector current renormalisation discussed in Chapter 6, $q_{f}$ is the charge of a quark with flavour $f$, and
$\hat{Q}_{\mu}$ is the discrete momentum, $\hat{Q}_{\mu}=\frac{2 \pi n_{\mu}}{L_{\mu}}$ where $n_{\mu}$ is the integer momentum number, and $L_{\mu}$ is the lattice extent, both in the $\mu$ direction. The $P S$ and local labels refer to the point-split and local current operators defined in Chapter 6.

At this stage we set $q_{f}^{2}=1$ in Eq. 7.6, such that the polarisation tensor is weighted the same for all quark flavours, and reintroduce the $q_{f}^{2}$ term with the appropriate value when combining the contributions for individual quark flavours to calculate the total $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ contribution.

From here, we will use the lattice momentum

$$
\begin{equation*}
Q_{\mu}=\frac{2}{a} \sin \left(\frac{a \hat{Q}_{\mu}}{2}\right) \tag{7.7}
\end{equation*}
$$

which we associate with the continuum momentum, and better satisfies the WardTakahashi identity at finite lattice spacing, which we will see below.

It has been noted in Refs. [105] and [104] that the vacuum polarisation tensor is non-zero at $Q=0$ in finite-volume, i.e. $\Pi_{\mu \nu}(0) \neq 0$. In order to reduce any finitevolume effects, we can subtract the unphysical constant $\Pi_{\mu \nu}(0)$ from the polarisation tensor by modifying Eq. 7.6 to

$$
\begin{equation*}
\hat{\Pi}_{\mu \nu}^{f}(Q) \equiv \Pi_{\mu \nu}^{f}(Q)-\Pi_{\mu \nu}^{f}(0)=Z_{v}^{m_{f}} \sum_{x}\left(e^{i \hat{Q} \cdot x}-1\right)\left\langle V_{\mu, f}^{P S}(x) V_{\nu, f}^{\text {local }}(0)\right\rangle \tag{7.8}
\end{equation*}
$$

Before attempting to compute the vacuum polarisation function in Eq. 7.5, we first verify that the vector correlator satisfies the Ward-Takahashi identity. If both vector currents were fully conserved, we would expect

$$
\begin{equation*}
Q_{\mu} \hat{\Pi}_{\mu \nu}(Q)=0=\hat{\Pi}_{\mu \nu}(Q) Q_{\nu} \tag{7.9}
\end{equation*}
$$

However, as we only have the conserved vector current at the first index, this only holds true at the sink, and is violated by the local current:

$$
\begin{align*}
& Q_{\mu} \hat{\Pi}_{\mu \nu}(Q)=0 \\
& \hat{\Pi}_{\mu \nu}(Q) Q_{\nu} \neq 0 \tag{7.10}
\end{align*}
$$

In Ref. [111] they show that additional irrelevant operators introduced into the lattice action modify the Ward identity for $\hat{\Pi}_{\mu \nu}$. The Schwinger-Dyson equation for $\hat{\Pi}_{\mu \nu}$


Figure 7.2. Modified Ward-Takahashi identify. It is correctly conserved for the point-split (blue cross), but not the local current (orange triangle).
in coordinate space is

$$
\begin{equation*}
\left\langle\left(\Delta_{\mu} V_{\mu}^{P S}(x)\right) V_{\nu}^{\text {local }}(0)\right\rangle+\left\langle\left(\frac{V_{\nu}^{\text {local }}(0) \overleftarrow{\partial}}{\partial \psi(x)} \psi(x)\right)-\left(\bar{\psi}(x) \frac{V_{\nu}^{\text {local }}(0) \overleftarrow{\partial}}{\partial \bar{\psi}(x)}\right)\right\rangle=0 \tag{7.11}
\end{equation*}
$$

where $\Delta_{\mu}$ is the backwards lattice derivative. As the local current is not conserved, the second term here vanishes, and we are left with the modified Ward identity

$$
\begin{equation*}
\sum_{\mu} e^{i a Q_{\mu} / 2} Q_{\mu} \hat{\Pi}_{\mu \nu}=0 \tag{7.12}
\end{equation*}
$$

Figure 7.2 shows this modified Ward-Takahashi identity is correctly conserved for the point split vector current.

We can now extract the vacuum polarisation function $\Pi\left(Q^{2}\right)$ as defined in Eq. 7.5. We choose momenta up to $Q^{2}=7 \mathrm{GeV}^{2}$, including momenta limited to both the spatial and temporal directions independently, as well as terms with mixed momentum. In order to calculate the subtracted vacuum polarisation function, we need to extrapolate back to $Q^{2}=0$. As the integrand in Eq. 7.1 is very sensitive to the small $Q^{2}$ region, any

| $N$ | $M$ | $\chi^{2} / d o f$ | $\Pi(0)$ |
| :---: | :---: | :--- | :--- |
| 1 | 1 | 95.73 | $-0.1603(60)$ |
| 1 | 2 | 13.54 | $-0.1505(4)$ |
| 2 | 2 | 0.814 | $-0.1409(6)$ |
| 2 | 3 | 0.544 | $-0.1425(17)$ |

Table 7.1. Padé approximations of order $[N, M]$, showing the $\chi^{2}$ value of the fit, as well as extracted $\Pi(0)$ value. The choice of $[2,2]$ gives the most precise results with an acceptable $\chi^{2}$.
systematics or model dependent effects around $Q^{2}=0$ can had a large effect on the calculated value of $a_{\mu}^{\text {HVP,LO }}$.

Following the suggestion in [112], we use a Padé approximation of order [ $N, M$ ] to fit the polarisation function,

$$
\begin{equation*}
\Pi_{[N, M]}\left(Q^{2}\right)=\Pi(0)+\frac{a_{1} Q^{2}+a_{2} Q^{4}+\ldots+a_{N} Q^{2 N}}{1+b_{1} Q^{2}+b_{2} Q^{4}+\ldots+b_{M} Q^{2 M}} . \tag{7.13}
\end{equation*}
$$

We found that an order [2, 2] Padé approximation had an acceptable $\chi^{2} / d o f$ while also giving a small statistical uncertainty, and is used to fit the data and provided a precise value for $\Pi(0)$. Table 7.1 shows an example of the results from different choices on $N$ and $M$.

The calculated values for $\Pi\left(Q^{2}\right)$ are shown in Figure 7.3, along with the fitted $\Pi_{[2,2]}\left(Q^{2}\right)$. Using this extrapolation, we are able to calculate the subtracted vacuum polarisation function in Eq. 7.4. This is shown in Figure 7.4.

It should be noted that while in theory we need to evaluate the integral in Eq. 7.1 to $Q^{2}=\infty$, the kernel function $K\left(Q^{2} ; m_{\mu}^{2}\right)$ suppresses any contribution from high $Q^{2}$. The region $Q^{2}>5 \mathrm{GeV}^{2}$ contributes less than $0.07 \%$ to the total integral, which is well below the level of uncertainty in our data, hence we can truncate our integral at the largest $Q^{2}$ value in our datasets. Evaluating the integral on this ensemble we get a result for $a_{\mu}^{H V P, L O}=6.88(48) \times 10^{-8}$.

So far the results shown have been calculated on a lattice with volume $32^{3} \times 64$ and $a=0.068 \mathrm{fm}$, which allows a smallest $Q^{2}$ value of $0.0811 \mathrm{GeV}^{2}$, which is a significant distance away from the peak of the integrand, at approximately $0.01 \mathrm{GeV}^{2}$.


Figure 7.3. The vacuum polarisation function (Eq. 7.5) and Padé [2, 2] fit, showing extrapolation to $Q^{2}=0$.


Figure 7.4. The subtracted vacuum polarisation function (Eq. 7.4), using the value for $\Pi(0)$ obtains from the Padé $[2,2]$ fit shown in Figure 7.3.


Figure 7.5. The integrand of Eq. 7.1, computed on the $32^{3} \times 64$ volume lattice.

To try and get a more accurate representation of the integrand, a larger lattice is used with volume $48^{3} \times 96$ and the same lattice spacing and quark masses as before. This allows us to access a smallest $Q^{2}$ of $0.036 \mathrm{GeV}^{2}$. Figure 7.6 shows the same integrand, evaluated on a $48^{3} \times 96$ volume lattice with the same lattice spacing and quark mass as above. The higher resolution at of the low $Q^{2}$ region allows us to evaluate the integral with higher precision, resulting in a value of $a_{\mu}^{H V P, L O}=6.48(27) \times 10^{-8}$.

### 7.1.2. Irreducible representations

We can see in the previous section that the limited availability of low momentum due to the finite-volume limits the precision with which we can resolve the integral up to. In addition to reducing the availability of lower momentum values, the finite lattice volume can have other effects on the calculation of the anomalous magnetic moment.

One way in which we can investigate the relative size of any finite-volume effect is suggested in [105]. It is proposed that in the finite-volume, Eq. 7.5 can be defined in terms of five different irreducible representations of the cubic group, which are all


Figure 7.6. The integrand of Eq. 7.1, computed on the $48^{3} \times 96$ volume lattice. Note that the larger volume allows us to access lower overall momentum values, as well as more choices in the low momentum region.
equal in the infinite-volume limit:

$$
\begin{align*}
A_{1} & : \sum_{i} \Pi_{i i}=\left(3 Q^{2}-\vec{Q}^{2}\right) \Pi_{A_{1}}, \\
A_{1}^{44} & : \Pi_{44}=\vec{Q}^{2} \Pi_{A_{1}^{44}}, \\
T_{1} & : \Pi_{4 i}=-Q_{4} Q_{i} \Pi_{T_{1}}, \\
T_{2} & : \Pi_{i j}=-Q_{i} Q_{j} \Pi_{T_{2}}, i \neq j, \\
E & : \Pi_{i i}-\sum_{i} \Pi_{i i} / 3=\left(-Q_{i}^{2}+\vec{Q}^{2} / 3\right) \Pi_{E} . \tag{7.14}
\end{align*}
$$

As these representations should all agree in the infinite-volume limit, by comparing the calculated values for the anomalous magnetic moment of the muon on a finite-volume using each of these representations, we should be able to determine the presence and relative size of any finite-volume effects in our data. We should note that we do not expect the uncertainties of all the representations to be similar, as the different representations rely on different momentum values. For example, $\Pi_{A_{1}}$ allows us to access momenta with a single unit in the temporal direction, and none in the spatial directions, which is the smallest non-zero momentum accessible on our lattice. $\Pi_{T_{2}}$ on the other hand requires at least one unit of momentum in two different spatial directions, which results in a $Q^{2}$ eight times larger than the minimum value for $\Pi_{A_{1}}$.

By considering each of these irreducible representations, we are able to repeat the method outlined above and compute a value for the anomalous magnetic moment of the muon. As these representations only differ due to finite-volume artefacts, any inconsistencies between the values is an indication of the presence of finite-volume effects. Table 7.2 shows the values for the anomalous magnetic moment calculated from each of these irreducible representations on two volumes at the same quark masses, first the $32^{3} \times 64$, and then the $48^{3} \times 96$ volumes. This is done using the up quark from ensemble C and F in Table 5.1. These values are also shown in Figure 7.7.

First looking at the results on the $32^{3} \times 64$ volume, we see that there is a significant scatter between the values we compute for $a_{\mu}^{\mathrm{HVP}}$ for the different representation, as well as large uncertainties for some of the representations which rely on larger values of momentum. In Figure 7.8, in order to remove some of the correlated statistical uncertainty, we display the deviation from 1 of the ratios of the results obtained from the various representations to that obtains using $\Pi_{A_{1}^{44}}$. This helps to highlight the disagreement in the results from the irreducible representations, which indicates the presence of significant finite-volume effects in the $32^{3} \times 64$ volume.

Next comparing the results from the $48^{3} \times 96$ volume, we can see the uncertainties are much smaller thanks to the small momentum values available to us. Here we see that four of the different representations agree with each other within uncertainty, but the value for $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ computed from the $\Pi_{A_{1}}$ representation still differs from that calculated using the other representations. Looking at the ratio in Figure 7.8 we can see that the $A_{1}$ representation still produces a value for $a_{\mu}^{\text {HVP,LO }}$ that is statistically distinct from the other, which suggests that there are still some finite-volume effects present in the larger volume. However, there is a much higher level of agreement overall between the representations in the $48^{3} \times 96$ than the smaller volume, which is expected. As the $48^{3} \times 96$ volume is still not large enough to suppress finite-volume effects, we must be careful when considering the extrapolation towards the physical mass in the next section, and be careful to correct for these finite-volume effects.

### 7.2. Time-Momentum Representation

In the time-momentum representation, proposed in [104], the subtracted vacuum polarisation function in Eq. 7.4 can be expressed in terms of the spatially summed two-

Volume

| Representation | $32^{3} \times 64$ | $48^{3} \times 96$ |
| :---: | :---: | :---: |
| $A_{1}$ | $7.63(35) \times 10^{-8}$ | $6.47(11) \times 10^{-8}$ |
| $A_{1}^{44}$ | $7.16(13) \times 10^{-8}$ | $7.10(11) \times 10^{-8}$ |
| $T_{1}$ | $9.3(14) \times 10^{-8}$ | $7.08(12) \times 10^{-8}$ |
| $T_{2}$ | $8.2(19) \times 10^{-8}$ | $7.04(25) \times 10^{-8}$ |
| $E$ | $1.7(14) \times 10^{-7}$ | $7.7(8) \times 10^{-8}$ |

Table 7.2. Values computed for $a_{\mu}^{H V P}$ on each of the representations listed in Eq. 7.14, on each volume, computed for the up quark from ensembles C and F from Table 5.1.


Figure 7.7. The anomalous magnetic moment evaluated on the different irreducible representations listed in Eq. 7.14, computed for the up quark from ensembles C and F from Table 5.1.


Figure 7.8. Correlated ratio of $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ computed from each representation listed in Eq. 7.14 with the $A_{1}^{44}$ representation (minus 1), evaluated on each volume. This removes any correlated statistical uncertainty between the calculated values to better isolate any signs of finite-volume effects. The zero line (marked with the dashed line) shows when the value calculated from each representation is in agreement with that from the $A_{1}^{44}$ representation.
point correlation function of the electromagnetic current, $G\left(x_{0}\right)$,

$$
\begin{align*}
\hat{\Pi}\left(Q^{2}\right) & =4 \pi^{2} \int_{0}^{\infty} d x_{0} G\left(x_{0}\right)\left(x_{0}^{2}-\frac{4}{Q^{2}} \sin ^{2}\left(\frac{Q x_{0}}{2}\right)\right),  \tag{7.15}\\
G\left(x_{0}\right) & =-\sum_{i=1,2,3} \int d^{3} x\left\langle J_{i}(x) J_{i}(0)\right\rangle \tag{7.16}
\end{align*}
$$

where we have zero spatial momentum.
If we take this form for the subtracted vacuum polarisation function, we can insert it into Eq. 7.1 and rearrange the integral to get

$$
\begin{equation*}
a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}=\left(\frac{\alpha}{\pi}\right)^{2} \int_{0}^{\infty} d x_{0} G\left(x_{0}\right) \tilde{K}\left(x_{0} ; m_{\mu}\right), \tag{7.17}
\end{equation*}
$$

where the $x_{0}$-dependent kernel function $\tilde{K}\left(x_{0} ; m_{\mu}\right)$ is written in terms of the kernel function $K\left(Q^{2} ; m_{\mu}^{2}\right)$ from Eq. 7.1,

$$
\begin{equation*}
\tilde{K}\left(x_{0} ; m_{\mu}\right)=4 \pi^{2} \int_{0}^{\infty} d Q^{2} K\left(Q^{2} ; m_{\mu}^{2}\right)\left(x_{0}^{2}-\frac{4}{Q^{2}} \sin ^{2}\left(\frac{Q x_{0}}{2}\right)\right) . \tag{7.18}
\end{equation*}
$$

We employ a numerical from of $\tilde{K}\left(x_{0} ; m_{\mu}\right)$, which is derived in [113]. This is written as

$$
\begin{align*}
m_{\mu}^{2} \tilde{K}\left(x_{o}\right)= & \frac{\pi^{2} \hat{x}_{0}^{4}}{9}+\frac{\pi^{2} \hat{x}_{0}^{6}\left(120 \ln \left(\hat{x}_{0}\right)+120 \gamma_{E}-169\right)}{5400} \\
& +\frac{\pi^{2} \hat{x}_{0}^{8}\left(210 \ln \left(\hat{x}_{0}\right)+210 \gamma_{E}-401\right)}{88200}+\frac{\pi^{2} \hat{x}_{0}^{10}\left(360 \ln \left(\hat{x}_{0}\right)+360 \gamma_{E}-787\right)}{2916000} \\
& +\frac{\pi \hat{x}_{0}^{12}\left(3080 \ln \left(\hat{x}_{0}\right)+3080 \gamma_{E}-7353\right)}{768398400}+\mathcal{O}\left(\hat{x}_{0}^{14}\right), \tag{7.19}
\end{align*}
$$

where $\hat{x}_{0} \equiv m_{\mu} x_{0}$ and $\gamma_{E}$ is Euler's constant. This expression is used up to $\hat{x}_{0}=1.05$, where the relative accuracy is better than $3.3 \times 10^{-6}$. For $\hat{x}_{0} \geq 1.05$ we use the expression [113]

$$
\begin{align*}
m_{\mu}^{2} \tilde{K}\left(x_{0}\right)= & 2 \pi^{2} \hat{x}_{0}^{2}-4 \pi^{3} \hat{x}_{0}+4 \pi^{2}\left(4 \ln \left(\hat{x}_{0}\right)+4 \gamma_{E}-1\right)+\frac{8 \pi^{2}}{\hat{x}_{0}^{2}} \\
& -\frac{2 \pi^{5 / 2}}{\sqrt{\hat{x}_{0}}} e^{-2 \hat{x}_{0}}\left(0.0197159\left(\hat{x}_{0}^{-1}-0.7\right)^{6}-0.0284086\left(\hat{x}_{0}^{-1}-0.7\right)^{5}\right. \\
& +0.0470604\left(\hat{x}_{0}^{-1}-0.7\right)^{4}-0.107632\left(\hat{x}_{0}^{-1}-0.7\right)^{3} \\
& \left.+0.688813\left(\hat{x}_{0}^{-1}-0.7\right)^{2}+4.71371\left(\hat{x}_{0}^{-1}-0.7\right)+3.90388\right), \tag{7.20}
\end{align*}
$$

which has a similar accuracy for all $\hat{x}_{0} \geq 1.05$.

### 7.2.1. Calculating on the lattice

When computing the vector correlator on the lattice, the two-point correlation function $G\left(x_{0}\right)$ is written as

$$
\begin{equation*}
G^{f}\left(x_{0}\right)=-\frac{a^{3}}{3} \sum_{\mu=1}^{3} q_{f}^{2} Z_{V}^{m_{f}} \sum_{\vec{x}}\left\langle V_{\mu, f}^{P S}(x) V_{\mu, f}^{l o c a l}(0)\right\rangle \tag{7.21}
\end{equation*}
$$

where as before, we will set the charge term $q_{f}^{2}=1$ at this stage such that the correlators for each quark flavour are weighted the same. We will include the correct charge factors when combining the different quark flavours together to calculate the total $a_{\mu}^{\text {HVP,LO }}$ contribution.

In order to evaluate the integral in Eq. 7.17, we are required to know $G\left(x_{0}\right)$ to infinite time. Of course on a finite lattice, we can only evaluate the correlator up to some finite time. Additionally, as we approach the middle time slices, the signal is contaminated
with noise from the backwards propagating state due to the anti-periodic boundary conditions used.

In order to overcome this, we must split the correlation function $G\left(x_{0}\right)$ into two parts for small and large $x_{0}$. We perform this split at $x_{0}=x_{0}^{\mathrm{cut}}$, such that

$$
G^{f}\left(x_{0}\right)= \begin{cases}G^{f}\left(x_{0}\right)_{\mathrm{data}} & x_{0} \leq x_{0}^{\mathrm{cut}}  \tag{7.22}\\ G^{f}\left(x_{0}\right)_{\mathrm{ext}} & x_{0}>x_{0}^{\mathrm{cut}}\end{cases}
$$

For $G^{f}\left(x_{0}\right)_{\text {data }}$, we perform a cubic spline interpolation on the numerical data to obtain a continuous form of the correlator. For $G^{f}\left(x_{0}\right)_{\text {ext }}$, we are required to fit some functional form to the lattice data, which we can then extrapolate to large time.

The obvious functional form to fit to the correlator is a sum of exponentials,

$$
\begin{equation*}
G^{f}\left(x_{0}\right)_{\mathrm{ext}}=\sum_{i}^{N} A_{i} e^{-E_{i} x_{0}} \tag{7.23}
\end{equation*}
$$

where we have included the first $N$ energy states, starting from the ground state, and then adding the first, second, and so on excited states. For large $x_{0}$ the signal is dominated by the ground state, and as we include smaller values of $x_{0}$ the first, and then second and so on, excited states start to contribute more significantly. In this investigation we have included up to the first three energy states (that is the ground state and first two excited states) in order to ensure we have an accurate extrapolation of the correlator $G^{f}\left(x_{0}\right)_{\text {ext }}$ for values $x_{0}>x_{0}^{\text {cut }}$.

These fits are all performed on a window starting from $x_{0}^{\text {cut }}$ and extend until the signal is either lost to noise, or until contamination from the backwards propagating states become statistically significant. The fit windows are further fine tuned using a correlated $\chi^{2} /$ dof metric. In Table 7.3 an example (using the lightest negative quark from Ensemble B) of the fitted energy state is shown for one, two and three state fits, as well as Figure 7.9 showing these fits against the raw correlator data. By including the higher energy states in the fit, we are able to use a smaller value of $x_{0}^{\text {cut }}$. We can see that all three fits give consistent results for the ground state energy, as well as the first excited state on the two and three state fits. However the two, and particularly the three, state fits are less well constrained than the single state fit. The higher state fits are also more sensitive to small statistical fluctuations in the data. Hence, in our analysis we use the single exponential fit in order to construct $G^{f}\left(x_{0}\right)_{\text {ext }}$, however we are able

| State | $E_{0}$ | $E_{1}$ | $E_{2}$ | $a_{\mu}^{\text {HVP,LO }}$ |
| :---: | :---: | :--- | :---: | :--- |
| 1 | $0.282(11)$ | - | - | $798(54) \times 10^{-10}$ |
| 2 | $0.276(14)$ | $0.709(68)$ | - | $809(59) \times 10^{-10}$ |
| 3 | $0.246(77)$ | $0.56(21)$ | $1.26(80)$ | $822(304) \times 10^{-10}$ |

Table 7.3. Fitted energy states for $G^{f}\left(x_{0}\right)_{\text {ext }}$ for one, two and three state fits. Note that the ground state energy is consistent as we decrease $x_{0}^{\text {cut }}$ and include more energy states, but the uncertainty in the fit values, as well as the value for $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ we calculate with it, increases as we fit earlier to include the higher states.
to use the multi-state fits in order to ensure that any contamination from excited states in the determination of $E_{0}$ are suppressed.

In Figure 7.9 it can been seen that after sufficiently large $x_{0}^{\text {cut }}$ the single state fit agrees with the two state fit, and is a very accurate representation of the correlator data. This ensures us that the first excited state has sufficiently decayed by the point where our single state fit starts. While the two state fit also closely matches the correlator data, the uncertainty in the fit is greater than the very small statistical error on the early data points, which results in the later, single state fit reducing the overall uncertainty in $G\left(x_{0}\right)$. Much of the uncertainty in the multi-state fits comes from the high time region.

In addition to using the multi-state fits to ensure our choice of $x_{0}^{\text {cut }}$ is sufficient for a single state fit, we can also use a method known as the bounding method.

The bounding method is an alternative approach of constraining the large-time dependence of the correlator $G\left(x_{0}\right)$, proposed in Ref. [114]. This method involves replacing our expression for $G^{f}\left(x_{0}\right)_{\text {ext }}$ in Eq. 7.23 with

$$
\begin{equation*}
G^{f}\left(x_{0}\right)_{\mathrm{ext}}=G^{f}\left(x_{0}^{\mathrm{cut}}\right) e^{-E\left(x_{0}-x_{0}^{\mathrm{cut}}\right)}, \tag{7.24}
\end{equation*}
$$

where we converge on a value for $x_{0}^{\text {cut }}$ by setting an upper and lower bound for the energy $E$ and choosing $x_{0}^{\text {cut }}$ to be where Eq. 7.24 converged. The lower bound of $E$ is determined from the local effective mass, $E_{\text {lower }}=\log \left(\frac{G^{f}\left(x_{\text {cut }}\right)}{G^{f}\left(x_{0}^{\text {cut }}+1\right)}\right)$, while the upper bound uses the same ground state energy from the single state fit, $E_{\text {upper }}=E_{0}$.

The bounding method was checked in order to ensure the values chosen for $x_{0}^{\text {cut }}$ agree.


Figure 7.9. Multiple state fits to an example correlation function, $G\left(x_{0}\right)$ (shown by the black markers). The red, green and blue curves show the one, two and three state fits respectively, with the dashed vertical lines indicating the corresponding $x_{0}^{\text {cut }}$ value for each fit.

Now that the large-time dependence is under control, we can look at computing Eq. 7.17 to get values for $a_{\mu}^{\text {HVP,LO }}$ on each ensemble. Figure 7.11 shows an example, again using the lightest negative quark on ensemble $\mathbf{B}$, of the integrand, where $G\left(x_{0}\right)$ data and $G\left(x_{0}\right)_{\text {ext }}$ are distinguished. We can see that after the cut point, $G\left(x_{0}\right)_{\text {ext }}$ closely matches the data until the signal is lost to noise and backwards propagating states, at which point $G\left(x_{0}\right)_{\text {ext }}$ continues to decay towards zero. Due to this asymptotic behaviour we are able to evaluate the integral numerically.

By performing this process over all ensembles, we are able to calculate values for $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ for all of our different quark charges and masses. These values are shown in Table 7.5.

### 7.2.2. Flavour-breaking expansion

Now that we have calculated values for $a_{\mu}^{\text {HVP,LO }}$ for a range of different quark charges and masses, we need a way to extrapolate these values to the physical quark mass. As the $\operatorname{SU}(3)$ flavour properties of $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ are the same the vector meson mass, we


Figure 7.10. Bounding method example for the strange quark (line 6) on ensemble C in Ta ble 7.5. We see the upper and lower bounds converging after $x_{0}^{\mathrm{cut}}=14$, which agrees with the chosen $x_{0}^{\text {cut }}$ value for the single state exponential fit.


Figure 7.11. Plot of the full integrand in Eq. 7.17. Blue points are the integrand data used in $G\left(x_{0}\right)_{\text {data }}$, with the blue curve showing the cubic spline. The magenta curve is the single exponential fit showing $G\left(x_{0}\right)$ ext. $x_{0}^{\text {cut }}$ is marked with the first vertical line, while the second vertical line marks the end of the fit window used to constrain $G\left(x_{0}\right)_{\text {ext. }}$. The grey crosses mark the integrand from the raw lattice data, showing
 window.
can apply the same flavour-breaking expansion presented in Section 5.2.5 for $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ to extrapolate to the physical quark masses, starting with the flavour expansion of an octet quantity of a vector meson, from Eq. 5.21, and replacing the valence quark mass with the Dashen scheme quark mass.

This expansion can be written as

$$
\begin{align*}
a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}(q \bar{q})= & a_{\mu, 0}^{H V P}+2 \alpha \delta \mu_{q}^{D}+\frac{1}{6} \beta_{0}\left(\delta m_{u}^{2}+\delta m_{d}^{2}+\delta m_{s}^{2}\right)+2 \beta_{1}\left(\delta \mu_{q}^{D}\right)^{2} \\
& +2 \beta_{1}^{E M} e_{q}^{2}+\gamma_{0}^{E M}\left(e_{u}^{2} \delta m_{u}+e_{d}^{2} \delta m_{d}+e_{s}^{2} \delta m_{s}\right)+2 \gamma_{1}^{E M} e_{q}^{2} \delta \mu_{a}^{D} \\
& +2 \gamma_{5}^{E M} e_{q}\left(e_{u} \delta m_{u}+e_{d} \delta m_{d}+e_{s} \delta m_{s}\right), \tag{7.25}
\end{align*}
$$

where we have used the Dashen mass defined in Section 5.2.6.
Using this expansion, we are able to perform a fit to the individual $a_{\mu}$ values. This is shown in Figure 7.12, where we have performed the fit over all quark flavours, and plotted the extrapolation in terms of the Dashen mass $\delta \mu_{q}^{D}$ for each quark charge. Note that in our extrapolation the down and strange quark are only distinct by mass, so share an expansion trajectory. In order to show this extrapolation on a 2D plot, we need to compress the extra dimensions so we only have $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ and $\delta \mu_{q}^{D}$ varying. To achieve this the sea quark masses $\delta m_{u, d, s}$ are fixed at the physical sea quark masses. This results in the data points shown in Figure 7.12 being shifted by the difference in Eq. 7.25 evaluated at each simulation point for the sea quark masses used and the physical sea quark mass.

In addition to the up quark and 'negative' (down/strange) quark extrapolation, we have also included the expansion for a fictitious neutral quark, where $e_{n}=0$. This will provide a purely QCD signal to which charged quark results can be compared to in Chapter 8 in order to investigate the relative size of any QED corrections to the hadronic contribution of the anomalous magnetic moment of the muon.

Table 7.4 contains the fitted values for the free parameters in the flavour breaking expansion of $a_{\mu}^{\text {HVP,LO }}$ on the $48^{3} \times 96$ volume.

Using this description for the full flavour-breaking effects of the individual quark contributions to $a_{\mu}^{\mathrm{HVP}, L \mathrm{O}}$, we are now able to read off the contribution from each quark at its respective physical quark mass. The physical quark masses are marked in Figure 7.12 by the vertical dashed lines and were determined in [84]. We can note the curious feature of performing the flavour-breaking expansion at the quark level along a quark


Figure 7.12. Flavour-breaking expansion for $a_{\mu}^{\mathrm{HVP}, L \mathrm{O}}$ plotted as a function of the Dashen mass. Top: $32^{3} \times 64$ volume. Bottom: $48^{3} \times 96$ volume. The red/green/blue vertical lines mark the location of the physical up/down/strange valence quark mass, while $\delta \mu^{D}=0$ marks the $\mathrm{SU}(3)$-symmetric point.

| Parameter | Value |  |
| :--- | ---: | :--- |
| $a_{\mu, 0}^{\mathrm{HVP}}$ | $7.30(16)$ | $\times 10^{-8}$ |
| $\alpha$ | $-1.181(9)$ | $\times 10^{-6}$ |
| $\beta_{0}$ | $4.1(14)$ | $\times 10^{-5}$ |
| $\beta_{1}$ | $1.71(27)$ | $\times 10^{-5}$ |
| $\beta_{1}^{e m}$ | $-2.29(84)$ | $\times 10^{-9}$ |
| $\gamma_{0}$ | $1(18)$ | $\times 10^{-8}$ |
| $\gamma_{1}$ | $2.6(43)$ | $\times 10^{-8}$ |
| $\gamma_{5}$ | $9(15)$ | $\times 10^{-9}$ |

Table 7.4. Fit parameters for flavour breaking expansion on $48^{3} \times 96$ lattice volume.

| Ensemble | Valence $\kappa$ | Charge | $m_{\bar{q} q}[\mathrm{GeV}]$ | $a m_{v}^{q \bar{q}}$ | $x_{0}^{\text {cut }}$ | $\chi^{2} / d o f$ | $a_{\mu}^{\mathrm{HVP}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 0.123850 | 2/3 | 0.754(3) | 0.370(2) | 15 | 0.906 | 388(2) |
|  | 0.124362 | 2/3 | 0.431(1) | 0.321(6) | 12 | 0.942 | 617(9) |
|  | 0.1243838 | 2/3 | $0.413(1)^{*}$ | 0.308(6) | 12 | 1.265 | 663(10) |
|  | 0.124520 | 2/3 | $0.270(2)$ | 0.285(16) | 12 | 1.357 | $762(35)$ |
|  | 0.121100 | $-1 / 3$ | 0.784(3) | 0.368(2) | 16 | 1.007 | 384(2) |
|  | 0.121713 | -1/3 | 0.407(1) | 0.313(12) | 17 | 1.087 | $665(11)$ |
|  | 0.1217026 | $-1 / 3$ | $0.414(1)^{*}$ | 0.278 (8) | 16 | 1.156 | 745(12) |
|  | 0.121865 | $-1 / 3$ | $0.235(6)$ | 0.277(15) | 12 | 1.926 | 831(39) |
|  | 0.120240 | 0 | 0.760(4) | 0.360(3) | 17 | 1.179 | 395(2) |
|  | 0.1208142 | 0 | $0.412(1)^{*}$ | 0.283(10) | 18 | 1.038 | 731(13) |
|  | 0.120855 | 0 | 0.378(1) | 0.299(5) | 13 | 1.122 | 722(10) |
| B | 0.123850 | 2/3 | $0.755(2)$ | 0.368(1) | 15 | 1.121 | 390(1) |
|  | 0.124440 | 2/3 | 0.360(2) | 0.331(34) | 21 | 1.199 | 672(14) |
|  | 0.124520 | 2/3 | $0.272(2)$ | 0.302(11) | 13 | 0.999 | 713(21) |
|  | 0.121100 | $-1 / 3$ | 0.788 (2) | 0.367(2) | 20 | 0.918 | 385(1) |
|  | 0.121676 | -1/3 | 0.459(1) | 0.312(4) | 15 | 1.070 | 644(5) |
|  | 0.121865 | $-1 / 3$ | 0.243 (2) | 0.301(7) | 11 | 1.579 | 762(19) |
|  | 0.120240 | 0 | 0.770 (2) | 0.357(2) | 22 | 1.144 | 396(1) |
|  | 0.120855 | 0 | 0.369(2) | 0.306(10) | 17 | 1.325 | 706(10) |
| C | 0.123850 | 2/3 | 0.758(2) | 0.8458(8) | 15 | 1.092 | 387(2) |
|  | 0.124508 | $2 / 3$ | 0.293(2) | 0.303(11) | 11 | 0.809 | 728(26) |
|  | 0.124520 | 2/3 | 0.280(2) | 0.304(11) | 12 | 0.998 | 711(23) |
|  | 0.121100 | $-1 / 3$ | 0.788 (2) | 0.375(2) | 15 | 1.032 | 381(1) |
|  | 0.121821 | -1/3 | 0.307(2) | 0.292(17) | 15 | 1.477 | 799(29) |
|  | 0.121466 | -1/3 | 0.586(2) | 0.328(3) | 14 | 1.157 | 545(4) |
|  | 0.121865 | $-1 / 3$ | $0.255(2)$ | 0.295(14) | 13 | 1.400 | 759(31) |
|  | 0.120240 | 0 | 0.771 (2) | 0.363(2) | 17 | 1.077 | 394(2) |
|  | 0.120855 | 0 | 0.384(1) | 0.304(13) | 17 | 0.984 | 699(14) |

Table 7.5. $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ results on each ensemble for all choices of quark charge and valence kappa values. Ensemble details listed in Table 5.1, SU(3)-symmetric point marked with ${ }^{*} . a_{\mu}^{\mathrm{HVP}}$ is in units of $10^{-10}$, Charge is in units of $e, m_{\bar{q} q}$ is the neutral pseudoscalar meson mass, $a m_{v}^{q \bar{q}}$ is the ground state energy $E_{0} . \chi^{2} /$ dof values are from correlated fits.

| Ensemble | Valence $\kappa$ | Charge | $m_{\bar{q} q}[\mathrm{GeV}]$ | $a m_{v}^{q \bar{q}}$ | $x_{0}^{\text {cut }}$ | $\chi^{2} / d o f$ | $a_{\mu}^{\text {HVP }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D | 0.123859 | 2/3 | 0.764 (4) | 0.366(3) | 17 | 0.973 | 390(2) |
|  | 0.124362 | 2/3 | $0.432(4)$ | 0.285(11) | 16 | 1.166 | 717(19) |
|  | 0.1243824 | 2/3 | $0.414(4)^{*}$ | 0.281(10) | 16 | 1.162 | 737(21) |
|  | 0.124520 | 2/3 | $0.255(5)$ | 0.288(11) | 11 | 0.939 | 838(35) |
|  | 0.121100 | $-1 / 3$ | $0.795(4)$ | 0.372(2) | 16 | 1.042 | 382(2) |
|  | 0.121713 | -1/3 | 0.410(3) | 0.291(9) | 14 | 1.259 | 737(19) |
|  | 0.1217032 | $-1 / 3$ | $0.419(3) *$ | 0.293(8) | 14 | 1.223 | 728(19) |
|  | 0.121865 | $-1 / 3$ | $0.231(3)$ | 0.270(14) | 12 | 1.567 | 921(46) |
|  | 0.120240 | 0 | $0.773(4)$ | 0.368(2) | 14 | 1.081 | 396(2) |
|  | 0.1208135 | 0 | 0.416(3)* | 0.289(8) | 14 | 1.260 | 740(18) |
|  | 0.120855 | 0 | $0.384(2)$ | $0.275(8)$ | 15 | 1.310 | 784(17) |
| E | 0.123850 | 2/3 | 0.758(4) | 0.367(3) | 13 | 0.945 | 393(4) |
|  | 0.124440 | 2/3 | $0.364(3)$ | 0.317(32) | 18 | 0.959 | 694(33) |
|  | 0.124520 | 2/3 | 0.266(5) | 0.288(14) | 12 | 0.559 | 799(42) |
|  | 0.121100 | $-1 / 3$ | 0.791 (4) | 0.373(3) | 18 | 0.909 | 379(3) |
|  | 0.121676 | -1/3 | 0.440(2) | 0.363(36) | 21 | 0.916 | 627(19) |
|  | 0.121865 | $-1 / 3$ | 0.230(9) | 0.280(17) | 12 | 1.348 | 890(55) |
|  | 0.120240 | 0 | 0.777(4) | 0.362(3) | 16 | 1.273 | 397(4) |
|  | 0.120855 | 0 | 0.380(2) | 0.299(9) | 13 | 1.189 | 731(16) |
| F | 0.123850 | 2/3 | 0.639(3) | 0.364(3) | 15 | 0.935 | 393(4) |
|  | 0.124508 | 2/3 | 0.286(2) | 0.287(15) | 12 | 0.577 | 805(35) |
|  | 0.124508 | 2/3 | 0.273 (2) | 0.290(17) | 12 | 0.677 | 791(33) |
|  | 0.121100 | $-1 / 3$ | 0.751(3) | 0.370(3) | 15 | 0.992 | 388(3) |
|  | 0.121821 | -1/3 | 0.300(2) | 0.318(19) | 16 | 0.877 | 801(31) |
|  | 0.121466 | $-1 / 3$ | 0.580(4) | 0.324(3) | 13 | 0.974 | 560(6) |
|  | 0.120240 | 0 | 0.689(4) | 0.359(3) | 18 | 1.161 | 401(3) |
|  | 0.120855 | 0 | 0.366(5) | 0.296(8) | 13 | 1.078 | 755(19) |

Table 7.5. $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ results on each ensemble for all choices of quark charge and valence kappa values. Ensemble details listed in Table 5.1, SU(3)-symmetric point marked with ${ }^{*}$. $a_{\mu}^{\mathrm{HVP}}$ is in units of $10^{-10}$, Charge is in units of $e, m_{\bar{q} q}$ is the neutral pseudoscalar meson mass, $a m_{v}^{q \bar{q}}$ is the ground state energy $E_{0} . \chi^{2} / d o f$ values are from correlated fits.

| Volume | Quark | $a_{\mu}^{\text {HVP,LO }, q}$ |
| :--- | :--- | :---: |
| $32^{3} \times 64$ | Up | $7.89(26) \times 10^{-8}$ |
| $32^{3} \times 64$ | Down | $8.31(23) \times 10^{-8}$ |
| $32^{3} \times 64$ | Strange | $4.39(2) \times 10^{-8}$ |
| $48^{3} \times 96$ | Up | $9.41(43) \times 10^{-8}$ |
| $48^{3} \times 96$ | Down | $9.42(31) \times 10^{-8}$ |
| $48^{3} \times 96$ | Strange | $4.69(2) \times 10^{-8}$ |

Table 7.6. $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ for each quark flavour at the corresponding physical quark mass.
mass trajectory with the average neutral pseudoscalar mass held constant, results in the physical up and down quark masses being closer to the $\mathrm{SU}(3)$ flavour-symmetric point, $\delta \mu=0$ than the physical strange quark mass ( $\delta \mu_{s}=-\delta \mu_{u}-\delta \mu_{d}$ ). The extracted contribution from each quark quark flavour is shown in Table 7.6.

We can obtain the combined contribution from the up, down and strange quarks by summing the contributions of each quark flavour at their respective physical quark mass, weighted by reintroducing the squared quark charge term which we dropped by setting it to 1 in Eq. 7.21,

$$
\begin{equation*}
a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}=\frac{4}{9} a_{\mu}^{u}+\frac{1}{9} a_{\mu}^{d}+\frac{1}{9} a_{\mu}^{s} . \tag{7.26}
\end{equation*}
$$

By following this procedure on both lattice volumes, we find values for $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ on both:

$$
\begin{align*}
& 32^{3} \times 64: a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}=492 \pm 15 \times 10^{-10},  \tag{7.27}\\
& 48^{3} \times 96: a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}=579 \pm 23 \times 10^{-10} . \tag{7.28}
\end{align*}
$$

The difference between the two volumes is not unexpected as we have seen the potential for significant finite-volume effects to be present, as observed in Section 7.1.2 and $[104,105]$. In the next section, we will attempt to perform a finite-volume correction in order to account for this.

As a intermediate check, we can attempt to compare our results to other publications which present their results before and after applying finite-volume corrections. In

Ref. [113] they present competitive results for $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ using a set of lattices of similar volume to our $48^{3} \times 96$ volume, as well as presenting their results before and after the finite-volume corrections are applied. The results in Ref. [113] are QCD only, but can still be used as a comparison. We will ignore QED corrections here, but come back to them in Chapter 8.

If we only consider their results for the up, down and strange quark (they also include the charm quark contribution which has been discounted here), prior to performing finite-volume corrections they find

$$
\begin{equation*}
a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}=602.4(248)(289) \times 10^{-10}, \tag{7.29}
\end{equation*}
$$

which is consistent with our results on the $48^{3} \times 96$ volume lattice.

### 7.2.3. Finite-volume corrections

As mentioned before, $a_{\mu}^{\mathrm{HVP}}$ is known to have significant finite-volume effects, so we are required to perform finite-volume corrections to the lattice data. To do this we calculate the finite-volume correction term, $\Delta a_{\mu}^{\text {HVP }}$, for each ensemble and valence quark, which can then be added to the calculated $a_{\mu}^{\mathrm{HVP}}$ on that ensemble for that particular valence quark before performing the flavour-breaking expansion listed in the previous section. We achieve this by following the method laid out in $[113,115]$ for non-interacting pions.
$\Delta a_{\mu}^{\mathrm{HVP}}$ is calculated by first computing the finite-volume correction for the correlator, $\Delta G\left(x_{0}\right)$, and then inserting that into Eq. 7.17,

$$
\begin{equation*}
\Delta a_{\mu}^{\mathrm{HVP}}=\left(\frac{\alpha}{\pi}\right)^{2} \int_{0}^{\infty} d x_{0} \Delta G\left(x_{0}\right) \tilde{K}\left(x_{0} ; m_{\mu}\right), \tag{7.30}
\end{equation*}
$$

where $\Delta G\left(x_{0}\right)=-\left[G\left(x_{0}, L\right)-G\left(x_{0}, \infty\right)\right]$, and

$$
\begin{align*}
G\left(x_{0}, L\right)-G\left(x_{0}, \infty\right)= & \frac{1}{3}\left[\frac{1}{L^{3}} \sum_{\vec{k}}-\int \frac{d^{3} k}{(2 \pi)^{2}}\right] \frac{\vec{k}^{2}}{\vec{k}^{2}+m_{\pi}^{2}} e^{2 x_{0} \sqrt{\vec{k}^{2}+m_{\pi}^{2}}}  \tag{7.31}\\
= & \frac{m_{\pi}^{4} x_{0}}{3 \pi^{2}} \sum_{\vec{n} \neq 0}\left\{\frac{K_{2}\left(m_{\pi} \sqrt{L^{2} \vec{n}^{2}+4 x_{0}^{2}}\right)}{m_{\pi}^{2}\left(L^{2} \vec{n}^{2}+4 x_{0}^{2}\right)}\right. \\
& \left.-\frac{1}{m_{\pi} L|\vec{n}|} \int_{1}^{\infty} d y K_{0}\left(m_{\pi} y \sqrt{L^{2} \vec{n}^{2}+4 x_{0}^{2}}\right) \sinh \left(m_{\pi} L|\vec{n}|(y-1)\right)\right\} \tag{7.32}
\end{align*}
$$

where $K_{0}$ and $K_{2}$ are the modified Bessel functions of the second kind, $m_{\pi}$ is the pion mass, and $L$ is the spatial lattice extent.

The two different forms (Eq. 7.31 and Eq. 7.32) are useful as the sums and integrals converge at different rates for high and low values of $x_{0}$. We compute $\Delta G\left(x_{0}\right)$ separately for $x_{0}<x_{0}^{i}$ and $x_{0} \geq x_{0}^{i}$, for $x_{0}^{i}=\left(\frac{m_{\pi} L}{4}\right)^{2} / m_{\pi}$, where we use Eq. 7.32 for $x_{0}<x_{0}^{i}$ and Eq. 7.31 for $x_{0} \geq x_{0}^{i}$.

As we calculate $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ independently for each quark flavour, we need to calculate the finite-volume corrections for each quark flavour on each ensemble too. In order to achieve this, we replace the pion mass $m_{\pi}$ in Eq. 7.31 and Eq. 7.32 with the pseudoscalar meson mass $m_{f g}$, determined using the valence quark of interest, $f$, and each sea quark flavour, $g$, (see Figure 7.13) and sum the contribution for each sea quark,

$$
\begin{equation*}
\Delta G^{v a l e n c e=f}\left(x_{0}\right)=\sum_{g=u, d, s} \Delta G_{\text {sea }=g}^{v a l e n c e=f}\left(x_{0}, m_{f g}\right) \tag{7.33}
\end{equation*}
$$

Note that despite only $\pi^{+}$and $K^{+}$states occurring in the full physical result, we must include effects due to all possible valence-sea meson states as we are only considering the connected part of the correlation function. When including the disconnected terms the non-physical states will be removed, but the purely connected contribution will still contain finite-volume effects due to these states.

Performing this finite-volume correction for the $a_{\mu}^{\text {HVP,LO }}$ values calculated on each valence quark mass/charge, we can repeat the flavour-breaking expansion from before, and combine the different quark flavour contributions to get a total value for the


Figure 7.13. Diagram relevant for finite-volume effects of the vacuum polarisation loop, the leading order hadronic contribution to $a_{\mu}$, showing a pseudoscalar meson ( $q s$ ) forming between the valence $(q)$ and sea $(s)$ quarks within the $q \bar{q}$ loop.

| Volume | Quark | $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}, q}$ |
| :--- | :--- | :---: |
| $32^{3} \times 64$ | Up | $8.98(27) \times 10^{-8}$ |
| $32^{3} \times 64$ | Down | $9.35(23) \times 10^{-8}$ |
| $32^{3} \times 64$ | Strange | $4.49(2) \times 10^{-8}$ |
| $32^{3} \times 64$ | Total | $5.53(15) \times 10^{-8}$ |
| $48^{3} \times 96$ | Up | $9.94(43) \times 10^{-8}$ |
| $48^{3} \times 96$ | Down | $9.84(31) \times 10^{-8}$ |
| $48^{3} \times 96$ | Strange | $4.69(2) \times 10^{-8}$ |
| $48^{3} \times 96$ | Total | $6.03(23) \times 10^{-8}$ |

Table 7.7. $\quad a_{\mu}^{\text {HVP,LO }}$ contribution from each quark flavour, and the total value from the up, down and strange quarks with appropriate charge weighting, with finite-volume corrections applied.
leading order hadronic contribution for the anomalous magnetic moment of the muon. Individual values are shown in Figure 7.14.

The finite-volume corrected contribution to $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ for each quark flavour at the physical quark mass is presented in Table 7.7, which combine to give a value of $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}=$ $603(23) \times 10^{-10}$ for the $48^{3} \times 96$ volume. A complete set of the finite-volume corrections applied to each valence quark mass/charge are listed for completeness in Table C.1.

Table 7.8 shows a selection of results for the connected contribution of $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$, using up, down and strange quarks, from other lattice studies for comparison with our results. The value of $a_{\mu}^{\text {HVP,LO }}$ found in this work is slightly low compared to other studies.


Figure 7.14. Flavour-breaking expansion for $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ plotted as a function of the Dashen mass, as in Figure 7.12, with finite-volume corrections applied to each point. Top: $32^{3} \times$ 64 volume. Bottom: $48^{3} \times 96$ volume. The red/green/blue vertical lines mark the location of the physical up/down/strange valence quark mass, while $\delta \mu^{D}=0$ marks the SU(3) flavour-symmetric point.

| Collaboration | $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}, u, d, s}$ | Ref. |
| :--- | :--- | :--- |
| BMW | $688.4(46)$ | $[9]$ |
| RBC/UKQCD | $702.9(15)$ | $[58]$ |
| ETM | $672.1(180)$ | $[116,117]$ |
| CLS/Mainz | $728.5(132)$ | $[62]$ |
| HPQCD/Fermilab/MILC | $691.2(88)$ | $[61]$ |
| PACS | $725.1(142)$ | $[60]$ |
| Lehner/Meyer | $710(29)$ | $[118]$ |
| This Study | $603(23)$ |  |

Table 7.8. Comparison of lattice results for $a_{\mu}^{\text {HVP,LO }}$ from other studies including effects from up, down and strange quarks.

One possible explanation for the smaller value of $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ is from Section 6.4, where we have not fully included the $\mathcal{O}(a)$ improvements outlined in Eq. 6.7. Recall that the improvement coefficient $c_{\nu}$ is currently unknown on our gauge field configurations. As the main aim of this study is to investigate the QED corrections to the hadronic contribution, this discrepancy is not an issue, as we have shown this improvement term is expected to be charge independent.

It is also likely that there are still some finite-volume effects present. Refs. [60], [63] and [9] have shown that the Gounaris-Sakurai model for the $\pi \pi$ interaction provides a more accurate finite-volume correction than non-interacting pion model used here, and results in a larger finite-volume correction which could help resolve the remaining discrepance between the two volumes, as well as increase our final result to be more inline with other studies. This is a point of further investigation in future work.

## Chapter 8.

## QED Corrections to $a_{\mu}$ HVP,LO QED Corrections to $\boldsymbol{a}_{\boldsymbol{\mu}}$

In the previous chapter we described the flavour-breaking expansion of $a_{\mu}^{\text {HVP,LO }}$ as a function of the Dashen mass for quarks with a charge of $\frac{2}{3} e,-\frac{1}{3} e$, and 0 . In Figure 7.12 we can see that there is some effect in the expansion due to the quark charge, but due to the uncertainties present it is impossible to determine from this alone any evidence of a contribution due to the quark charge. However, as these results are highly correlated, much of this uncertainty will be common between the quark charges, and by comparing the quark charges at the bootstrap level we are able to remove the correlated uncertainty and isolate the QED contribution.

In order to quantify this effect we compare the charged quark contributions to the contribution computed used the 'neutral quark' where we set the quark charge to 0 . This is achieved by using our flavour breaking expansion from before in Section 7.2.2, and setting the quark charge terms to zero, i.e. removing the EM terms in Eq. 7.25.

We can now take the difference between the charged quark contribution $a_{\mu}^{u / d / s}$ and this neutral quark contribution $a_{\mu}^{n}$ at all values of the Dashen mass, $\delta \mu^{D}$, and normalise this to the neutral quark contribution,

$$
\begin{equation*}
a_{\mu, E M}^{u / d / s}=\frac{a_{\mu}^{u / d / s}-a_{\mu}^{n}}{a_{\mu}^{n}} . \tag{8.1}
\end{equation*}
$$

This will leave us with the QED contribution, as a proportion of the pure QCD contribution. This is shown in Figure 8.1 as a function of the Dashen scheme mass, $\delta \mu^{D}$, which shows a small but statistically significant non-zero contribution.

It should be pointed out here once again, as explained in Section 5.2.2, that we are using a QED coupling $\alpha^{Q E D}$ ten times the physical value, which exaggerates any QED
effects by a factor of ten. For simplicity all the results quoted here already have this effect taken into account. At this scale, any QED terms scale linearly in $e^{2}$ [84], this is simply done by dividing the result by 10.

Reading off the effect at the physical quark masses, we find in the Dashen scheme the results from the $48^{3} \times 96$ volume show an effect of $a_{\mu, E M}^{u}=0.24 \% \pm 0.13 \%, a_{\mu, E M}^{d}=$ $0.05 \% \pm 0.02 \%$ and $a_{\mu, E M}^{s}=0.08 \% \pm 0.01 \%$.

In order to calculate the total QED contribution to the hadronic contribution of the anomalous magnetic moment of the muon, we can combine the separate quark contributions as in Eq. 7.26 using the results from the charged quarks as before, and compare that with the pure QCD contribution, which we obtain from the 'neutral quark' fit shown in Figure 7.12 taken at the physical quark masses:

$$
\begin{align*}
a_{\mu, \text { charged }}^{\mathrm{HVPLO}} & =\frac{4}{9} a_{\mu}^{u}+\frac{1}{9} a_{\mu}^{d}+\frac{1}{9} a_{\mu}^{s},  \tag{8.2}\\
a_{\mu, \text { neutral }}^{\mathrm{HVP}, \mathrm{LO}} & =\frac{4}{9} a_{\mu}^{u_{0}}+\frac{1}{9} a_{\mu}^{d_{0}}+\frac{1}{9} a_{\mu}^{s_{0}}, \tag{8.3}
\end{align*}
$$

where $a_{\mu}^{u_{0} / d_{0} / s_{0}}$ refer to the 'neutral quark' fit evaluated at the physical $u / d / s$ quark mass.

Taking the same normalised difference as in Eq. 8.1 for the total $a_{\mu}^{\text {HVP,LO }}$, we find the QED contribution to $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ to be $0.2 \% \pm 0.1 \%$. While this is a very small correction, it is also very significant. Current lattice results are now being quoted with errors around $1-2 \%[57,58,60,61,63,116]$, with recent results as low as $0.7 \%$ [9], and are currently targeting at least $0.5 \%$ precision. Correctly accounting for QED contributions of $0.2 \%$ will play a significant role in achieving this desired precision.


Figure 8.1. Deviation of charged quark contribution from the purely QCD contribution. Top: $32^{3} \times 64$. Bottom: $48^{3} \times 96$. As before, the vertical dashed lines mark the physical quark masses for up, down and strange quarks (left to right) in red, green and blue respectively.

| Volume | Quark | $a_{\mu, E M}^{\mathrm{HVP}, \mathrm{LO}, q}$ |
| :--- | :--- | :--- |
| $32^{3} \times 64$ | Up | $0.72(5) \%$ |
| $32^{3} \times 64$ | Down | $0.15(1) \%$ |
| $32^{3} \times 64$ | Strange | $0.08(1) \%$ |
| $32^{3} \times 64$ | Total | $0.64(5) \%$ |
| $48^{3} \times 96$ | Up | $0.2(1) \%$ |
| $48^{3} \times 96$ | Down | $0.05(2) \%$ |
| $48^{3} \times 96$ | Strange | $0.07(1) \%$ |
| $48^{3} \times 96$ | Total | $0.2(1) \%$ |

Table 8.1. Total QED contribution to $a_{\mu}^{\text {HVP,LO }}$ for each quark flavour, as well as the overall QED contribution to $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$.

## Chapter 9.

## Disconnected Contributions

So far all the results presented in this thesis have only considered the quark connected contributions, and any disconnected contributions have been ignored. For a final study, we have performed an initial investigation into the disconnected contributions to the leading order hadronic contribution to the anomalous magnetic moment of the muon.

If the connected correlator can be thought of as a quark and antiquark pair travelling from some source $x$ to some sink $y$, then the disconnected correlator is a quark starting and ending at $x$, while another starts and ends at $y$. In terms of the hadron vacuum polarisation, this is shown in Figure 9.1.

Recalling that for the vector current operator

$$
\begin{equation*}
J_{\mu}(x)=\frac{2}{3} \bar{u}(x) \gamma_{\mu} u(x)-\frac{1}{3} \bar{d}(x) \gamma_{\mu} d(x)-\frac{1}{3} \bar{s}(x) \gamma_{\mu} s(x)+\ldots, \tag{9.1}
\end{equation*}
$$



Figure 9.1. The leading order disconnected diagram which contributes to the hadron vacuum polarisation. Note that the interaction between the two quark loops via virtual photons and/or gluons are suppressed in this diagram for clarity, but are included in the full calculation.




Figure 9.2. Left: Connected quark flow diagram $q \bar{q}_{c o n n}(x, y)$. Right: Disconnected quark flow diagram $p q_{d i s}(x, y)$.
the correlation function $\left\langle J_{k}(x) J_{k}(y)\right\rangle$ can be written in terms of connected and disconnected contributions,

$$
\begin{align*}
\left\langle J_{k}(x) J_{k}(y)\right\rangle= & \left\langle\left(\frac{2}{3} \bar{u}(x) \gamma_{k} u(x)-\frac{1}{3} \bar{d}(x) \gamma_{k} d(x)-\frac{1}{3} \bar{s}(x) \gamma_{k} s(x)\right)\right. \\
& \left.\times\left(\frac{2}{3} \bar{u}(y) \gamma_{k} u(y)-\frac{1}{3} \bar{d}(y) \gamma_{k} d(y)-\frac{1}{3} \bar{s}(y) \gamma_{k} s(y)\right)\right\rangle . \tag{9.2}
\end{align*}
$$

Here we will define some notation in order to simplify the expansion of the correlator and split it into the connected and disconnected contributions. The general form for a single element of $J_{k}(x) J_{k}(y)$ can be written as

$$
\begin{equation*}
Q_{q} \bar{q}(x) \gamma_{k} q(x) Q_{p} \bar{p}(y) \gamma_{k} p(y), \tag{9.3}
\end{equation*}
$$

where $Q_{q}$ is the charge of quark $q$. By performing Wick contractions on this we get

$$
\begin{align*}
Q_{q} \underset{\bar{q}(x) \gamma_{k} q(x) Q_{p} \bar{p}(y) \gamma_{k} p}{\square}(y)= & Q_{q} Q_{p} \operatorname{Tr}\left[S_{p q}^{\dagger}(x, y) \gamma_{k} S_{p q}(x, y) \gamma_{k}\right] \delta_{p q} \\
& +Q_{q} Q_{p} \operatorname{Tr}\left[S_{p p}(y, y) \gamma_{k}\right] \operatorname{Tr}\left[S_{q q}(x, x) \gamma_{k}\right] \\
= & Q_{q} Q_{p} q \bar{p}_{c o n n}(x, y) \delta_{p q}+Q_{q} Q_{p} p q_{d i s}(x, y) \tag{9.4}
\end{align*}
$$

where $q \bar{p}_{c o n n}(x, y) \delta_{p q}=\operatorname{Tr}\left[S_{q q}^{\dagger}(x, y) \gamma_{k} S_{q q}(x, y) \gamma_{k}\right] \delta_{p q}$ is the connected contribution, and $p q_{d i s}(x, y)=\operatorname{Tr}\left[S_{p p}(y, y) \gamma_{k}\right] \operatorname{Tr}\left[S_{q q}(x, x) \gamma_{k}\right]$ is the disconnected contribution, as shown in Figure 9.2. Note that in the case where the quarks $p$ and $q$ are different flavours, $\delta_{p q}$ ensures that the connected contribution vanishes.

Using this notation, we are able to fully expand Eq. 9.2 as

$$
\begin{align*}
\left\langle J_{k}(x) J_{k}(y)\right\rangle= & \left\langle\left(\frac{2}{3} \bar{u}(x) \gamma_{k} u(x)-\frac{1}{3} \bar{d}(x) \gamma_{k} d(x)-\frac{1}{3} \bar{s}(x) \gamma_{k} s(x)\right)\right. \\
& \left.\times\left(\frac{2}{3} \bar{u}(y) \gamma_{k} u(y)-\frac{1}{3} \bar{d}(y) \gamma_{k} d(y)-\frac{1}{3} \bar{s}(y) \gamma_{k} s(y)\right)\right\rangle \\
= & \left\langle\frac{4}{9} u \bar{u}_{\text {conn }}(x, y)+\frac{1}{9} d \bar{d}_{\text {conn }}(x, y)+\frac{1}{9} s \bar{s}_{\text {conn }}(x, y)\right. \\
& +\frac{4}{9} u u_{\text {dis }}(x, y)-\frac{2}{9} u d_{d i s}(x, y)-\frac{2}{9} u s_{d i s}(x, y) \\
& -\frac{2}{9} d u_{d i s}(x, y)+\frac{1}{9} d d_{d i s}(x, y)+\frac{1}{9} d s_{d i s}(x, y) \\
& \left.-\frac{2}{9} s u_{d i s}(x, y)+\frac{1}{9} s d_{d i s}(x, y)+\frac{1}{9} s s_{d i s}(x, y)\right\rangle . \tag{9.5}
\end{align*}
$$

We can see the three familiar connected terms which we have discussed in Chapters 7 and 8 , and the nine disconnected terms which include flavour-diagonal and offdiagonal contributions.

### 9.1. Lattice Methods

As we have discussed earlier in Section 5.1.1, when computing the connected propagator we restricted ourselves to a single source location, $x=0$, in order to reduce the computational complexity, and compute the connected propagator as a point-to-all propagator. This is effective as a point-to-all propagator only takes a single inversion of the fermion matrix. In the case of the disconnected correlator, we require propagators which loop back on themselves, known as self-to-self or loop propagators. Because of this, we are required to invert the fermion matrix at all source locations in order to Fourier project the source, and compute the all-to-all propagator, from which we can extract the self-to-self propagator, effectively increasing the complexity by a factor of the lattice volume. This would result in the disconnected correlator being prohibitively computationally expensive.

In order to compute the disconnected contribution exactaly we are required to invert the fermion matrix at every lattice site, which requires an increase of $N_{s}^{3} \times N_{t}$ times
the number of inversions compared with the point-to-all propagator we have used for the connected contribution.

We attempt to solve this by introducing stochastic noise sources which we invert the fermion matrix against in order to approximate the propagator, following the methods laid out in [119, 120]. We do this by using an ensemble of $N_{r}$ noise sources generated using $\mathbb{Z}_{2}$ noise, $\left[\eta_{[r]}(x)\right]_{\alpha}^{a} \in\{-1,1\}$ where $a$ and $\alpha$ are colour and Dirac indices (see Table 2.1), which exhibit the the property

$$
\begin{equation*}
\lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r=1}^{N_{r}}\left[\eta_{[r]}(x)\right]_{\alpha}^{a}\left[\eta_{[r]}(y)\right]_{\beta}^{\dagger b}=\delta^{a b} \delta_{\alpha \beta} \delta_{x y} . \tag{9.6}
\end{equation*}
$$

$N_{r}$ is chosen such that the introduced stochastic noise is negligible when compared with the gauge noise. We obtain the solution vectors $\left[\psi_{[r]}(y)\right]_{\beta}^{b}$ from the inversion of the fermion matrix against the noise vector,

$$
\begin{equation*}
[M(z, y)]_{\gamma \beta}^{c b}\left[\psi_{[r]}(y)\right]_{\beta}^{b}=\left[\eta_{[r]}(z)\right]_{\gamma}^{c}, \tag{9.7}
\end{equation*}
$$

such that

$$
\begin{equation*}
\left[\psi_{[r]}(y)\right]_{\beta}^{b}=\left[M^{-1}(y, z)\right]_{\beta \gamma}^{b c}\left[\eta_{[r]}(z)\right]_{\gamma}^{c} . \tag{9.8}
\end{equation*}
$$

Using the identity in Eq. 9.6, we can write the propagator in terms of the solution vectors $\left[\psi_{[r]}(y)\right]_{\beta}^{b}$ :

$$
\begin{align*}
{[S(y, x)]_{\beta \alpha}^{b a} } & =\lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r=1}^{N_{r}}\left[\psi_{[r]}(y)\right]_{\beta}^{b}\left[\eta_{[r]}^{\dagger}(x)\right]_{\alpha}^{a}, \\
& =\lim _{N_{r} \rightarrow \infty} \frac{1}{N_{r}} \sum_{r=1}^{N_{r}}\left[M^{-1}(y, z)\right]_{\beta \gamma}^{b c}\left[\eta_{[r]}(z)\right]_{\gamma}^{c}\left[\eta_{[r]}^{\dagger}(x)\right]_{\alpha}^{a}, \\
& =\left[M^{-1}(y, z)\right]_{\beta \gamma}^{b c} \delta^{a c} \delta_{\alpha \gamma} \delta_{z x}, \\
& =\left[M^{-1}(y, x)\right]_{\beta \alpha}^{b a} . \tag{9.9}
\end{align*}
$$

This is the basis of computing an estimate of the all-to-all propagator using noise sources. In order to recover the exact propagator, we require infinitely many noise sources to fully cancel the $\mathcal{O}(1)$ noise, however in practice, even with a very limited number of noise sources we are able to achieve a suitably precise estimate of the prop-
agator [121], as we only require that the estimate is more precise than the existing gauge noise.

### 9.1.1. Wall-source dilution

One improvement we can make to the stochastic estimate of the propagator is to dilute our noise source in time, spin and colour such that we can write the noise source as

$$
\begin{equation*}
\eta_{[r]}(x)=\sum_{i=1}^{N_{d}} \eta_{[r]}^{i}(\vec{x}, t) \tag{9.10}
\end{equation*}
$$

where $N_{d}=N_{t} \times N_{c} \times N_{s}$, and only one term in the sum is non-zero for each unique combination of time, spin and colour. We can represent this pictorially as

$$
\left(\begin{array}{c}
\eta_{1}  \tag{9.11}\\
\eta_{2} \\
\eta_{3} \\
\vdots
\end{array}\right)=\left(\begin{array}{c}
\eta_{1} \\
0 \\
0 \\
\vdots
\end{array}\right)+\left(\begin{array}{c}
0 \\
\eta_{2} \\
0 \\
\vdots
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
\eta_{3} \\
\vdots
\end{array}\right)+\ldots
$$

where the column vectors in the sum on the right-hand side are the individual $\eta_{[r]}^{i}(\vec{x}, t)$. This method will require $N_{d}$ more inversions than if we performed no such dilution, however it has been seen that noise is reduced faster via the use of dilution than by simply introducing additional stochastic noise sources [119].

## Spatial interlacing

If one was to introduce full spatial dilution in addition to the time, spin and colour dilution described above, we would effectively be inverting against a point source at every single lattice site, and compute the full all-to-all propagator. As already mentioned, this is prohibitively expensive, so we introduce an alternative approach to introduce a form of spatial dilution. The method used in this work is known as interlacing, whereby the full spatial volume is split into several subsets, $X_{i}$, which have no overlap and return the full spatial volume in their union. The noise vector can then be written in terms of
these subsets as (making the spin and colour dilution explicit, at a specific time)

$$
\begin{equation*}
\left[\eta_{[r]}^{i}\left(\vec{x}, t_{0}\right)\right]_{\alpha \alpha^{\prime}}^{a a^{\prime}}=\zeta_{[r]}(\vec{x}) \delta_{a a^{\prime}} \delta_{\alpha \alpha^{\prime}} \delta_{\vec{x} \in X_{i}} \tag{9.12}
\end{equation*}
$$

where $\zeta_{[r]}(\vec{x})$ is a spatial $\mathbb{Z}_{2}$ noise vector, and $\delta_{\vec{x} \in X_{i}}=1$ if $\vec{x} \in X_{i}$, and zero otherwise. The propagator can then be computed in the usual way for each dilution element of the noise vector, and summed to construct the full approximation of the all-to-all propagator.

In this work we have chosen to include 8 subsets $X_{i}$ over which to perform the spatial interlacing. The subsets $X_{i}$ are constructed by first creating a mask which selects every second point in each spatial direction, and then shifting that mask in all combinations of either zero or one step in each spatial direction. This creates eight distinct masks, each centred on locations: $(0,0,0),(1,0,0),(0,1,0),(0,0,1),(1,1,0),(1,0,1)$, $(0,1,1),(1,1,1)$.

This is shown pictorially in two-dimensions in Figure 9.3.

### 9.2. Results

In this exploratory study we have only considered a single ensemble at the SU(3)symmetric point, with a volume of $24^{3} \times 48$. As such, we have degenerate down and strange quarks and a distinct up quark, and hence are in the U-spin limit (in contrast with the isospin limit, where we have up-down degeneracy). Due to this down-strange degeneracy, the disconnected contributions in Eq. 9.5 can be further simplified to

$$
\begin{align*}
\left\langle J_{k}(x) J_{k}(y)\right\rangle_{d i s}= & \frac{4}{9} u u_{d i s}(x, y)-\frac{2}{9} u d_{d i s}(x, y)-\frac{2}{9} u d_{d i s}(x, y) \\
& -\frac{2}{9} d u_{d i s}(x, y)+\frac{1}{9} d d_{d i s}(x, y)+\frac{1}{9} d d_{d i s}(x, y) \\
& -\frac{2}{9} d u_{d i s}(x, y)+\frac{1}{9} d d_{d i s}(x, y)+\frac{1}{9} d d_{d i s}(x, y)  \tag{9.13}\\
= & \frac{4}{9} u u_{d i s}(x, y)-\frac{4}{9} u d_{d i s}(x, y)-\frac{4}{9} d u_{d i s}(x, y) \\
& +\frac{4}{9} d d_{d i s}(x, y) . \tag{9.14}
\end{align*}
$$

In the case of pure QCD, this term is equal to zero at the $\mathrm{SU}(3)$-symmetric point as the quark masses are all the same and so the up and down quarks will become


Figure 9.3. Two-dimensional representation of the interlacing, with masked spatial points marked with the red outline. Interlacing mask centred at marked spatial location. In the full three-dimensional space these four masks will be duplicated with a unit shift in the third dimension.
degenerate. In the case where QED is included, however, even when their masses have been tuned to be the same, as is roughly the case here, the up and down quarks are distinguished by electric charge. This means that any non-zero result in Eq. 9.14 at the $\mathrm{SU}(3)$-symmetric point is due to QED contributions.

In order to isolate the disconnected effects, we are able to compare the results for the full correlator (i.e. with both the connected and disconnected correlators included), with results from just the connected correlator. As we expect the disconnected correlator to be small [62] relative to the connected correlator, we can compute a value for $a_{\mu}^{\mathrm{HVP}}$ using the time-momentum method laid out in Section 7.2 for both the full correlator and the purely connected correlator, and by taking the difference we find the result due to the disconnected contributions:

$$
\begin{equation*}
a_{\mu, d i s}^{\mathrm{HVP}}=a_{\mu, c o n+d i s}^{\mathrm{HVP}}-a_{\mu, c o n}^{\mathrm{HVP}} \tag{9.15}
\end{equation*}
$$

By performing this subtraction at the bootstrap level, any uncertainty due to the connected part should be highly correlated and removed.

Computing the disconnected contribution in this manner, rather than performing the analysis directly on the purely disconnected correlator, has two major advantages. Firstly, it makes the analysis identical to the purely connected case, which provides us with confidence in the methodology and lowers the chance of mistakes in the analysis. Secondly, as the effect we are seeking is expected to be small, this can lead to instability in the fitting process due to the relatively large uncertainties. By using the full correlator, we have a smaller relative uncertainty which leads to the fitting process being much more stable and reliable. As mentioned above, by performing the subtraction at the bootstrap level, we remove any noise due to the purely connected part.

As before when considering only the connected contribution, we must be careful when selecting the fit window for the tail of the correlator so as not to introduce any systematic errors. In Figure 9.4 we have considered a range of fit windows with the start time ranging from 10 to 15 , and the end of the window ranging from time 15 to 18.

The small magnitude of the disconnected contribution leads to a dependence on the choice of fit window. In order to avoid the introduction of any systematic effects to our result, we combine results from all the windows using a weighting which combines the $\chi^{2}$, window size and uncertainty from each window. The method used is defined in Ref. [122].

For a set of $N$ fit windows, we obtain the central value and statistical uncertainty squared by simply taking a weighted average of each fit result and statistical uncertainty squared,

$$
\begin{align*}
\bar{a}_{\mu} & =\sum_{f=1}^{N} w^{f} a_{\mu}^{f},  \tag{9.16}\\
\delta_{\text {stat }} \bar{a}_{\mu}^{2} & =\sum_{f=1}^{N} w^{f}\left(\delta a_{\mu}^{f}\right)^{2}, \tag{9.17}
\end{align*}
$$

for some weighting $w^{f}$, where $f$ labels the fit window. The systematic error introduced by the weighting can be expressed as

$$
\begin{equation*}
\delta_{\mathrm{sys}} \bar{a}_{\mu}^{2}=\sum_{f=1}^{N} w^{f}\left(a_{\mu}^{f}-\bar{a}_{\mu}\right)^{2}, \tag{9.18}
\end{equation*}
$$

and the total uncertainty can then be found by adding these two uncertainties in quadrature,

$$
\begin{equation*}
\delta \bar{a}_{\mu}=\sqrt{\delta_{\mathrm{stat}} \bar{a}_{\mu}^{2}+\delta_{\mathrm{sys}} \bar{a}_{\mu}^{2}} . \tag{9.19}
\end{equation*}
$$

The weights $w_{f}$ are determined in such a way as to penalise fits with large $\chi^{2} /$ dof or a large statistical uncertainty, $\delta a_{\mu}^{f}$. To achieve this we use the weights

$$
\begin{equation*}
w^{f}=\frac{p^{f}\left(\delta a_{\mu}^{f}\right)^{-2}}{\sum_{f^{\prime}=1}^{N} p^{f^{\prime}}\left(\delta a_{\mu}^{f^{\prime}}\right)^{-2}}, \tag{9.20}
\end{equation*}
$$

where $p^{f}=\Gamma\left(N_{d o f} / 2, \chi_{f}^{2} / 2\right) / \Gamma\left(N_{d o f} / 2\right)$, and $\Gamma(x, y)$ is the upper incomplete gamma function, and $\Gamma(x)$ is the regular gamma function.

The weighted average leads to a disconnected contribution at the $\mathrm{SU}(3)$ symmetric point of $-0.7(14) \times 10^{-11}$. While this result is consistent with zero, it also has a strong negative bias. We are unable to draw a strong conclusion from this data about the magnitude of the QED effects on the disconnected contribution from this, however it does suggest that the method used is able to resolve disconnected effects.

As an exploratory calculation, we can compare the central value of the QED correction to the disconnected values found by other lattice studies using pure QCD results. In order to do this we will assume that the QED correction is independent of quark


Figure 9.4. Disconnected QCD contribution over multiple fit windows, shown by the red points. The shaded region indicates the weighted average over the windows. The bottom plot shows the weighting used for each window.

| Collaboration | $a_{\mu, \text { disc }}^{\text {HVP,LO }}$ | Ref. |
| :--- | :--- | :--- |
| BMW | $-13.15(182) \times 10^{-10}$ | $[9]$ |
| RBC/UKQCD | $-11.2(40) \times 10^{-10}$ | $[58]$ |
| CLS/Mainz | $-23.2(50) \times 10^{-10}$ | $[62]$ |

Table 9.1. Disconnected contribution to $a_{\mu}^{H V P}$ from other lattice studies
mass. While this is not strictly true, Figure 8.1 shows us that the mass dependence of the QED correction in the connected contributions are relatively small. Table 9.1 lists results for the disconnected contribution from several groups, which give an average disconnected contribution of $a_{\mu, \text { disc }}^{\mathrm{HVP}, \mathrm{LO}}=-15.8(2) \times 10^{-10}$ [5]. Taking the ratio of the QED correction and the QCD disconnected contribution, we estimate the QED correction to be $\mathcal{O}(0.5 \%)$, which is in agreement with the QED corrections found in Table 8.1 for the connected contribution.

This result serves as a first step in our analysis of the QED effects to the disconnected contribution, and indicates that this line of enquiry should be pursued in future work.

## Chapter 10.

## Conclusion

With the first results from Fermilab's E989 experiment for the anomalous magnetic moment of the muon expected very soon, this is a very exciting time for $g-2$ studies. Improvements to the SM calculation will be key in taking advantage of the new experimental results, and resolving the standing $3.7 \sigma$ discrepancy.

This thesis presents a detailed overview of the work performed to calculate the leading order hadronic contribution of the anomalous magnetic moment of the muon, focusing on the QED corrections to this contribution, using lattice gauge theories.

Chapter 2 provided a overview of the theories of QED and QCD, which served as a basis for Chapter 3, where we discussed the current state of research into the anomalous magnetic moment of the muon, first looking at the experimental results and methods used to measure $a_{\mu}$, and then going though the current state of the SM calculation. Here we justified why we focus our efforts on the hadronic contribution using lattice methods, and particularly focusing our investigation on the small QED corrections to this contribution.

We then followed this with a summary of how we formulate our theory onto the lattice, and are able to use this to calculate expectation values of operators. This also included a discussion of the various lattice systematics. We also looked at calculating the vector current renormalisation, which allows us to use the local vector current at the source and reduce the computational cost of the calculation.

In Chapter 7 we presented the method used to compute $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$ on the lattice using two methods: The hadronic vacuum polarisation tensor approach and the timemomentum representation.

Using the hadronic vacuum polarisation tensor approach, we found there exist substantial finite-volume effects in the small, $32^{3} \times 64$ volume. The larger, $48^{3} \times 96$ volume has smaller finite-volume effects, but they are still not fully under control and we must be careful to correct for them.

Using the time-momentum representation, we were able to extract a result for the leading order hadronic contribution of $a_{\mu}^{\text {HVP,LO }}=603(23) \times 10^{-10}$ on the $48^{3} \times 96$ volume. Comparing with other lattice results for up, down and strange quarks, which range from $\approx 670-730 \times 10^{-10}$ (See Table 7.8), our result appears to be a little low. We propose two possible causes for this. The first is that we are unable to fully include the $\mathcal{O}(a)$ improvements, because the improvement coefficient $c_{\nu}$ is currently unknown on our gauge field configurations. While this may affect our calculated value for $a_{\mu}^{\mathrm{HVP}, \mathrm{LO}}$, we have shown that this term is unlikely to have any effect on the QED contributions, and so this is not a major concern. The other possible cause is an incomplete finite-volume correction. While the finite-volume correction applied has reduced the disagreement between the two lattice volumes we have used in this study, there still remains a discrepancy between these results. Further investigation of the finite-volume effects should be performed in future work.

In Chapter 8 we looked at extracting the QED corrections, and found that QED corrections contributed at $0.2(1) \%$. While relatively small, this correction is becoming increasingly important as we move to higher and higher precision calculations. Current lattice targets aim for a precision of greater than $0.5 \%$, so QED corrections will fast become the dominant uncertainty if not correctly accounted for. This makes it crucial that we have a complete understanding of the QED corrections.

Finally, in Chapter 9 we present an initial investigation into the disconnected contribution including all QCD+QED terms. At the $S U(3)$ symmetric point we found the disconnected contribution to have a value of $-0.7(14) \times 10^{-11}$. While consistent with zero, this result is strongly skewed negative which requires further research to reduce the uncertainty, and investigate the size of QED corrections to the disconnected term away from the $\mathrm{SU}(3)$ symmetric point. As an exploratory calculation we compare the central value of the QED correction we find for the disconnected contribution, with the pure QCD contribution calculated in other lattice studies. In this way we estimate the QED correction to be $\mathcal{O}(0.5 \%)$, which is comparable with the size of the QED correction found for the connected term.

## Appendix A.

## Gamma Matrices

The following appendix draws from Ref. [123].

## A.1. Pauli Matrices

The Pauli spin-matrices are

$$
\sigma_{1}=\left(\begin{array}{ll}
0 & 1  \tag{A.1}\\
1 & 0
\end{array}\right), \sigma_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right),
$$

which satisfy the identity

$$
\begin{equation*}
\sigma_{j} \sigma_{k}=\delta_{j k}+i \epsilon_{j k l} \sigma_{l} . \tag{A.2}
\end{equation*}
$$

The Pauli matrices are often written as $\vec{\sigma}=\sigma_{1,2,3}$.

## A.2. Gamma Matrices

The gamma matrices satisfy the anti-commutator relation

$$
\begin{equation*}
\left\{\gamma_{\mu}, \gamma_{\nu}\right\}=2 \delta_{\mu \nu} . \tag{A.3}
\end{equation*}
$$

We can write the gamma matrices in terms of the Identity and Pauli matrices. Using the $2 \otimes 2$ block notation, the gamma matrices can be written in the Dirac representation as

$$
\gamma^{0}=\left(\begin{array}{cc}
\mathbb{I} & 0  \tag{A.4}\\
0 & -\mathbb{I}
\end{array}\right), \vec{\gamma}=\left(\begin{array}{cc}
0 & \vec{\sigma} \\
-\vec{\sigma} & 0
\end{array}\right), \gamma_{5}=i \gamma_{1} \gamma_{2} \gamma_{3} \gamma^{0}=\gamma_{5}^{\dagger}=\left(\begin{array}{ll}
0 & \mathbb{I} \\
\mathbb{I} & 0
\end{array}\right) .
$$

An example of a Euclidean representation is the Pauli representation, also known as the Sakurai representation. In a Euclidean representation the gamma matrices are Hermitian. In the Pauli representation they are written as

$$
\gamma_{4}=\left(\begin{array}{cc}
\mathbb{I} & 0  \tag{A.5}\\
0 & -\mathbb{I}
\end{array}\right), \vec{\gamma}=\left(\begin{array}{cc}
0 & -i \vec{\sigma} \\
i \vec{\sigma} & 0
\end{array}\right), \gamma_{5}=\gamma_{1} \gamma_{2} \gamma_{3} \gamma_{4}=\gamma_{5}^{\dagger}=-\left(\begin{array}{ll}
0 & \mathbb{I} \\
\mathbb{I} & 0
\end{array}\right) .
$$

## A.3. Gell-Mann matrices

The eight $3 \times 3$ Gell-Mann matrices are [124]

$$
\begin{array}{ll}
t_{1}=\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) & t_{2}=\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \quad t_{3}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 0
\end{array}\right) \\
t_{4}=\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right) \\
t_{5}=\left(\begin{array}{ccc}
0 & 0 & -1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right) \quad t_{6}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right)  \tag{A.6}\\
t_{7}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right) \quad t_{8}=\left(\begin{array}{ccc}
\frac{1}{\sqrt{3}} & 0 & 0 \\
0 & \frac{1}{\sqrt{3}} & 0 \\
0 & 0 & \frac{-2}{\sqrt{3}}
\end{array}\right)
\end{array}
$$

## Appendix B.

## Lattice Appendix

## B.1. The Plaquette

The plaquette is written as

$$
\begin{equation*}
P_{\mu \nu}(x)=U_{\mu}(x) U_{\nu}(x+a \hat{\mu}) U_{\mu}^{\dagger}(x+a \hat{\nu}) U_{\nu}^{\dagger}(x) . \tag{B.1}
\end{equation*}
$$

We can expand each term as

$$
\begin{equation*}
U_{\nu}(x+a \hat{\mu})=\exp \left(-i g a A_{\nu}(x+a \hat{\mu})\right) . \tag{B.2}
\end{equation*}
$$

By applying the Baker-Campbell-Hausdorff identity [125]

$$
\begin{equation*}
\exp (A) \exp (B)=\exp \left(A+B+\frac{1}{2}[A, B]+\ldots\right) \tag{B.3}
\end{equation*}
$$

to Eq. B.1, and using the expansion of each term, we can write the plaquette as

$$
\begin{align*}
P_{\mu \nu}(x)=\exp ( & -i g a A_{\mu}(x)-i g a A_{\nu}(x+a \hat{\mu})-\frac{1}{2} g^{2} a^{2}\left[A_{\mu}(x), A_{\nu}(x+a \hat{\mu})\right] \\
& +i g a A_{\mu}(x+a \hat{\nu})+i g a A_{\nu}(x)-\frac{1}{2} g^{2} a^{2}\left[A_{\mu}(x+\hat{\nu}), A_{\nu}(x)\right] \\
& +\frac{1}{2} g^{2} a^{2}\left[A_{\mu}(x), A_{\mu}(x+a \hat{\nu})\right]+\frac{1}{2} g^{2} a^{2}\left[A_{\mu}(x), A_{\nu}(x)\right] \\
& \left.+\frac{1}{2} g^{2} a^{2}\left[A_{\nu}(x+a \hat{\mu}), A_{\mu}(x+a \hat{\nu})\right]+\frac{1}{2} g^{2} a^{2}\left[A_{\nu}(x+a \hat{\mu}), A_{\nu}(x)\right]+\mathcal{O}\left(a^{3}\right)\right) . \tag{B.4}
\end{align*}
$$

We can now perform a Taylor expansion on the gauge fields with shifted arguments, ie. $A_{\nu}(x+a \hat{\mu})$,

$$
\begin{equation*}
A_{\nu}(x+a \hat{\mu})=A_{\nu}(x)+a \partial_{\mu} A_{\nu}(x)+\mathcal{O}\left(a^{2}\right) \tag{B.5}
\end{equation*}
$$

We will first consider the non-commutator terms of Eq. B. 4

$$
\begin{align*}
& -i g a A_{\mu}(x)-i g a A_{\nu}(x+a \hat{\mu})+i g a A_{\mu}(x+a \hat{\nu})+i g a A_{\nu}(x) \\
& \quad=i g a\left(-A_{\mu}(x)-A_{\nu}(x)-a \partial_{\mu} A_{\nu}(x)+A_{\mu}(x)+a \partial_{\nu} A_{\mu}(x)+A_{\nu}(x)+\mathcal{O}\left(a^{2}\right)\right. \\
& \quad=i g a^{2}\left(\partial_{\nu} A_{\mu}(x)-\partial_{\mu} A_{\nu}(x)\right)+\mathcal{O}\left(a^{3}\right) . \tag{B.6}
\end{align*}
$$

The commutators with shifted gauge fields in Eq. B. 4 can be written as

$$
\begin{align*}
{\left[A_{\mu}(x), A_{\nu}(x+a \hat{\mu})\right] } & =\left[A_{\mu}(x), A_{\nu}(x)\right]+a\left[A_{\mu}(x), \partial_{\mu} A_{\nu}(x)\right]+\mathcal{O}\left(a^{2}\right) \\
{\left[A_{\mu}(x+a \hat{\nu}), A_{\nu}(x)\right] } & =\left[A_{\mu}(x), A_{\nu}(x)\right]+a\left[\partial \nu A_{\mu}(x), A_{\nu}(x)\right]+\mathcal{O}\left(a^{2}\right) \\
{\left[A_{\mu}(x), A_{\mu}(x+a \hat{\nu})\right] } & =\left[A_{\mu}(x), A_{\mu}(x)\right]+a\left[A_{\mu}(x), \partial_{\nu} A_{\mu}(x)\right]+\mathcal{O}\left(a^{2}\right) \\
{\left[A_{\nu}(x+a \hat{\mu}), A_{\mu}(x+a \hat{\nu})\right] } & =\left[A_{\nu}(x), A_{\mu}(x)\right]+a\left[\partial_{\mu} A_{\nu}(x), A_{\mu}(x)\right]+a\left[A_{\nu}(x), \partial_{\nu} A_{\mu}(x)\right]+\mathcal{O}\left(a^{2}\right) \\
{\left[A_{\nu}(x+a \hat{\mu}), A_{\nu}(x)\right] } & =\left[A_{\nu}(x), A_{\nu}(x)\right]+a\left[\partial_{\mu} A_{\nu}(x), A_{\nu}(x)\right]+\mathcal{O}\left(a^{2}\right) . \tag{B.7}
\end{align*}
$$

We can now use the fact that $A_{\mu}, A_{\nu}$ are Hermitian, and the definition of the field strength tensor

$$
\begin{equation*}
G_{\mu \nu}(x)=\partial_{\mu} A_{\nu}(x)-\partial_{\nu} A_{\mu}(x)+i g\left[A_{\mu}(x), A_{\nu}(x)\right] \tag{B.8}
\end{equation*}
$$

we can substitute these terms back into the plaquette

$$
\begin{align*}
P_{\mu \nu}(x) & =\exp \left(-i g a^{2}\left(\partial_{\mu} A_{\nu}(x)-\partial_{\nu} A_{\mu}(x)\right)+g^{2} a^{2}\left[A_{\nu}(x), A_{\mu}(x)\right]+\mathcal{O}\left(a^{3}\right)\right) \\
& =\exp \left(-i g a^{2}\left(\partial_{\mu} A_{\nu}(x)-\partial_{\nu} A_{\mu}(x)-i g\left[A_{\nu}(x), A_{\mu}(x)\right]\right)+\mathcal{O}\left(a^{3}\right)\right) \\
& =\exp \left(i g a^{2} G_{\mu \nu}(x)+\mathcal{O}\left(a^{3}\right)\right) \tag{B.9}
\end{align*}
$$

## B.2. Least squares fitting

In this thesis fits have been performed via a linear least squares minimisation procedure, using the routines provided by SciPy [126]. The $\chi^{2}$ per degree of freedom (dof) is minimised using

$$
\begin{equation*}
\frac{\chi^{2}}{d o f}=\frac{1}{n-m} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(y\left(t_{i}\right)-T\left(t_{i}\right)\right) C^{-1}\left(t_{i}, t_{j}\right)\left(y\left(t_{j}\right)-T\left(t_{j}\right)\right), \tag{B.10}
\end{equation*}
$$

where $m$ is the number of parameters being fitted, $n$ is the number of data points in the fit window, $y\left(t_{i}\right)$ is the fitted data points, $T\left(t_{i}\right)$ is the fitted value at $t_{i}$, and $C\left(t_{i}, t_{j}\right)$ is the covariance matrix of the fitted data points, estimated from the bootstrap subensembles.

## Appendix C.

## List of Calculated Values

## C.1. Quark Masses

In order to better constrain the coefficients of the flavour breaking-expansion laid out in Section 5.2 .5 we employ a a range of partially-quenched valence quarks, corresponding to the neutral pseudoscalar meson mass in range $230 \mathrm{MeV} \lesssim m_{\bar{q} q} \lesssim 790 \mathrm{MeV}$. The full list of values used is displayed on the next two pages.

## C.2. Vector Current Renormalisation

The full list of $Z_{V}^{f}$ values calculated for each valence quark mass/charge combination on each gauge ensemble are listed in the next two pages.

## C.3. Finite-Volume Corrections

The full list of finite-volume corrections for $a_{\mu}^{\mathrm{HVP}}$ calculated for each valence quark mass/charge combination on each gauge ensemble are listed in the next two pages.

| Ensemble | Valence $\kappa$ | Charge | $m_{\bar{q} q}[\mathrm{GeV}]$ | $Z_{v}$ | $\Delta a_{\mu}^{\text {HVP }}$ |
| :---: | :--- | :---: | :---: | :--- | :--- |
| A | 0.123850 | $2 / 3$ | $0.754(3)$ | $0.8465(11)$ | $6.88 \times 10^{-10}$ |
|  | 0.124362 | $2 / 3$ | $0.431(1)$ | $0.8296(25)$ | $5.29 \times 10^{-9}$ |
|  | 0.1243838 | $2 / 3$ | $0.413(1)^{*}$ | $0.8260(22)$ | $7.23 \times 10^{-10}$ |
|  | 0.124520 | $2 / 3$ | $0.270(2)$ | $0.8179(50)$ | $1.24 \times 10^{-8}$ |
|  | 0.121100 | $-1 / 3$ | $0.784(3)$ | $0.8848(14)$ | $6.08 \times 10^{-10}$ |
|  | 0.121713 | $-1 / 3$ | $0.407(1)$ | $0.8625(38)$ | $6.68 \times 10^{-9}$ |
|  | 0.1217026 | $-1 / 3$ | $0.414(1)^{*}$ | $0.8620(14)$ | $7.94 \times 10^{-10}$ |
|  | 0.121865 | $-1 / 3$ | $0.235(6)$ | $0.8504(61)$ | $1.56 \times 10^{-8}$ |
|  | 0.120240 | 0 | $0.760(4)$ | $0.8959(13)$ | $6.92 \times 10^{-10}$ |
|  | 0.1208142 | 0 | $0.412(1)^{*}$ | $0.8733(18)$ | $8.13 \times 10^{-10}$ |
|  | 0.120855 | 0 | $0.378(1)$ | $0.8708(10)$ | $7.95 \times 10^{-9}$ |
|  | 0.123850 | $2 / 3$ | $0.755(2)$ | $0.8466(13)$ | $7.06 \times 10^{-10}$ |
|  | 0.124440 | $2 / 3$ | $0.360(2)$ | $0.8267(94)$ | $8.50 \times 10^{-9}$ |
|  | 0.124520 | $2 / 3$ | $0.272(2)$ | $0.8108(41)$ | $1.39 \times 10^{-8}$ |
|  | 0.121100 | $-1 / 3$ | $0.788(2)$ | $0.8851(16)$ | $5.97 \times 10^{-10}$ |
|  | 0.121676 | $-1 / 3$ | $0.459(1)$ | $0.8631(16)$ | $5.56 \times 10^{-9}$ |
|  | 0.121865 | $-1 / 3$ | $0.243(2)$ | $0.8568(56)$ | $1.58 \times 10^{-8}$ |
|  | 0.120240 | 0 | $0.770(2)$ | $0.8965(15)$ | $6.88 \times 10^{-10}$ |
|  | 0.120855 | 0 | $0.369(2)$ | $0.8717(39)$ | $8.14 \times 10^{-9}$ |
|  | 0.123850 | $2 / 3$ | $0.758(2)$ | $0.380(1)$ | $8.37 \times 10^{-10}$ |
|  | 0.124508 | $2 / 3$ | $0.293(2)$ | $0.8192(21)$ | $1.82 \times 10^{-8}$ |
|  | 0.124520 | $2 / 3$ | $0.280(2)$ | $0.8187(17)$ | $2.36 \times 10^{-9}$ |
|  | 0.121100 | $-1 / 3$ | $0.788(2)$ | $0.8852(6)$ | $6.99 \times 10^{-10}$ |
|  | 0.121821 | $-1 / 3$ | $0.307(2)$ | $0.8587(85)$ | $1.68 \times 10^{-8}$ |
|  | 0.121466 | $-1 / 3$ | $0.586(2)$ | $0.8692(9)$ | $2.76 \times 10^{-9}$ |
|  | 0.121865 | $-1 / 3$ | $0.255(2)$ | $0.8546(13)$ | $2.55 \times 10^{-9}$ |
| 0.120240 | 0 | $0.771(2)$ | $0.8963(7)$ | $8.09 \times 10^{-10}$ |  |
|  | 0.120855 | 0 | $0.384(1)$ | $0.8708(10)$ | $1.31 \times 10^{-9}$ |
|  |  |  |  |  |  |

Table C.1. Valence quark masses and charges used in this study. Ensemble details listed in Table 5.1, $\mathrm{SU}(3)$-symmetric point marked with *. Charge is in units of $e, m_{\bar{q} q}$ is the neutral pseudoscalar meson mass. $Z_{V}$ is the vector current renormalisation. $\Delta a_{\mu}^{\mathrm{HVP}}$ is the finite-volume correction to $a_{\mu}^{\mathrm{HVP}}$.

| Ensemble | Valence $\kappa$ | Charge | $m_{\bar{q} q}[\mathrm{GeV}]$ | $Z_{v}$ | $\Delta a_{\mu}^{\mathrm{HVP}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| D | 0.123859 | 2/3 | 0.764(4) | 0.8465(11) | $4.5 \times 10^{-11}$ |
|  | 0.124362 | 2/3 | 0.432(4) | 0.8296(25) | $8.64 \times 10^{-10}$ |
|  | 0.1243824 | 2/3 | $0.414(4)^{*}$ | 0.8260(22) | $9.82 \times 10^{-10}$ |
|  | 0.124520 | 2/3 | $0.255(5)$ | $0.8179(50)$ | $2.92 \times 10^{-9}$ |
|  | 0.121100 | $-1 / 3$ | $0.795(4)$ | $0.8848(14)$ | $3.84 \times 10^{-11}$ |
|  | 0.121713 | $-1 / 3$ | 0.410(3) | 0.8625(38) | $1.24 \times 10^{-9}$ |
|  | 0.1217032 | $-1 / 3$ | $0.419(3)^{*}$ | 0.8620(14) | $1.14 \times 10^{-9}$ |
|  | 0.121865 | $-1 / 3$ | 0.231(3) | $0.8504(61)$ | $4.08 \times 10^{-9}$ |
|  | 0.120240 | 0 | $0.773(4)$ | 0.8959(13) | $4.66 \times 10^{-11}$ |
|  | 0.1208135 | 0 | $0.416(3)^{*}$ | $0.8733(18)$ | $1.18 \times 10^{-9}$ |
|  | 0.120855 | 0 | 0.384(2) | $0.8708(13)$ | $1.6 \times 10^{-9}$ |
| E | 0.123850 | 2/3 | 0.758(4) | 0.8466(13) | $4.82 \times 10^{-11}$ |
|  | 0.124440 | 2/3 | 0.364(3) | 0.8267(94) | $1.77 \times 10^{-9}$ |
|  | 0.124520 | 2/3 | 0.266 (5) | 0.8109(41) | $3.56 \times 10^{-9}$ |
|  | 0.121100 | $-1 / 3$ | 0.791(4) | 0.8851(16) | $3.8 \times 10^{-11}$ |
|  | 0.121676 | -1/3 | 0.440(2) | 0.8631(16) | $3.43 \times 10^{-9}$ |
|  | 0.121865 | $-1 / 3$ | 0.230(9) | 0.8568(56) | $4.16 \times 10^{-9}$ |
|  | 0.120240 | 0 | 0.777 (4) | $0.8965(15)$ | $4.71 \times 10^{-11}$ |
|  | 0.120855 | 0 | 0.380(2) | 0.8717(39) | $1.67 \times 10^{-9}$ |
| F | 0.123850 | 2/3 | 0.639(3) | 0.8458(8) | $6.84 \times 10^{-11}$ |
|  | 0.124508 | 2/3 | 0.286(2) | 0.8192(21) | $6.55 \times 10^{-9}$ |
|  | 0.124508 | 2/3 | 0.273(2) | 0.8187(17) | $7.48 \times 10^{-9}$ |
|  | 0.121100 | $-1 / 3$ | 0.751(3) | 0.8852(6) | $5.12 \times 10^{-11}$ |
|  | 0.121821 | $-1 / 3$ | 0.300(2) | 0.8692(9) | $5.67 \times 10^{-9}$ |
|  | 0.121466 | $-1 / 3$ | 0.580(4) | 0.8692(9) | $3.86 \times 10^{-10}$ |
|  | 0.120240 | 0 | 0.689(4) | 0.8963(7) | $6.47 \times 10^{-11}$ |
|  | 0.120855 | 0 | 0.366(5) | 0.8708(10) | $3.03 \times 10^{-9}$ |

Table C.1. Valence quark masses and charges used in this study. Ensemble details listed in Table 5.1, $\mathrm{SU}(3)$-symmetric point marked with ${ }^{*}$. Charge is in units of $e, m_{\bar{q} q}$ is the neutral pseudoscalar meson mass. $Z_{V}$ is the vector current renormalisation. $\Delta a_{\mu}^{\mathrm{HVP}}$ is the finite-volume correction to $a_{\mu}^{\mathrm{HVP}}$.
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[^0]:    ${ }^{1}$ Quarks also interact with the $W^{ \pm}$and $Z^{0}$ bosons via the weak interaction, but this interaction will be neglected as its contributions to observables of interest here is much smaller than the uncertainty on any of our calculations

[^1]:    ${ }^{1}$ Note that this includes both the $2 \times 1$ and $1 \times 2$ rectangle.

