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Abstract

Utilising lattice Quantum Chromodynamics (QCD) to calculate nucleon

matrix elements allows us to gain great insight into the internal structure

of baryons that would be prohibitively difficult to access in physical experi-

ments. We can extract the electromagnetic and tensor form factors for not

only the proton but also the heavier octet baryons, including the sigma Σ

and cascade Ξ baryons. By utilising the properties of SU(3) flavour breaking

in a new method only recently published, we extrapolate our electromag-

netic and tensor form factors to the physical point.

We also investigate the transverse spin-dependent quark densities and how

the choice of baryon spin and quark spin polarisation affects the distribution

of quarks in a plane transverse to the baryon’s momentum. Presenting

the first lattice calculation extrapolated to the physical point, we compare

the proton to those in the heavier octet baryons. These densities show

interesting distortions that occur when the quark spin and baryon spin

polarisation are both aligned or anti-aligned and shows the dominance of

the baryon spin when determining the quark distribution inside the baryon.

Following a similar procedure to the transverse spin density, we analyse the

transverse ‘colour’ Lorentz force acting on a struck quark in deep inelastic

scattering experiments. Understanding the distribution of these forces could

offer a significant conceptual advance in the understanding of the force

mechanisms underlying confinement in QCD.
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Chapter 1

Introduction

Our understanding of modern particle physics has given us insight into the sub-atomic

world, including the particles that exist in this space and the corresponding interactions

between them, with the ultimate goal being a unified model to map such particles and

their interactions. One of the most important theories postulated in modern physics

is the Standard Model (SM), which provides a unified theory of the electromagnetic,

weak and strong interactions between fundamental particles.

Quantum Chromodynamics (QCD) is the field theory describing the strong interac-

tions, with an unbroken symmetry group, SU(3), associated with the ’colour’ charge of

the massless gauge bosons of the theory, gluons, and of the fundamental spin-1
2 spinor

fields, named quarks, which are bound together to form hadrons such as the protons

and neutrons, alongside more exotic matter. Prominent in QCD is asymptotic free-

dom, which states that the strength of the interaction of the particles of the theory,

quarks and gluons, becomes weaker at higher energies until the particles can be treated

as quasi-free. Conversely, at very small energy scales, colour confinement occurs that

makes it impossible to find free quarks or gluons. For the low energy regime we are in-

terested in, we must employ non-perturbative methods to calculate the QCD spectrum

or hadron matrix elements.

Lattice QCD is a non-perturbative tool that has been developed over the past forty

years, that allows for first principle calculations of low energy hadronic quantities, by

calculating path integrals on a finite-volume discretised lattice of points, approximating

space-time. On this lattice, a discrete version of the QCD action is developed, which

allows for large-scale computer simulations, with the outcome of numerical results of

physical observables. Lattice QCD has been able to provide remarkably precise mea-

surements of these low energy quantities. Discretising space-time and calculating ob-

servables comes with its own systematics that need to be taken into consideration, with

high computational expenses at low quark masses in the physical regime and divergent

effects that arise from the discretisation of the action, requiring renormalisation.
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1. INTRODUCTION

The quarks defined in QCD come in six ‘flavours’, which are found to have signif-

icantly different masses in certain cases. The Lie SU(3) group plays a role here as an

approximate symmetry of the three lightest flavours of quarks: the ‘up’, ‘down’ (collec-

tively ‘light’) and ‘strange’ quarks. This symmetry is broken due to the mass splittings

between these quarks. The effects of flavour symmetry breaking are of great theoretical

interest, and one of our aims is to utilise this effect on the matrix elements of octet

hyperons (baryons containing the strange quarks) in order to develop new methods of

overcoming the computational expense of physical mass quark calculations.

In this thesis, we will apply lattice QCD to investigate the inner structure of

hadrons. More precisely, we compute matrix elements that are related to the prob-

ability densities of quarks inside baryons. While the global features like charge, spin

and isospin are well known, there is still little known about their internal structure

because of the aforementioned confining nature of QCD. A detailed description of the

internal structure of hadrons in terms of the quarks and gluons can be obtained from

generalised parton distributions (GPDs). These generalised distributions have over the

years become a powerful tool leading to many new observations, including the trans-

verse quark spin distribution inside hadrons.

To this day the transverse spin structure of quarks in the proton is an intriguing

and relatively unknown aspect of baryon structure, and provides a unique perspective

on the structure of a hadron. We are able to access this spin structure through lattice

QCD and the calculation of the electromagnetic and tensor form factors of the octet

baryons as the lowest x moment of the GPDs.

While twist-2 GPDs allow for a determination of the distribution of partons on

the transverse plane, the twist-3 GPDs contain quark-gluon correlations that provide

information about the distribution of average transverse colour Lorentz force acting on

quarks across the proton. These two transverse properties greatly expand our under-

standing of the internal structure of hadrons and the distribution of quarks and forces

within the octet baryons.

Outline of this work

We begin with Chapter 2 as an opportunity to introduce some of the fundamental

theories that will be used through out this thesis, beginning with an outline of the

Standard Model and its relevance in our understanding of the quarks and the gauge

bosons. Following on from this we introduce the processes and challenges of QCD

and its mathematical formulation. We then seek to introduce the phenomenological

processes behind elastic scattering and deep inelastic scattering (DIS) experiments,

and how these processes lead to a deeper understanding of the internal structure of

matter through form factors and structure functions.

2



In Chapter 3, we introduce the non-perturbative numerical technique known as

‘lattice QCD’. This method involves looking into the fermion and gauge components

of the QCD action introduced in Chapter 2, and the necessary steps to discretise

space-time and momentum. We move on to constructing the necessary two-point and

three-point correlation functions that are vital to determining the matrix elements

relevant for determining the form factors of interest. We briefly discuss the systematics

of our computational simulations and the benefits and challenges we face when using

the lattice QCD method.

Following on in Chapter 4, we give a more in-depth look into the form factors,

and the information we can derive from their calculation. Using the matrix elements

discussed in the previous chapter, we demonstrate our method of calculating the elec-

tromagnetic and tensor form factors. We provide an updated lattice calculation of these

form factors with a new determination of the tensor form factors, and compare the pro-

ton with heavier octet baryons while hinting at how we will later use and improve upon

our determination of these form factors.

In Chapter 5, in order to remove additional divergences that arise during the dis-

cretisation of the action when using lattice QCD, we look to using the Regularisation

Independent Momentum (RI’-MOM) renormalisation scheme and later a conversion to

the more widely adapted Modified Minimal Subtraction (MS) scheme. We show the

method and the work done in order to calculate the multiplicative renormalisation con-

stants for a variety of operators across a large number of lattice volumes, spacings and

quark mass configurations.

In the next Chapter 6, we investigate the properties of SU(3) flavour symmetry

breaking with the aim of extrapolating our results to the physical quark mass, and

so introduce an extended method to include hadronic matrix elements. Using the

unique properties that come about from the construction of our lattice, where the

singlet mass is held constant along a mass trajectory, we find the mass expansion of

the matrix elements to be highly constrained. This property provides the opportunity

for extrapolation to the physical point of our matrix elements, and hence form factor

calculations. The work in this chapter has already appeared in a published form [1]

only recently, with additional tensor form factor results presented for the first time in

this thesis.

We use the form factors extrapolated to the physical point in Chapter 6 in order

to investigate the transverse spin structure of the octet baryons in Chapter 7. In

this chapter we will be looking at transverse spin density contour plots that allow us to

investigate the internal structure of the baryons with the transverse spin polarisation for

both quarks and the baryons chosen independently. This entails looking for correlations

between the quark and baryon spin, and the position of the quark in the transverse plane

with respect to the spin polarisations. These densities show the interesting effects that

3



1. INTRODUCTION

occur when the quark spin and baryon spin polarisation are both aligned or anti-aligned

and shows the dominance of the baryon spin when determining the quark distribution

inside the baryon.

Finally in Chapter 8, we look into the twist-3 component of the second moment of

the g2 structure function, d2. This matrix element has the semi-classical interpretation

as the average colour Lorentz force acting on the quark structure in DIS, the instant

after being hit by a virtual photon. This then motivates us to calculate the off-forward

matrix elements of d2, in order to construct a form factor describing this force. We can

then follow the procedure used in Chapter 7, in order to view the transverse ‘force’ form

factors for the first time. Calculating and understanding these ‘force’ form factors can

lead to a significant conceptual advance in our understanding of the force mechanisms

underlying confinement in QCD.

We finish with concluding remarks in Chapter 9.

4



Chapter 2

Quantum Chromodynamics

In this chapter we will be giving a brief introduction to some of the important theories

required to set the stage for work done in later chapters. We will begin with an intro-

duction to the Standard Model and its relevance in our understanding of the quarks

and bosons. Following this we briefly introduce the theory of Quantum Chromodynam-

ics (QCD) and its mathematical formulation which is important in understanding the

reasoning and limitations behind our computational simulation technique, lattice QCD,

which we go on to explain in Chapter 3. We then seek to discuss two phenomenological

processes and the part QCD has to play in describing them, with elastic scattering

giving rise to form factors discussed further in Chapter 4, and in-elastic scattering

providing the structure functions discussed in more depth in Chapter 8.

The Standard Model (SM) is one of the most important theories postulated in

modern physics, describing electromagnetism and both the strong and weak nuclear

forces, three quarters of the fundamental forces. The SM has lead to predictions of

the existence of the W± and Z0 bosons, and the top and charm quarks, long before

being experimentally proven and has survived countless challenges from experimental

results. With the confirmation of the Higgs boson [2, 3], all of the elementary particles

predicted in the Standard Model have been experimentally observed.

The theory explains how all atoms are constructed of the fundamental quarks, lep-

tons and gluons, with the three generations of quark flavours split into pairs, with the

lightest being the up and down flavour quarks, the heavier strange and charm pair, and

finally the top and bottom flavour pair as the heaviest. Similar to the quarks, we have

leptons paired into generations with the electron and corresponding electron neutrino,

the muon and muon neutrino, and finally tau and tau neutrino. The interaction of these

particles is through the exchange of spin-one gauge bosons, where these arise as a conse-

quence of a local gauge symmetry of SU(3)colour×SU(2)weak isospin×U(1)weak hypercharge.

The electromagnetic force is facilitated by the charge neutral massless photon, while

the weak nuclear force is mediated by the massive charged and neutral weak bosons

5



2. QUANTUM CHROMODYNAMICS

Figure 2.1: Elementary particles of the Standard Model. Showing each generation of

quark and lepton pairs, with their mass, charge and spin. Figure from [4].

(W± and Z0) and the strong nuclear force by a set of 8 gluons. These quarks, leptons

and Z and W bosons couple with the Higgs field to gain mass, the excitations of which

display the last boson described by SM, the spin-zero Higgs boson. These Elementary

SM particles are summarised in Fig. 2.1.

With our interest in investigating the internal structure of the nucleon, we focus

on the theory of Quantum Chromodynamics (QCD) and the relevant interactions for

baryons. We begin our discussion considering the three lightest quark flavours (up,

down and strange), we find the baryons, which are comprised of three quarks, can be

identified as belonging to either the decuplet, octet or singlet irreducible representations

of SU(3):

3⊗ 3⊗ 3→ 10⊕ 8⊕ 8⊕ 1 (2.1)

In this case, for the proton and neutron, which correspond to a spin-1
2 particle, with

hyper charge of Y = 2(Q − I3) = 1, with electric charge Q = +1 and 0, and iso-spin

I3 = 1
2(nu−nd), defined as the number of up and down quarks, nu and nd respectively.

The only possible combination of quarks to produce these quantum numbers are u, u, d

and d, d, u for the proton and neutron. We then must introduce a ‘colour’ charge into

our theory to account for the discovery of the ∆++(uuu) particle with three up quarks

all spin-up, which should not be allowed due to the Pauli exclusion theory. We do this

by simply attaching a colour SUc(3) charge to our quarks, but since all observed objects

are ‘colour neutral’ with this colour charge never observed, we must then assume that

6



n(udd) p(uud)

Σ−(dds) Σ0(uds)

Λ0(uds)

Σ+(uus)

Ξ−(dss) Ξ0(uss)

0

−1

−2
S

−1.0 −0.5 0.0 0.5 1.0
I3

∆−(ddd) ∆0(udd) ∆+(uud) ∆++(uuu)
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Σ∗ 0(uds)
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0

−1

−2

−3
S

−1.5 −1.0 −0.5 0.0 0.5 1.0 1.5
I3

Figure 2.2: Diagram of the Octet (left) and Decuplet (right) multiplets for the spin 1
2

and 3
2 baryons. The horizontal axes shows Iso-spin I3, the vertical axes shows Strangeness

S, and the diagonal lines depict electric charge Q.

we only find hadrons containing three colour charges anti-symmetrised to form a colour

singlet, or mesons with a colour charged quark and a colour anti-charged anti-quark.

In Fig. 2.2 we show the octet and decuplet baryon multiplets broken down in eq.

2.1. These plots show the 3rd component of Iso-spin (I3) along the horizontal axis, and

the strangeness (S) in the baryons along the vertical axis. The electric charge (Q) of

the baryons is aligned along the diagonal axes. In this work, we will focus primarily on

the Octet baryons, with specific focus on the proton p and the hyperons, sigma plus

Σ+ and the cascade zero Ξ0.

The theory of Quantum Chromodynamics describes all the strong-interaction physics

at all distance scales. Using the particles described above, we can begin to describe

how the quarks and gluons interact through a non-Abelian gauge field theory, where

this diverse physics is encapsulated in the Lagrangian of QCD, which despite it’s ap-

parently simple form poses tremendous theoretical challenges when it comes to deriving

the physical dynamics of a system. In the next section, we will look at the mathemat-

ical formulation of the Lagrangian, and how we can use it to calculate the physical

processes we are interested in.

7



2. QUANTUM CHROMODYNAMICS

2.1 Mathematical Formulation

The theory of Quantum Chromodynamics describes the strong interactions in physics

at every energy scale, from high energy particle collisions, to the low energy regime

where gluons and quarks bind together to form hadrons, as well as heavy matter de-

cays and properties of matter in extreme conditions. These physical situations are all

described by the Lagrangian of QCD, which is fully constrained by renormalisability,

and invariance under the local SU(3) gauge transformations of

ψ(x)→ ψ′(x) = U(x)ψ(x), (2.2)

Aµ(x)→ A′µ(x) = U(x)Aµ(x)U−1(x) +
i

g
(∂µU(x))U−1(x), (2.3)

where U(x) = exp(iφa(x)ta) defines an independent SU(3) transformation at every

point in space-time. The Lagrangian that describes these gauge field interactions is:

LQCD =
∑
q

ψ
i
q(iγ

µDij
µ − δijmq)ψ

j
q −

1

4
F (a)
µν F

(a)µν (2.4)

= ψ(i /D −Mq)ψ −
1

4
FµνF

µν (2.5)

where the second line shows the simplified notation where the colour indices i, j, the

flavour labels q = u, d, s and the SU(3) adjoint representation indices (a) are sup-

pressed. We see the vector nature of the strong force in the form of the γµ with Lorentz

index µ, and our non-zero quark masses on the diagonals of Mq = diag(mu,md,ms, ...).

The theory is based on the non-Abelian, compact and simple Lie group SU(3), which

we represent by a group of 3 × 3 complex unitary matrices with a unit determinant.

QCD is a gauge field theory describing the interactions between these ‘colour‘ charged

particles, thus we find the gluon field Aµ correpsonds to the (spin-1) gauge bosons and

denote quark fields ψ, describing spin-1
2 fermions that carry colour and flavour labels.

Quarks transform in the fundamental representation where the dimension is the de-

gree of the group, N = 3 for SU(3), and so the quarks form colour triplets. Through

QCD, the covariant derivative allows the coupling of the quarks to the gluons through

a coupling g, where the covariant derivative Dij
µ is defined as:

Dij
µ = δij∂µ − igtija Aaµ (2.6)

where ta = λa/2 where the λa, a = 1, 2, 3, ..., 8 are the Gell-Mann matrices with

Tr(λaλb) = δab defined in Appendix C. The non-Abelian gluon field strength tensor

is

F (a)
µν = ∂µA

a
ν − ∂νAaµ + gfabcA

b
µA

c
ν (2.7)

8



2.1 Mathematical Formulation

Figure 2.3: Running of the effective strong coupling αs as a function of the energy scale

Q from experimental results. Figure from [5].

with structure constants from the SU(3) Lie group. Since we find a non-linear term

in the gauge fields fabcA
b
µA

c
ν , we find that the kinetic energy of the gluons generate

self interactions between three or four gluons. It is these gluon self interactions which

generate many of the interesting features in QCD.

As a result of these gluon self interactions, the QCD coupling αs = g2/4π becomes

very small at high energies, thus allowing high-energy QCD to become almost a the-

ory of free partons that only interact with small quantum corrections, and as a result

allows us to use perturbative methods to calculate them. However at lower energies

the coupling term becomes much stronger and free quarks are never observed, instead

quarks are strongly-bound into colour-singlet hadrons. This phenomenon is termed

confinement, where the force between two colour charges doesn’t diminish as the dis-

tance between them increases. In Fig. 2.3, we show the QCD coupling αs as a function

of the energy scale Q. The asymptotic freedom of the QCD theory is where high-energy

reactions allow perturbative methods to be used at small distance scales, but low en-

ergy reactions employ strong QCD interactions and thus perturbation theory is not

applicable. To work at low-energy requires numerically discretising the QCD equations

using a non-perturbative method Lattice QCD, which we will investigate in detail in

Chapter 3.

9
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ke k′e

p′p

γ(q)

Figure 2.4: Figure showing the electron-nucleon interaction with initial momenta p and

ke and final momenta p′and k′e respectively.

2.2 Form Factors

Elastic electron-nucleon scattering is an experiment that has been studied extensively,

where electrons are scattered elastically off a nucleon. These experiments allow the

probing of the spatial, charge and magnetisation densities through the measurement of

the electromagnetic form factors [6]. With the first studies into the proton and neutron

back in the 1950’s [7, 8], even to this day, there is still much we have left to uncover

from determinations of these form factors [9]. With the increased precision of many

modern experimental determinations of the form factors [10–13], in order to match

this there have been many low-energy calculations using the non-perturbative method

lattice QCD [14–30].

During the process of elastic scattering, as depicted in Fig. 2.4, an electron with

initial momentum ke elastically scatters with a nucleon at initial momentum p, with a

momentum transfer of q ≡ p′− p = ke− k′e. The experimental ranges for the (Lorentz)

invariant, Q2 = −q2 are accessed in different experiments[11–13]. Using the assumption

of a single photon exchange (which can be justified by the small size of the fine structure

constant α ∼ 1
137), we can obtain the scattering amplitude

Tfi = (−ie)2ue(~k
′
e)γµue(

~ke)
−i
q2
〈~p′|Jµ(~q)|~p〉 (2.8)

Where Jµ is the electromagnetic current describing the interaction of the photon with

the (electrically) charged quarks

Jµ =
2

3
uγµu− 1

3
dγµd+

[
−1

3
sγµs

]
+ . . . (2.9)

10



2.3 Structure functions

By considering all of the unique vector terms, we find the decomposition of the hadronic

matrix element in eq. 2.9:

〈~p′|Jµ(~q)|~p〉 = u(~p′)

[
γµF1(q2) +

iσµνqν
mN

F2(q2)

]
u(~p), (2.10)

where mN is the mass of the nucleon, and F1(q2) and F2(q2) are the Dirac and Pauli

form factors respectively. At vanishing momentum transfer q2 ≡ qµqµ = 0, F1(0) gives

the electric charge, while F2 gives the anomalous magnetic moment of the nucleon. We

will continue our investigation of these form factors in more detail in Chapter 4, where

we will demonstrate the construction of the matrix elements and some of the properties

obtained from the electromagnetic and tensor form factors.

2.3 Structure functions

2.3.1 Deep Inelastic Scattering

Aside from form factors, another way to describe the structure of hadrons is through

Parton Distribution Functions (PDF), which describe the way momentum is distributed

among the quarks and gluons inside an unpolarised hadron, and spin-dependent PDF’s

for polarised hadrons. These PDF’s are determined via deep inelastic scattering ex-

periments (DIS), in which we still have the lepton-nucleon (usually electron-proton)

collisions, only now the transferred momentum is large enough such that the nucleon

is destroyed, as demonstrated in Fig. 2.5, where we depict an electron with initial mo-

mentum k collide with a proton with initial momentum p via the exchange of a virtual

photon γ with transferred momentum q, where we now differ from Fig. 2.4 and the

final state is no longer a proton, instead all possible final states X are included, with

total final momentum p′. In order to try and understand this field, there have been

many models formulated see for example [31–37], and experiments undertaken [38–41].

The scattering amplitude for deep inelastic scattering is similar to that of the form

factors,

Tfi = (−ie)2ue(~k
′
e)γµue(

~ke)
−i
q2
〈X|Jµ(~q)|~p〉, (2.11)

only now the final hadronic state X is an unknown state, where the initial and final

momenta of the target are still p and p′ and similarly the initial and final momenta

of the lepton k = (Ee,~k) and k′ = (E′e,
~k′) respectively. With the Bjorken scaling

parameter x and inverse ω defined as

ω ≡ 1

x
≡ 2mNν

Q2
=
−2p · q
q2

, ν ≡ p · q
mN

. (2.12)

11
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e−(k) e−(k′)

X(p′)P (p)

γ(q)

Figure 2.5: Figure demonstrating the deep inelastic scattering process of a Proton and

electron collision, producing a final state X.

The invariant mass in elastic scattering M2
X = (p + q)2 has to be fixed to a proton

final state M2
X = m2

N with x = ω = 1, but for the case in inelastic scattering, M2
X ≥

(mN + mπ)2 (from baryon number conservation) and so we can have any x ≤ 1, but

require a large enough Q2 = −q2, and for large Q2, xmax approaches 1. The cross

section for DIS can be written in the nucleon laboratory frame as

d2σ

dΩdE′e

∣∣∣∣
N lab. frame

=
α2

mNQ4

E′e
Ee
LµνW

µν (2.13)

where the leptonic tensor Lµν is given by

Lµν = k′µkν + k′νkµ − gµνk′ · k + iεµνρσs
ρ
eq
σ. (2.14)

If we consider inclusive processes, by summing over the final states X, we see that the

unknown hadronic tensor Wµν is then given as

Wµν =
1

4π

∫
d4xe−iq·x〈p|[Jµ(x), Jν(0)]|p〉

≡Wµν
S + iWµν

A (2.15)

where we have split the tensor into its symmetric and anti-symmetric pieces. By con-

serving the current and using parity and time reversal invariance, the Lorentz decom-

position of these tensors is given by

Wµν
S =

(
−gµν +

qµqν

q2

)
F1(x,Q2) +

1

mNν

(
pµ −

p · q
q2

qν

)
F2(x,Q2)

Wµν
A =

1

mNν
εµνρσqρsσg1(x,Q2) +

1

mNν
εµνρσqρ

(
sσ −

q · s
mNν

pσ

)
g2(x,Q2). (2.16)

12
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From eq. 2.14 and 2.16, the cross section in eq. 2.13 is then given by the unpolarised

structure functions F1 and F2, which carry information about the longitudinal parton

structure when summing over beam and target polarisations, and g1 and g2, which en-

code the corresponding longitudinal spin distributions when both the beam and target

are suitably polarised. The polarised structure functions g1 and g2, can be found exper-

imentally from the asymmetry factor A. For example, if considering a longitudinally

polarised muon (⇑) with respect to the beam direction and consider target protons

polarised either ↑ or ↓, we form

A =

d2σ⇑↑

dΩdE′e
− d2σ⇑↓

dΩdE′e
d2σ⇑↑

dΩdE′e
+ d2σ⇑↓

dΩdE′e

∝ (EeE
′
e)g1 − 2xmNg2

∝ g1 (2.17)

This style of experiment only measures the g1 structure function as g2 is suppressed

by O(1/Ee) with comparison to g1. If we instead use a transversely polarised proton

(⊥,>), we find A as

A =

d2σ⇑⊥

dΩdE′e
− d2σ⇑>

dΩdE′e
d2σ⇑⊥

dΩdE′e
+ d2σ⇑>

dΩdE′e

∝ νg1 + 2Eeg2

∝ g2, (2.18)

which picks out the g2 structure function. The g1 structure function has been measured

experimentally for years now [42] while the g2 is much more challenging to obtain.

2.3.2 Operator Product Expansion

In order to relate the structure functions to the matrix elements of local operators, we

have to use an Operator product expansion (OPE). When considering the product of

two currents eq. 2.15 at the limit x → 0 or (q → ∞), for scales larger than x, the

product instead looks like a single operator. We can then write [43]

lim
x→0
Oi(x)Oj(0) =

∑
k

Eijk(x)Oijk(0), (2.19)

where E are the Wilson coefficients calculated perturbatively for small distances. In

order to determine possible operators for the right hand side of eq. 2.19, a dimensional

analysis finds that we have an expansion in inverse powers of Q2, with expansion power

given by t − 2, where t is the twist of an operator defined by its dimension − spin.

‘Leading order’ terms must then be of twist t = 2 and are given by the symmetrised,

13



2. QUANTUM CHROMODYNAMICS

traceless parts of the quark bilinear operators, where all allowable operators must have

the form

Oµ1...µnq = in−1qγµ1
↔
D
µ2
...
↔
D
µn
q

Oµ1...µn5q = in−1qγµ1γ5

↔
D
µ2
...
↔
D
µn
q, (2.20)

where
↔
D =

→
D −

←
D and the symmetrised, traceless part of the operator is defined as

SOµ1...µn def
= O{µ1...µn} − Tr, (2.21)

where the subtracted trace terms are defined such that ηµiµjOµ1...µi...µj ...µn = 0. This

entire operation produces an operator with spin n, so where for example SO(5)q, the

derivatives and fields give dimension 3 + (n− 1), and so these operators all must have

twist 2. Thus for n = 2 we have

SOµ1µ2q = iq

[
γ{µ1

↔
Dµ2} − 1

4
ηµ1µ2γµ

↔
Dµ

]
q, (2.22)

and as n increases, so too does the complexity of these expressions.

The local operators eq. 2.20 as well as the hadron structure observables that are

based on them are related through moments in the momentum fraction x, given by the

integral

fn =

∫ 1

−1
dx xn−1f(x). (2.23)

If we consider moments of the polarised structure functions g1 and g2 from eq. 2.16,

we find

2

∫ 1

0
dxxng1(x,Q2) =

1

2

∑
f

e(f)
g1,na

(f)
n (µ) +O(1/Q2) (2.24)

2

∫ 1

0
dxxng2(x,Q2) =

1

2

n

n+ 1

∑
f

(e(f)
g2,nd

(f)
n (µ)− e(f)

g1,na
(f)
n (µ)) +O(1/Q2),

where e ≡ eMS(µ2/Q2, gMS(µ)) are the Wilson coefficients defined in the MS renormal-

isation scheme (described in more detail in Chapter 5). Here n is even and starts at

n = 2 and so an and dn are defined by [44]

〈~p,~s|O{σµ1...µn}5q − Tr|~p,~s〉 =
1

2
a(q)
n Su(~p,~s)γσγ5p

µ1 ...pµnu(~p,~s)

≡ a(q)
n

[
s{σpµ1 ...pµn} − Tr

]
(2.25)

〈~p,~s|O[σ{µ1]...µn}
5q − Tr|~p,~s〉 =

1

2

n

n+ 1
d(q)
n u(~p,~s)

[
(γσγ5p

{µ1γ5p
|σ|)pµ2 ...pµn} − Tr

]
u(~p,~s)

≡ n

n+ 1
d(q)
n

[
(sσp{µ1 − s{µ1p|σ|)pµ2 ...pµn} − Tr

]
(2.26)
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2.3 Structure functions

where, for example for three indices, the operator Oσ{µ1µ2}5q has been split into its

symmetric and mixed symmetric component pieces,

Oσ{µ1µ2}5q ≡ O{σµ1µ2}5q +O[σ{µ1]µ2}
5q . (2.27)

The mixed symmetric term O[σ{µ1]µ2}
5q does not contain a totally symmetric piece, thus

it has a spin of n− 1 and is thus twist-3. This means that g2 not only contains an the

so-called twist-2 Wandzura-Wilczek contribution to g2 [45], but also a separate twist-3

contribution dn. In Chapter 8, we will calculate the d2 twist-3 contribution to the g2

structure function, and further investigate the unique properties demonstrated by its

form factors.
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Chapter 3

Lattice QCD

Lattice QCD, first proposed in 1974 [46], is a method of calculating non-perturbative

QCD observables numerically and is derived from first-principles. Being the only direct

theoretical probe of QCD at low energies, lattice calculations are able to give us impor-

tant insight into a variety of physical phenomena such as hadron structure [47–49], the

hadron spectrum [50, 51], the vacuum structure [52–54] and the QCD phase diagram

[55–57] among others.

Based on the path integral formulation of QCD [58], expectation values of operators

are expressed as weighted integrals over fermion and gauge field configurations, using

a discretised version of the QCD theory to be solved explicitly on a four dimensional

lattice with three space dimensions and a time dimension. These lattices are defined

by a finite distance between each lattice grid point where the lattice spacing a must

be taken to the continuum limit a → 0 to connect to a physical interpretation. One

of the key advantages to lattice QCD is the precise control over the variables involved

in QCD, such as ‘turning off’ the disconnected vacuum loops and using non-physical

quark masses to better understand the non-perturbative results.

In this chapter we will be looking at the definitions of the fermion and gauge actions,

and the necessary steps to discretise the observable expectation values. We then move

on to using the actions of the fermions and gauge fields to construct two-point and three-

point correlation functions, vital to determining the expectation value of observables

relevant for studying baryon properties that we are interested in. A more comprehensive

overview of lattice QCD can be found in [59–62].

3.1 The Action

Being based on the Feynman path integral in quantum field theory [58], the observables

calculated using lattice gauge theory are given by expectation values of field operators.

17
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ψ(x) Uµ(x)

ν̂

µ̂

Figure 3.1: Two dimensional representation of the lattice grid, displaying the fermion

fields defined on the lattice grid points ψ(x) and the gauge fields through link variables

Uµ(x).

The expectation values are then defined as Green’s functions, and are expressed as

derivatives of a generating functional,

ZQCD =

∫
δAµδψδψe

iSMQCD , (3.1)

which is not easily calculated in Minkowski space, due to the complex term eiS
M
QCD

creating an oscillatory integral and cancelling between different regions of phase space.

Thus lattice calculations are done in the Euclidean space-time and our partition func-

tion is then obtained from a Wick rotation of (t→ −itE) of eq. 3.1,

ZEQCD =

∫
δAµδψδψe

−SQCD . (3.2)

This forms the probabilistic interpretation of the integral, where the exponential factor

corresponds to the Boltzmann weighting of a statistical ensemble and we treat SQCD
as the discretised action for QCD.

In order to discretise the integral in eq. 3.2, we define a hypercubic grid of spacetime

points with size N3
L×NT and an isotropic separation a. We can then define the fermion

and adjoint fermion fields on the grid points without modification, where the gauge

fields are discretised in terms of link variables,

Uµ(x) ≡ Pexp

[
ig

∫ a

0
Aµ(x+ a′µ̂)da′

]
. (3.3)
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Uµ(x)

Uν (x+ a µ̂)

U†µ (x+ a ν̂)

U†ν (x)

ν̂

µ̂

Figure 3.2: The plaquette term Pµν(x) shown on the lattice.

Here P indicates a path ordering of the gauge field Aµ, g is the coupling constant, and

we omit color indices for simplicity. In Fig. 3.1, we show that the fermion fields are

located the points of the grid, while the link variables now provide a gauge covariant

method of transporting quantities across adjacent lattice sites x→ x+ µ̂, where µ̂ is an

adjacent site corresponding the direction chosen (µ̂ = 1, 2, 3, 4). The ‘reverse’ of such

a link is defined through its Hermitian conjugate,

U †µ(x) ≡ U−µ(x+ aµ̂). (3.4)

Gauge invariance is still imposed on the lattice, and we require our gauge links Uµ(x)

belonging to SU(3) to have the transformation,

Uµ(x)→ Λ(x)Uµ(x)Λ(x+ aµ̂)−1, (3.5)

where the gauge transformation Λ(x) is defined in eq. 2.2. With the fermion fields and

gauge links defined, we can now evaluate the lattice action SQCD from eq. 3.2 as,

SQCD = SF [U,ψ, ψ] + SG[U ] (3.6)

which is split into the action of the fermion and gauge components as SF and SG
respectively.

3.1.1 Gluon Action

We begin by looking into the pure gauge action term SG[U ], where we have defined a

link variable Uµ(x) in eq. 3.3, which maintains gauge invariance and acts as the gauge

transporter connecting adjacent lattice sites. With the transformation in eq. 3.5, it is

possible to construct a traced loop of gauge links that share a start and end point which
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maintains gauge invariance, and so a series of loops used in combination allow us to

build the lattice version of the QCD gauge action. A precise construction is arbitrary

so long as we maintain the continuum action in the limit a → 0. The first quantity

to consider is the simplest loop called a plaquette, which is the shortest closed loop

consisting of four links as seen in Fig.(3.2). In terms of link variables the plaquette is

defined as

Pµν(x) =
1

3
ReTrUsq, (3.7)

where,

Usq ≡ Uµ(x)Uν(x+ aµ̂)U−µ(x+ aµ̂+ aν̂)U−ν(x+ aν̂)

= Uµ(x)Uν(x+ aµ̂)U †µ(x+ aν̂)U †ν (x). (3.8)

Using eq. 3.3, Pµν can be rewritten as an integration around a closed loop �, Taylor

expanding the resulting exponential, the plaquette can be expressed in terms of the

field Aµ,

Pµν(x) = ReTrP
[

1− 1

2

(
g

∮
�
A · dx

)2

+O(g4)

]
. (3.9)

Now using Stoke’s theorem gives us the expression for the integral,∮
�
A · dx =

∫ a
2

−a
2

dxµdxν [∂µAν(x0 + x)− ∂νAµ(x0 + x)]

=

∫ a
2

−a
2

dxµdxνFµν(x0 + x) (3.10)

where Fµν = ∂µAν − ∂νAµ is the Abelian field strength tensor and x0 is the centre of

the integration loop. We then take a Taylor expansion of Fµν(x0 + x) about the origin

x0, ∮
�
A · dx = a2Fµν(x0) +

a4

24
(∂2
µ + ∂2

ν)Fµν(x0) +O(a6, g2), (3.11)

and so by inserting eq. 3.11 into eq. 3.9, the plaquette simply becomes,

Pµν(x0) = 1− 1

2
g2a4Tr[Fµν(x0)2] +O(g2a6, a8, g4a6). (3.12)

The Wilson action for the gluons is then simply written in terms of this new plaquette

operator term,

SWG [U ] =
2

g2

∑
x,µ>ν

[1− Pµν(x)] =
a4

2g2

∑
x,µ>ν

Tr[Fµν(x)2] +O(a6, a2g2) (3.13)
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As we mentioned before the construction of the gluon action is arbitrary as long as it

agrees with the continuum gluon action, and since we are not limited to only squares, we

can improve on our action by incorporating additional rectangular Rµν and parallelo-

gram shaped terms Lµν in order to correct the O(a2) effects by using the Lüscher-Weisz

gauge action [63]. These add in a way to improve the action up to O(a4) at tree level

and O(g2a2)

SLWG [U ] =
β

3

∑
x,µ>ν

[c0(1− Pµν(x)) + c1(1−Rµν(x)) + c2(1− Lµν(x))] (3.14)

where here β ≡ 6
g2

is the inverse bare coupling, and the coefficients ci are generally

functions of g2 and are chosen to satisfy c0 + 8c1 + 8c2 = 1, which ensures that dis-

cretisation errors are cancelled to O(a4). Two avaliable choices to these coefficients are

the Iwasaki gauge action [64] and the tree-level improved action, which we have used

in this work where we set c0 = 20/12, c1 = −1/12, c2 = 0.

3.1.2 Fermion Action

Whilst the gauge fields by themselves provide information on the structure of the

vacuum, we require the inclusion of fermions into lattice QCD in order to analyse the

fermionic particles and their interaction with the rest of QCD. The Dirac action for a

fermion is then formulated in Euclidean space-time as,∫
d4xψ(x)( /D +m)ψ(x), (3.15)

for a single flavour, where ψ is a Dirac spinor that carries a colour index. The quark

fields are now located on the sites of the lattice, separated by the lattice spacing a

and the derivatives are simply reduced to finite differences, with forward and backward

neighbours,

D(f)
µ ψ(x) =

1

a
[Uµ(x)ψ(x+ aµ̂)− ψ(x)] ,

D(b)
µ ψ(x) =

1

a

[
U †µ(x− aµ̂)ψ(x− µ̂)− ψ(x)

]
, (3.16)

where again the Uµ(x) are the gauge links and elements of the SU(3) gauge group

defined in eq. 3.3, and these gauge fields lie along the links between the lattice sites x

and x+ aµ̂. The symmetric nearest neighbour derivative is then constructed via

Dµψ(x) =
1

2

[
D(f)
µ ψ(x)−D(b)

µ ψ(x)
]

=
1

2a

[
Uµ(x)ψ(x+ aµ̂)− U †µ(x− aµ̂)ψ(x− aµ̂)

]
,

(3.17)
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where appropriate gauge links maintain the gauge invariance of the action. Thus our

first form for the fermion action on the lattice can be constructed by discretising the

derivative of the fermion action in eq. 3.15 using the symmetrised finite difference,

SNF [U,ψ, ψ] =
∑
n∈Lat

ψ(x)

 1

2a

4∑
µ=1

γµ

[
Uµ(x)ψ(x+ aµ̂)− U †µ(x− aµ̂)ψ(x− aµ̂)

]
+mψ(x)


(3.18)

=
∑

x,y∈Lat
ψ(x)MN

xy[U ]ψ(y) (3.19)

where here we have the interaction matrix

MN
xy[U ] = mδxy +

1

2a

4∑
µ=1

γµ

[
Uµ(x)δx(y−µ) − U †µ(x− aµ̂)δx(y+µ)

]
. (3.20)

Using Taylor expansions of the gauge links Uµ and fermion fields ψ in powers of a, we

find errors of O(a2) in the naive fermion action. The first-order derivative can only

couple lattice sites 2a apart. As a result of this on the lattice, high-momentum modes

no longer correspond to a large portion of the action, causing additional long-range

degrees of freedom to emerge called doublers. One method to suppress the doublers is

to stagger the quark degrees of freedom as seen in [62], but we use a second method

where to suppress this doubling problem, we add additional operators to the quark

action by pushing them to higher energy levels. The term that we add is known as the

Wilson term, which when added to our standard lattice fermion action SF gives us the

Wilson action [65, 66],

SWF [U,ψ, ψ] =
∑
x∈Lat

ψ(x)

 4∑
µ=1

(
γµ∇µ −

1

2
ra4µ

)
+m

ψ(x). (3.21)

The ∇µ = D
(f)
µ −D(b)

µ defines the finite difference we saw in the previous action, and

the new operator 4 enables us to remove the doublers by coupling together adjacent

lattice sites, where

4µψ(x) =
1

a2

[
Uµ(x)ψ(x+ aµ̂) + U †µ(x− aµ̂)ψ(x− aµ̂)− 2ψ(x)

]
. (3.22)

To simplify the Wilson action, we write it in terms of the interaction matrix and link

variables

SWF [U,ψ, ψ] =
∑

x,y∈Lat
ψ
L

(x)MW
xy [U ]ψL(y) (3.23)

where the interaction matrix is

MW
xy [U ]a = δxy − κ

4∑
µ=1

[
(r − γµ)Uµ(x)δx(y−µ) + (r + γµ)U †µ(x− aµ̂)δx(y+µ)

]
(3.24)
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Pν,−µ(x)

P−µ,−ν(x)

P−ν,µ(x)

Pµ,ν(x)

ν̂

µ̂

Figure 3.3: The clover term Fµν(x) shown on the lattice.

with the renormalisation κ = 1/(2ma + 8r) and ψL = ψ/
√

2κ. Taking the standard

choice of r = 1, the quark mass then becomes

mq =
1

2

(
1

κ
− 1

κc

)
. (3.25)

The parameter κc is the critical kappa value which describes when the quark mass

vanishes. In the free theory, kappa critical is κc = 1/8r, but with our interacting

theory, we require additive and multiplicative renormalisation due to the explicit chiral

symmetry breaking by the Wilson term in eq. 3.21. The O(a) error is present at finite

lattice spacing which affects the approach to the continuum limit. At finite lattice

spacing the Dirac action picks up an discretisation artefact from the Wilson term of

order O(a), and thus∫
d4xψ(x)

(
/D +m− ar /D

2

2

)
ψ(x) +O(a2) (3.26)

Simulations run purely using Wilson fermions are computationally ‘cheap’, but due to

the large O(a) artefacts, one requires very fine lattices, hence large volumes to calculate,

which are computationally ‘expensive’. Thus it is beneficial to improve the action by

adding operators of increasing dimensions that vanish at the continuum limit which

is known as the Symanzik improvement program [67]. This work makes use of the

Sheikholeslami-Wohlert function [68] that includes a ’clover’ term, a sum of plaquettes,

Fµν(x) ≡ Pµ,ν(x) + Pν,−µ(x) + P−µ,−ν(x) + P−ν,µ(x). (3.27)
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It is a gauge invariant, local, dimension five operator which is included along side the

original Wilson action and has been continually improved [69–71]. The explicit form

for the action is

SSWF [U,ψ, ψ] = SWF [U,ψ, ψ]− acSW r

4

∑
x∈Lat

4∑
µ,ν=1

ψ(x)σµνFµνψ(x), (3.28)

where cSW is the ’clover’ coefficient and is tuned depending on the situation to eliminate

all the O(a) errors, most often non-perturbatively using the axial Ward identity [71]

and is referred to as the non-perturbative improved clover fermion action.

3.1.3 Gauge Configurations and Quark Propagators

In lattice QCD, the partition function is the basic building block to begin extracting

quantities. We define the partition function as

Z =

∫
DUµDψDψe

−S , S = SG + SF = SG +
∑
x

ψMψ, (3.29)

where S is the chosen QCD action separated into its gauge and fermion components

as defined in the previous section, and M is the interaction matrix. It is possible to

separate and integrate the Grassmann fermion fields ψ and ψ, thus simplifying the

partition function,

Z =

∫
DUµdet[M ]e−SG . (3.30)

We can then calculate observables using lattice QCD through their corresponding ex-

pectation values,

〈O〉 =
1

Z

∫
DUµdet[M ]Oe−SG , (3.31)

where 〈O〉 is the expectation value of an operator O corresponding to the average value

of its associated physical observable. This expectation value has a dependence on the

background gauge field U [A] integrated via DUµ. Since we cannot integrate over a

continuous range, we take the approximate of the integral defined by a finite sum over

some set of N gauge fields

〈O〉 ≈ 1

N

N∑
i=1

O[U [i]], (3.32)

and here O[U [i]] represents the measurement of the operator O on the ith background

gauge field ‘configuration’ U [i]. The field configurations are randomly generated using

an acceptance probability from the weight function det[M [U ]]e−SG and an iterative

Markov process using a Hybrid Monte-Carlo style algorithm for the transition proba-

bility between configurations [72].
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We also require the introduction of quarks on our lattice via a ‘quark propagator’,

the goal of which is to remove the dependence of the quark operators on the field by

performing Wick contractions. We can generate these quark propagators by performing

an inversion of the interaction matrix on a particular gauge field U

Sabαβ(x, y, U,mq) = (Mab
αβ)−1(x, y, U,mq), (3.33)

where we define α as the spin, a the colour and y as the lattice site of the annihilation

‘sink’ operator and β, b, x the spin, colour and lattice site of the quark creation ‘source’

operator respectively. Using this, we can calculate a propagator for each gauge field

configuration U for a particular quark mass mq. These propagators are the base for any

lattice QCD calculation of hadronic observables, as different combinations of propaga-

tors allow different ways to analyse a particular particle system. Generally to calculate

results we would require propagators from all x to all y locations on the lattice, which

is prohibitively expensive, so we mitigate this problem by invoking translational invari-

ance and fix the source to be a single space-time point y and only calculate y → x for

all x.

3.2 Correlation Functions

In order to investigate the structure of the hadron and relevant form factors, we need

calculations of nucleon masses and matrix elements which in turn require the construc-

tion of two-point and three-point correlation functions. For this section we use the

following notation convention. Upper indices in English a, b, c..., represent the colour

indices, while lower indices α, β, γ, label the spin indices, any other sub/super-script

is for labelling. We use a split space-time notation x = xµ = (~x, t), where the source

will be represented generally at space-time position x0 = ( ~x0, t0) ≡ 0 = (~0, 0), while

the ‘sink’ position at x = (~x, t). When taking a trace Tr(), we imply tracing over both

colour and spin matrices.

3.2.1 Two-point Correlation Functions

We begin by considering baryon interpolating fields χα and χβ corresponding to anni-

hilation and creation operators at a ’sink’ and ’source’ respectively. This leads to the

definition of the baryon two-point correlation function,

C2pt(Γ; ~p, t− t0) ≡
∑
~x− ~x0

e−~p·(~x− ~x0)Tr {Γ〈Ω|χ(~x, t)χ( ~x0, t0)|Ω〉} , (3.34)

as depicted in Fig. 3.4. Here Γ is the spin matrix used to project on to definite baryon

spin, ~p the momentum of our system and t and t0 are times of the annihilation and
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χβ(~x0, t0) χα(~x, t)

Figure 3.4: Diagram of a two-point function described in equation (3.34)

creation of the particle on the lattice respectively. We choose the point of creation as

( ~x0, t0) = (~0, 0) for simplicity. In order to reduce eq. 3.34 into a more useful term, we

first translate the operator χ(~x, t) with translational invariance

χ(~x, t) = eĤte−i~̂p·~xχ(~0, 0)e−Ĥtei~̂p·~x

C2pt(Γ; ~p, t) =
∑
~x

e−i~p·~xTr
{

Γ〈Ω|eĤte−i~̂p·~xχ(~0, 0)e−Ĥtei~̂p·~xχ(~0, 0)|Ω〉
}
, (3.35)

using the Hamiltonian Ĥ and momentum operators ~̂p. Next we insert a complete set

of states into the trace,

Î =
∑
N

|N, ~p ′, s′〉〈N, ~p ′, s′|
2Ep′

+ |Ω〉〈Ω|, (3.36)

where the index N is summed over all the eigenstates, with the operators action on

|N〉 as

Ĥ|N, ~p, s〉 = Ep′ |N, ~p, s〉 ~̂p|N, ~p, s〉 = ~p ′|N, ~p, s〉, (3.37)

where each eigenstate has energy Ep′ , momentum ~p ′ and spin s′. This leaves

C2pt(Γ; ~p, t) =
∑
~x,N

1

2Ep′
e−i(~p−~p

′)·~xe−Ep′ tTr
{

Γ〈Ω|χ(~0, 0)|N, ~p ′, s′〉〈N, ~p ′, s′|χ(~0, 0)|Ω〉
}
.

(3.38)

By splitting the sum over eigenstates into their energy, momentum and spin N =

Ep′ , ~p′, s
′, we can evaluate the sum over ~x which leaves us a δ-function which helps sum

over ~p ′, ∑
~p ′,~x

= e−i~x·(~p−~p
′)F (~p ′) =

∑
~p ′

δ3(~p− ~p ′)F (~p ′) = F (~p), (3.39)

which equates to us replacing ~p ′ with ~p in eq. 3.38,

C2pt(Γ; ~p, t) =
∑
N,s

1

2Ep
e−EptTr

{
Γ〈Ω|χ(~0, 0)|N, ~p, s〉〈N, ~p, s|χ(~0, 0)|Ω〉

}
. (3.40)
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From here we can create two-point correlators on the lattice by combining different

quark propagators defined in eq. 3.33 in order to construct the system of interest. We

can write down the interpolating fields for the proton,

χα(x) = εabcuaα(x)ubβ(x)C̃βγd
c
γ(x) χα(x) = εa

′b′c′ua
′
α (x)d

b′

β (x)C̃βγu
c′
γ (x) (3.41)

with quark fields u and d here generalised as the ‘doubly’ and ‘singly’ represented

quarks respectively, to describe any octet baryon defined in Chapter 2, and C̃ = Cγ5,

where C = γ4γ2 is the charge conjugation matrix. Substituting these interpolating

fields into eq. 3.34 then gives us the forward propagating two-point correlator in terms

of the quark fields,

C2pt(Γ; ~p, t) ≡
∑
~x

e−i~p·~xεabcεa
′b′c′C̃βγC̃β′γ′Γα′α〈uaα(x)ubβ(x)dcγ(x)ua

′
α′(0)d

b′

β′(0)uc
′
γ′(0)〉.

(3.42)

We then perform all possible Wick contractions between these quark propagators,

where we define the Wick contraction between two of the quark fields as eq. 3.33

S
(q)aa′

αα′ ≡ qaα(x)qa
′
α′(y), (3.43)

where q is the quark flavour involved in the contraction. We have two ways to contract

all the quark fields in eq. 3.42,

C2pt(Γ; ~p, t) =
∑
~x

e−i~p·~xεabcεa
′b′c′C̃βγC̃β′γ′Γαα′〈

S
(d)cb′

γβ′ (x, 0)
(
S

(u)aa′

αα′ (x, 0)S
(u)bc′

βγ′ (x, 0) + S
(u)ac′

αγ′ (x, 0)S
(u)ba′

βα′ (x, 0)
)〉

.

(3.44)

To simplify this equation, we define

S
(q)cb′

γ′β (x, 0) ≡ C̃βγS(q)cb′

γβ′ C̃β′γ′ (3.45)

giving us the expression

C2pt(Γ; ~p, t) =
∑
~x

e−i~p·~xεabcεa
′b′c′

[〈
Tr
{

ΓS(u)aa′(x, 0)
}

Tr
{
S(d)cb′(x, 0)S(u)bc′(x, 0)

}〉
+〈

Tr
{

ΓS(u)ac′(x, 0)S(d)cb′(x, 0)S(u)ba′(x, 0)
}〉]

. (3.46)

Once we have constructed the S and S propagators on each gauge field, the combination

of traces in eq. 3.46 gives us the two-point correlation function C2pt.
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χβ(0) χα(~x2, t)

O(~x1, τ)

Figure 3.5: Diagram of a three-point function described in equation (3.47)

3.2.2 Three-point Correlation Functions

In order for us to probe the internal structure of the octet baryons, we need to construct

an additional correlator, analogous to the two-point correlator only with an added

current insertion operator O(q), for example the vector current Jµ defined in eq. 2.9.

In this three-point case, where some insertion operator O(q) now interacts with one of

the quark lines at some intermediate point (~x1, τ) between the annihilation operator

at the ‘sink’ (~x2, t) and the creation operator at the ‘source‘ (~0, 0). For simplicity we

again assume the creation operator exists at the origin as illustrated in Fig. 3.5,

C3pt(Γ; ~p ′, t; ~q, τ ;O(q)) =
∑
~x1,~x2

e−i~p
′·~x2ei~q·~x1Tr

{
Γ〈Ω|χ(~x2, t)Oq(~x1, τ)χ(~0, 0)|Ω〉

}
.

(3.47)

In this case, there are two independent momentum, where ~q corresponds to the

momenta at the point of current insertion (~x1, τ) and ~p ′ corresponding to the ‘sink’

now at (~x2, t). The source momentum is then defined as the difference pµ = p′µ − qµ

due to momentum conservation.

Following the same method used for the two-point correlation function, we first use

the translational invariance from eq. 3.35 followed by inserting complete sets of states
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eq. 3.36 into eq. 3.47 with two state sets N1, N2,

C3pt(Γ; ~p ′, t; ~q, τ ;O(q)) =
∑
~x1,~x2

∑
N1,N2

1

4EN1EN2

e−i~p
′·~x2ei~q·~x1

Tr

{
Γ〈Ω|eĤte−i~̂p·~x2χ(~0, 0)e−Ĥtei~̂p·~x2 |N1〉 (3.48)

〈N1|eĤτe−i~̂p·~x1O(q)(0)e−Ĥτei~̂p·~x1 |N2〉〈N2|χ(~0, 0)|Ω〉
}
.

Each state is once again split into energy Epi , momentum ~pi and spin si, and by using

the eigenvalues in eq. 3.37, for each eigenstate

C3pt(Γ; ~p ′, t; ~q, τ ;O(q)) =
∑
N1,N2

∑
~x1,~x2

1

4Ep1Ep2
e−i~p

′·~x2ei~q·~x1

Tr

{
Γ〈Ω|χ(~0, 0)e−Ep1 te~p1·~x2 |N1〉〈N1|eEp1τe−~p1·~x1 (3.49)

O(q)(0)e−Ep2τe~p2·~x1 |N2〉〈N2|χ(~0, 0)|Ω〉
}
.

By evaluating the sum
∑

~x1,~x2
over ~x1 and ~x2 we find now two δ-functions as demon-

strated in eq. 3.39, which amounts to replacing ~p1 → ~p ′ and ~p2 → ~p ≡ ~p ′ − ~q, thus

simplifying eq. 3.49

C3pt(Γ; ~p ′, t; ~q, τ ;O(q)) =
∑

N1,N2,s1,s2

1

4EpEp′
e−Ep′ te−(Ep−Ep′ )τ (3.50)

Tr
{

Γ〈Ω|χ(~0, 0)|N1, ~p
′, s1〉〈N1, ~p

′, s1|O(q)(0)|N2, ~p, s2〉〈N2, ~p, s2|χ(~0, 0)|Ω〉
}
.

Again following the same procedure as for the two-point function, we substitute

the interpolating fields from eq. 3.41 into eq. 3.47 for octet baryons, thus the forward

propagating three-point correlator in terms of quark fields is given by

C3pt(Γ; ~p ′, t; ~q, τ,O(q)) =
∑
~x1,~x2

e−i~p
′·~x2ei~q·~x1εabcεa

′b′c′C̃βγC̃β′γ′Γα′α (3.51)

〈
uaα(x2)ubβ(x2)dcγ(x2)qdδ(x1)Odeδε qeε (x1)ua

′
α′d

b′

β′(0)uc
′
γ′(0)

〉
, (3.52)

where q, q are either u or d, the doubly or singly represented quark respectively.

At this point, we have the choice of using two common methods for calculating

the three-point functions [73, 74], the first is known as ‘sequential source through the

sink’, and the second, ‘through the operator’. In this work, we will only focus on the

first method and consider only the connected diagrams, since as we will soon see, the

primary benefits of using this method over the second is the free choice of current
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insertion operator O, the insertion time τ and the current (or source) momentum ~q( ~p )

for each sequential propagator.

We begin by rewriting the three-point correlator into three terms,

C3pt(Γ; ~p ′, t; ~q, τ ;O(q)) =
∑
~x1

ei~q·~x1〈Tr
{

Σ
(q)
Γ (~x2, t; ~x1, τ ;~0, 0)O(~x1, τ)S(q)(~x1, τ ; 0)

}
〉,

(3.53)

where we now have a separate fixed sink propagator Σ(q) defined as

Σ
(q)
Γ (~x2, t; ~x1, τ ;~0, 0) =

∑
~x2

S
(q)
Γ (~x2, t;~0, 0)S(q)(~x2, t; ~x1, τ) (3.54)

where all the quark lines excluding the line with the current vertex are represented by

S
(q)
Γ (~x2, t;~0, 0) as pictured in Fig. 3.6. The source is defined separately from all of the

connected Wick contractions, for the case where the current vertex is located on one

of the doubly represented quark lines,

S
(u)a′a
Γ (~x2, t;~0, 0; ~p ′) ≡ e−i~p ′·~x2εabcεa′b′c′× (3.55)[

S(d)bb′(~x2, t;~0, 0)S(u)cc′(~x2, t;~0, 0)Γ + Tr[S(d)bb′(~x2, t;~0, 0)S(u)cc′(~x2, t;~0, 0)]Γ+

ΓS(u)bb′(~x2, t;~0, 0)S(d)cc′(~x2, t;~0, 0) + Tr[ΓS(u)bb′(~x2, t;~0, 0)S(d)cc′(~x2, t;~0, 0)]

]
.

and for the alternate case of the singly represented quark vertex

S
(d)cb′

Γ (~x2, t;~0, 0; ~p ′) ≡ e−i~p ′·~x2εabcεa′b′c′× (3.56)[
S(u)bb′(~x2, t;~0, 0)ΓS(u)cc′(~x2, t;~0, 0) + Tr[ΓS(u)bb′(~x2, t;~0, 0)S(u)cc′(~x2, t;~0, 0)]

]
,

In Fig. 3.7 we show a diagram that demonstrates the construction of the fixed sink

propagator, Σ(q), from eq. 3.54, which is obtained via a second inversion∑
x

M (q)(~x′1, ~x1)γ5Σ(q)†(~0, 0;x1, τ ; ~p ′, t) = γ5S
(q)†
Γ (~x1, τ ;~0, 0, ; ~p ′)δx′0,t, (3.57)

where we sum over the space-time point (~x1, τ). We then insert the operator at the

vertex and tie everything together with an ordinary propagator S(q)(~x1, τ ; 0) from eq.

3.53 as demonstrated in Fig. 3.8.

For this fixed sink method of generating the three-point correlation function, we are

forced to fix the sink momentum ~p ′, the spin projector Γ, the choice of interpolating

fields χ and the quark flavours interacting with the current before creating the fixed sink

propagator. This then gives us the freedom to choose the current (source) momentum

~q (~p), the insertion time τ and the current insertion operator after the inversion. We

must now isolate the matrix elements of interest through the construction of ratios of

these two-point and three-point correlation functions.
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0 tS
(q)
Γ

0 t

S
(q)
Γ

Figure 3.6: Diagram of the term S
(q)
Γ (~x2, t;~0, 0) from eq. 3.54, representing all the quark

lines, excluding the quark with the current vertex. The solid blue lines, showing the doubly

represented quark lines, and the dashed blue lines showing the singly represented quark

line. The diagram on the left shows S
(u)
Γ for when the a doubly represented quark line

interacts with the current insertion, and on the right S
(d)
Γ for when the singly represented

quark interacts with the current insertion.

0 tS
(q)
Γ

S(q)

0 t

S
(q)
Γ

S(q)

Figure 3.7: Similar to Fig. 3.6, only here we show Σ
(q)
Γ (~x2, t; ~x1, τ ;~0, 0) where we introduce

the term S(q)(~x2, t; ~x1) from eq. 3.54 as the black quark-line.

0 tΣ

S(q) O(q)

τ

0 t

Σ

S(q)

O(q)

τ

Figure 3.8: Similar to Fig. 3.6, only now showing the full three-point correlation function

in eq. 3.53, where the blue lines represent Σ
(q)
Γ (~x2, t; ~x1, τ ;~0, 0), the red point indicates

the location of the current operator insertion O(q) and the black quark-line represents

S(q)(~x1, τ ; 0).
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3.2.3 Ratios of Functions

The reason it is necessary to calculate both the two-point functions and three-point

correlation functions is because we wish to determine matrix elements

〈N(p′, s′)|O(q)|N(p, s)〉 (3.58)

however the three-point function carries exponential time-dependent factors, along with

the momentum dependent wave function overlaps as seen in eq. 3.50. To cancel off

these additional terms we create a ratio of the two-point and three-point functions,

where we take the two-point function from eq. 3.40,

C2pt(Γ; ~p, t) =
∑
Ep,s

1

2Ep
e−EptTr

{
Γ〈Ω|χ(~0, 0)|Ep, ~p, s〉〈Ep, ~p, s|χ(~0, 0)|Ω〉

}
. (3.59)

and the three-point correlation function from eq. 3.50

C3pt(Γ; ~p ′, t; ~q, τ ;O(q)) =
∑

Ep,Ep′ ,s1,s2

1

4EpEp′
e−Ep′ te−(Ep−Ep′ )τ (3.60)

Tr
{

Γ〈Ω|χ(~0, 0)|Ep′ , ~p ′, s1〉〈Ep′ , ~p ′, s1|O(q)(0)|Ep, ~p, s2〉〈Ep, ~p, s2|χ(~0, 0)|Ω〉
}
.

By taking a specific combination of these two-point and three-point correlation func-

tions, in the form of the ratio function,

R(t, τ ; p′, p;O) =
C3pt(Γ; ~p ′, t; ~q, τ ;O(q))

C2pt(Γ; ~p, t)

[
C2pt(Γ; ~p ′, τ)C2pt(Γ; ~p ′, t)C2pt(Γ; ~p, t− τ)

C2pt(Γ; ~p, τ)C2pt(Γ; ~p, t)C2pt(Γ; ~p ′, t− τ)

] 1
2

.

(3.61)

all time dependence is removed from our correlation function at the large time approx-

imation 0 � τ � t < T/2. With this ratio of two-point and three-point correlation

functions we can calculate the matrix elements required to find the form factors, as

described in the next chapter.

3.3 Lattice Systematics

In our formulation of the lattice, we have introduced the lattice spacing a and vol-

ume, and the quark flavours and masses. For us to then compare these lattice results

with experiments, we must quantify our systematics. For example, where heavier than

physical quark masses are chosen, appropriate extrapolations have to be considered.
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3.3.1 Quark Mass

As we have mentioned, many lattice simulations are performed with larger than physical

quark masses, which improves the speed at which we can invert the Dirac operator to

compute quark propagators. As a result, we must then extrapolate the results obtained

from these simulations to the physical point. For our work, we have chosen to simulate

2 + 1 flavours of quarks, where this corresponds to the two mass degenerate u and d

quarks, and a separate heavier s quark. There are several choices on the path taken

to the physical point. It is common to fix the mass of the heavy strange quark at

its physical value, and to then vary the masses of the light u and d quarks. In this

work, however, we choose to start our trajectory to the physical point at the simplest

point where all three quark flavours are degenerate, having the same mass at the SU(3)

flavour symmetric point, then vary the individual quark masses towards their physical

value whilst keeping the flavour singlet quark mass fixed at its physical value,

m ≡ 1

3
(2ml +ms) = constant. (3.62)

This method of setting the quark masses has several advantages [75], the most prevelent

in which is the fact that as we move away from the SU(3) symmetric point, the flavour

symmetry breaking effects can be easily investigated. By keeping the singlet quark mass

fixed, we constrain expansions in the flavour-symmetry breaking, with flavour-singlet

quanities constant at the leading order. We will look into these flavour-symmetry

breaking expansions later in Chapter 6.

3.3.2 Finite Spacing and Volume

In lattice calculations, all dimensionful quantities are calculated with respect to the

spacing a, where the values of the quark masses and the bare coupling β are set with a

scale determined to match their physical value[76]. In these simulations, the scale is set

by extrapolating for a fixed value of β and by varying the κ, a series of SU(3) symmetric

points along trajectories to the physical point [75, 77–79], and once determined, the

lattice spacing is the same for all configurations with a fixed β. We have already seen

the effect of the discrete lattice spacing on the action, but for continuum extrapolation,

multiple values of a, or in our case β are required. By decreasing the lattice spacing, we

are also decreasing the volume, and so as we go to smaller and smaller lattice spacings,

we are required to increase the number of lattice sites in order to avoid increasing

finite-volume artefacts.

We are forced to introduce a periodic in space and anti-periodic in time, boundary

condition on our lattice from needing to have a finite number of lattice sites, which

has been understood to introduce errors from potential ‘wrap-around’ effects [80]. To

investigate these potential finite-volume effects on our results, it would be ideal to
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β Lattice Volume κ0 κl κs mπ(MeV ) mK(MeV )

1 5.5 323 × 64 0.120900 0.120900 0.120900 465 465

2 0.121040 0.120620 360 505

3 0.121095 0.120512 310 520

4 483 × 96 0.121166 0.120371 220 540

5 323 × 64 0.120920 0.120920 0.120920 440 440

6 0.120950 0.120950 0.120950 400 400

7 0.121040 0.120770 330 435

Table 3.1: Details of the lattice simulation parameters. The parameter κ0 denotes the

value of κl = κs at the SU(3)-symmetric point. Including the β value and lattice volumes

with values for the κl indicating the kappa of the light quark and κs the strange quark

with their equivalent pion and kaon masses.

perform lattice calculations on a variety of different volumes to determine whether

such effects are significant.

For the majority of this work, we have used the first three mass configurations 1-

3 on Table 3.1, on ensembles with lattice volumes L3 × T = 323 × 64, with spacing

a = 0.074(2) fm [75, 77, 79]. This is less of a ‘precision’ study, with our focus more on

the SU(3) patterns and physical pictures.

In Fig. 3.9, we show the locations of each of the ensembles listed in Table 3.1 in

relation to their trajectory towards the physical point, following a line of constant singlet

mass mq = (mu +md +ms)/3 = (2ml +ms)/3. It is clear that the primary trajectory

beginning at κ0 = 0.120900 does not quite match the physical singlet-mass line, and so

extrapolation will require shifting not only along the simulation trajectory but also in

a direction perpendicular to it. This is constrained by the addition of several singlet

masses listed as simulations 5-7 in Table 3.1. We additionally have a an individual

ensemble along the primary trajectory using a larger volume L3×T = 483×96, with at

a pion mass of 220 MeV, much lighter than any of the other ensembles. This individual

point can be used as a test of the finite-volume effects.

3.3.3 Renormalisation

For us to be able to match our lattice results with experimental results renormalised in

another scheme (generally the modified minimal-subtraction (MS) scheme), we must

connect the regulators of two different renormalisation schemes. We approach this

non-perturbatively, and use the regularisation-independent’ momentum (RI’-MOM)

subtraction scheme [81] to determine the renormalisation of our various lattice opera-

tors. We will investigate these renormalisation schemes further in Chapter 5.
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Figure 3.9: Labeled locations of the lattice ensembles from Table 3.1 in the ml − ms

plane. The black dashed line indicates the flavour-symmetric line where ml = ms. The

primary simulation trajectory is shown by the blue dotted line, with the three blue circles

representing configurations 1-3, and the purple square configuration 4. The red star denotes

the physical point, while the solid red line indicates the physical value of the singlet mass.

The green triangles represent simulation sets 6-7, and the yellow square represents the

third symmetric configuration 5.
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Chapter 4

Form Factors

As we discussed in Chapter 2, one of the key ways in which we extract information about

the structure of the nucleon is through elastic electron-proton scattering experiments,

which probe the spatial distribution of properties of the nucleon. These charge and

magnetic densities within the nucleon are then represented by electromagnetic form

factors [6], which we express as functions of the momentum Q2 transferred from the

electron to the proton. With the constant improvement of experimental measurements

of these form factors and their deviation from a phenomenological dipole form[10–13], it

is more important than ever to calculate precise computational QCD results for these

functions. Lattice QCD provides a first principles approach to quantitatively probe

non-perturbative QCD [15–17, 20–30, 82], while giving theoretical predictions of the

hyperon form factors [16, 17, 26, 29, 30, 83] that are challenging to measure and poorly

determined experimentally.

As well as giving us precise calculations of the form factors, lattice QCD is able to

provide an interpretation of experimental results of these form factors within QCD. In

the context of a lattice simulation, we are able to probe the individual quark-flavour

contributions to the form factors, giving us some insight into the sensitivity of the

distributions of quarks inside the hadron [26, 83]. It is also possible to probe the quark

mass dependence of these quantities[84–86], as well as separate the quark-line connected

and disconnected terms.

This chapter will use the methods described in Chapter 3 using our 2 + 1-flavour

lattice QCD simulations, in order to calculate a range of form factors including the

electromagnetic form factors and tensor form factors. A novel feature of this work is

the investigation of the hyperon form factors, since they provide significant interest both

in looking at the heavier baryons, as well as some valuable insight into the distribution

of quarks inside the hadron, as we will be able to observe how the distribution of u

quarks in the Σ+ changes from those in the proton due to the presence of s spectator

quarks.
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4.1 Electromagnetic Form Factors

4.1.1 Dirac and Pauli Form Factors

The electromagnetic form factors in the form of the Dirac and Pauli form factors F1(Q2)

and F2(Q2) are obtained from the decomposition of matrix elements of the electromag-

netic current jµ [87]

〈B(p′, s′)|jµ(q)|B(p, s)〉 = u(p′, s′)

[
γµF1(Q2) +

iσµνq
ν

2mB
F2(Q2)

]
u(p, s) (4.1)

where u(p, s) are Dirac spinors with momentum p and spin polarisation s, the transfer

momentum q = p′ − p and Q2 = −q2 and the mass of the B baryon mB. These form

factors F1 and F2 can additionally be written in a linear combination to form what are

known as the Sachs electric and magnetic form factors respectively, where

GE(Q2) = F1(Q2)− τF2(Q2) (4.2)

GM (Q2) = F1(Q2) + F2(Q2) (4.3)

where τ = Q2/4M2, which are the quantities that are more commonly determined from

elastic electron-proton scattering experiments. From these Sachs electric and magnetic

form factors, we can find the commonly-defined electric and magnetic mean-square

radii at low Q2,

〈r2〉E/M = − 6

GBE/M (0)

d

dQ2
GBE/M (Q2)

∣∣∣∣
Q2=0

. (4.4)

For simple physical interpretations of the Sachs electric and magnetic form factors, we

assume that the initial and final states of the nucleon are fixed within the same location

and thus have the same internal structure. Thus a three-dimensional Fourier transforms

of GBE(Q2) describes the charge density distribution within baryon B, similarly for the

magnetic form factor GBM (Q2), encoding the magnetic current density distribution. In

the limit as Q2 → 0, [88] the electric form factor GBE(0) simply gives the charge of

baryon B, while GBM (0) = (GBE(0) + κB) = µB defines the baryon magnetic moment,

where FB,q2 (0) = κB,q is the anomalous magnetic moment.

As we go to larger values of Q2 however, the wave function of the initial and final

states will be different and the Fourier transform no longer applies since the nucleon

mass is finite and the nucleon’s recoil effect becomes important in the interpretation.

Thus we consider the Breit frame, where the initial and final state nucleons have mo-

menta with the same magnitude, minimising any nucleon recoil effect and acting similar

to a Lorentz contraction, or a boost to the infinite momentum frame which is used in

this work, presenting us with a pancake like structure leaving only the transverse plane,

which we will briefly demonstrate with our lattice results and in more detail in Chapter

7 on transverse spin densities.
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To find the electromagnetic form factors using the two-point and three-point func-

tions on the lattice, we use the ratio Eq. 3.61 found in Chapter 3. By considering

anti-periodic boundary conditions in time, the two point and three point functions can

be rewritten in terms of nucleon spinors, thus

C2pt(t; ~p) =
∑
~s

Tr [u(~p,~s)Γu(~p,~s)]

[√
ZZ

2E~p
e−E~pt +

√
Z ′Z

′

2E′~p
e−E

′
~p(T−t)

]
(4.5)

where the Z and Z are the wave function overlaps with the proton and the source and

the sink respectively, and T is the total lattice time extent. In Euclidean space, we

have the spinor sum ∑
s

u(~p,~s)u(~p,~s) = −i/p+m, (4.6)

and using the projection matrix Γunpol. = 1
2(1 + γ4), for a large enough t such that the

lowest state dominates, we get

C2pt(t, ~p) =

[√
ZZ

(
E~p +m

E~p

)
e−E~pt +

√
Z ′Z

′
(
E′~p +m′

E′~p

)
e−E

′
~p(T−t)

]
(4.7)

and similarly for the three point function from eq. 3.50,

C3pt(t, τ ; ~p ′, ~p;O) =

√
Z(~p ′)Z(~p)F (Γ, Jµ)e−E~p ′ (t−τ)e−E~pτ (4.8)

where we have

F (Γ, Jµ) =
1

4
Tr

[(
γ4 − i

~p ′ · ~γ
E~p ′

+
m

E~p ′

)
Jµ
(
γ4 − i

~p · ~γ
E~p

+
m

E~p

)]
. (4.9)

Thus the matrix elements in the form

〈N(~p ′, ~s ′)|O(~q)|N(~p,~s)〉 = u(~p ′, ~s ′)Jµu(~p,~s) (4.10)

can be solved. Thus for the electromagnetic form factors from eq. 4.1, we have

jµ = γµF1(Q2) + iσµν
qν

2M
F2(Q2). (4.11)

Now for example, we can show the calculation required to find the F1(Q2 = 0) value,

where p = p′ = 0, and thus the term with F2(Q2) vanishes. Since the lattice calculations

are done in Euclidean space and the matrix elements are written in Minkowski space,

the transformations required are

γM0 = γE4 , γMi = −iγEi , pE4 = ipM0 ≡ iE(p) , pEi = −pMi . (4.12)
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And so for Q2 = 0, eq. 4.1 reduces to

〈N(p′, s′)|qγEµ q|N(p, s)〉 = u(p′, s′)γEµ u(p, s)F1(Q2 = 0) (4.13)

where now we have the simple form Jµ = γµF1(0). Inserting these into F (Γ, Jµ), we

find the time and spatial components

F (Γunpol., γ4) =
1

2EpE′p
[(Ep +m)(E′p +m) + p′ · p] (4.14)

and

F (Γunpol., γi) =
−i

2EpE′p
[(Ep +m)p′ + (E′p +m)p]. (4.15)

In the case of p′ = p = 0 we are simply left with F (Γunpol., γ4) = 2F1(0) and the spatial

components vanish. Returning to the ratio of three-point and two-point functions in

eq. 3.61, we find that it is in a simple form

R(t, τ ; p′, p; Jµ) =

√
E′pEp

(E′p +m)(Ep +m)
F (Γ, Jµ) (4.16)

and thus for our example we find exactly that the ratio R(t, τ ; p′, p; Jµ) = F1(Q2 = 0).

More generally we consider all the combinations at each fixed value of Q2 and compute

these as simultaneous equations to solve for the form factors F1(Q2) and F2(Q2). For a

specific non-physical mass configuration, we follow this procedure to compute the form

factors at various fixed Q2 values.

4.1.2 Lattice Results

In order to demonstrate our lattice result, we choose a source sink separation of tsink =

13 for a physical separation of around one fermi, and take plateaus of the ratio function

eq. 4.16 for a third of the time slices from [5, 8] in order avoid the source and sink.

In this work we do not consider the effects of excited state contamination, but there

are methods avaliable to reduce these effects including the variational method [89–94],

locally split sink interpolating fields [95] and the ‘Pencil of function’ method [96–98].

In Fig. 4.1 we show results for the first electromagnetic form factor F1(Q2) for

the doubly represented quark contributions from ensemble 7 on Table. 3.1. The three

different baryons that we consider; the proton p, the sigma Σ and the cascade Ξ, are

represented by the blue diamond, green circle and red triangle respectively. As the cur-

rent operator jµ isn’t conserved under these processes, we enforce charge conservation

on each ensemble through a multiplicative renormalisation of

ZV =
2

F u1 (0)
or

1

F d1 (0)
. (4.17)

40



4.1 Electromagnetic Form Factors

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8

Q 2(GeV2)

0.5

1.0

1.5

2.0

F
B
,q

1

kp121040kp120770

P, u

Σ, u

Ξ, s

Figure 4.1: Electromagnetic form factor Fu1 (Q2) for the κl = 0.12104, κs = 0.12077

lattice configuration ensemble 7 on Table 3.1. Comparing the doubly represented quark

contribution of the up quark in the proton and Σ and the strange quark in the Ξ baryon.

This ensures the correct quark counting in the double and singly represented quarks.

We then fit F1 with a 2 parameter ansätz [16]:

F1(Q2) =
F1(0)

1 + c12Q2 + c14Q4
(4.18)

and similarly F2 with,

F2(Q2) =
F2(0)

(1 + c22Q2)2
, (4.19)

where cij and the anomalous magnetic moment FB,q2 (0) = κB,q are fit parameters.

As we can see from Fig. 4.1, the heavier particle Ξ (cascade) is higher, corresponding

to it being more compact, than both the proton and Σ (Sigma), due to the mass

difference between the doubly represented strange quark and the up quarks of the Σ

and proton.

In Figs.(4.2-4.4), we can see both the doubly and singly represented quark con-

tributions for the F1(Q2) and F2(Q2) form factors. We can see again for the singly

represented quark contribution of the F1 form factor in Fig. 4.2 that the value at

Q2 = 0 is set to 1 thus enforcing charge conservation. With the presence of the helicity

flip operator σµν in the pre-factor term of F2, the form factor is senstive to the polari-

sation of the nucleon, and we see the doubly represented contribution gives a positive

result, while the singly represented contribution is negative. We also cannot measure
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Figure 4.2: Similar to Fig. 4.1, only now comparing the singly represented quark contri-

bution of the down quark in the proton, strange quark in the Σ and the up quark in the Ξ

baryon.
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Figure 4.3: Electromagnetic form factor Fu2 (Q2) for the κl = 0.12104, κs = 0.12077

lattice configuration ensemble 7 on Table 3.1. Comparing the doubly represented quark

contribution of the up quark in the proton and Σ and the strange quark in the Ξ baryon.
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Figure 4.4: Similar to Fig. 4.3, only now comparing the singly represented quark contri-

bution of the down quark in the proton, strange quark in the Σ and the up quark in the Ξ

baryon.

directly a value for F2(Q2 = 0) due to the q dependence in the pre-factor, thus we

instead extrapolate backwards using the dipole fit given in eq. 4.19.

As an example of using the infinite momentum frame in order to look at the spatial

distributions within the proton on a transverse plane, we can take a two-dimensional

Fourier transform from transverse momentum space to the b⊥ dependent form:

f(b⊥) ≡
∫

d2q

(2π)2
e−ib⊥· qf(−q2), (4.20)

where Q2 = −q2 is the transverse momentum transferred to the nucleon. By applying

this Fourier transform to the F1 Dirac form factor, we can create an example of the

transverse spatial quark density distribution in an unpolarised proton as seen in Fig.

4.5.

The x and y axes in Fig. 4.5 correspond to the bx and by respectively, b⊥ describing

the quark’s transverse distance from the centre of momentum of the proton. Here we

are showing the u quark in a proton, where the shading on the contour plot corresponds

to an increased probability density of the quark within the proton. Due to the form

of the F u1 form factor, we observe rotational symmetry about the origin of the proton.

We will use this technique further in Chapter 7 to gain further understanding on quark

density distributions within the octet baryons.
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Figure 4.5: Quark density distribution of the Fu1 Dirac form factor in an unpolarised

Proton.

4.2 Tensor Form Factors

Following the calculation of the electromagnetic form factors, we now move on to the

tensor form factors. Similar to the EM form factors, we are able to find the anomalous

tensor charge from the calculation of AT10(Q2 = 0) = gT , and also using a combination

of the EM and tensor form factors, we are later able to create a transverse spin den-

sity distribution through a similar method to a charge distribution. We only need to

consider the first order n = 1 tensor generalised form factors GFF’s, ATn0, BTn0, ÃTn0

found in the form [99]

〈P ′Λ′ | ψ(0)iσµνψ(0) | PΛ〉 =u(P ′,Λ′){iσµνAT10(t) (4.21)

+
P

[µ
∆ν]

m2
ÃT10(t) +

γ[µP
ν]

2m
BT10(t)}u(P,Λ) (4.22)

where γ[µP
ν] ≡ γµP ν−γνPµ, ∆ = P ′−P , P = P ′+P

2 and iσµν = iγµγν . Again we need

to transform this from Minkowski space to Euclidean space, where the transformation

is given by the same transformation laws from eq. 4.12, and so we want to simplify the

pre-factor terms in the expression to allow us to form the systems of linear equations

required to solve for the tensor form factors. After the conversion from Minkowski to
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Euclidean space, we now evaluate the second pre-factor

i
P

[µ
∆ν]

m2
= i

1

2m2
((P ′µ + Pµ)(P ′ν − Pν)− (P ′ν + Pν)(P ′µ − Pµ)) (4.23)

=
i

2m2
((P ′µP

′
ν − P ′µPν + PµP

′
ν − PµPν)− (P ′νP

′
µ − P ′νPµ + PνP

′
µ − PνPµ))

(4.24)

=
i

m2
(P ′νPµ − P ′µPν), (4.25)

while the third pre-factor

−iγ[µP
ν]

2m
=
−i
4m

(γµ(P ′ν + Pν)− γν(P ′µ + Pµ)). (4.26)

We then evaluate these equations for the values of σµν where µ < ν = 0, 1, 2, 3, begin-

ning with the evaluation of σ01 where µ = 0, ν = 1, and so for the second pre-factor

iP
[µ

∆ν]

m2
=

i

m2
(P ′1P0 − P ′0P1) (4.27)

=
i

m2
(iEP ′1 − iP1E

′) (4.28)

=
−1

m2
(EP ′1 − P1E

′), (4.29)

and similarly the third pre-factor term

−iγ[µP
ν]

2m
=
−i
4m

(γ0(P ′1 + P1)− γ1(P ′0 + P0)) (4.30)

=
−i
4m

(−iγ0(P ′1 + P1) + iγ1(iE′ + iE)) (4.31)

=
1

4m
(−γ0(P ′1 + P1) + iγ1(E′ + E)). (4.32)

Thus we find for σ01 in Euclidean space

〈P ′Λ′ | ψ(0)σ01ψ(0) | PΛ〉 (4.33)

= u(P ′,Λ′){σ01AT10 −
1

m2
(EP ′1 − P1E

′)ÃT10 (4.34)

+
1

4m
(−γ0(P ′1 + P1) + iγ1(E′ + E))BT10}u(P,Λ). (4.35)

Similarly for σ02 and σ03, we find

〈P ′Λ′ | ψ(0)σ0iψ(0) | PΛ〉 (4.36)

= u(P ′,Λ′){σ0iAT10 −
1

m2
(EP ′i − PiE′)ÃT10 (4.37)

+
1

4m
(−γ0(P ′i + Pi) + iγi(E

′ + E))BT10}u(P,Λ), (4.38)
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Figure 4.6: The unrenormalised tensor form factor AuT10(Q2) for the κl = 0.12104,

κs = 0.12062 lattice configuration. Comparing the Doubly represented quark contribution

of the up quark in the Proton and Σ and the strange quark in the Ξ baryon.

and for σ12, σ13 and σ23, we find

〈P ′Λ′ | ψ(0)σijψ(0) | PΛ〉 (4.39)

= u(P ′,Λ′){σijAT10 +
i

m2
(P ′jPi − P ′iPj)ÃT10 (4.40)

+
1

4m
(γj(P

′
i + Pj) + γi(P

′
j + Pj))BT10}u(P,Λ), (4.41)

where these are our 6 equations in Euclidean space.

4.2.1 Lattice Results

Similarly to the electromagnetic form factors, by using the ratio of two-point and three-

point functions and solving for the tensor form factors using the matrix elements at

various q momenta as linear equations, the unrenormalised results are shown in the

following figures.

Figs. (4.6-4.7) show the first tensor form factor AT10 for the three baryons that

are considered: the proton p, the sigma Σ and the cascade Ξ, displayed in blue, green

and red respectively. Fig. 4.6 displays the doubly represented quark contributions, so

for the proton and sigma we would consider the up quark to be doubly represented,

whereas for the cascade, the strange quark replaces the up quark. The dashed lines in
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Figure 4.7: The unrenormalised tensor form factor AdT10(Q2) for the κl = 0.12104,

κs = 0.12062 lattice configuration. Comparing the Singly represented quark contribution

of the down quark in the Proton, strange quark in the Σ and the up quark in the Ξ baryon.

their respective colours show the dipole like fit used on each of the tensor form factors

where

AT10(Q2) =
AT10(0)

(1 +Q2/(mD)2)2
(4.42)

for each tensor form factor respectively. Thus when analysing Fig. 4.6, we see that the

three baryons carry the same shape, where as we might expect, the heavier cascade

particle has a larger magnitude as Q2 increases, compared to the lighter up quark

contributions from the proton and sigma. We note that the dipole appears to struggle

to describe the inital steepness followed by the flattening of the curve, and in Chapter

7, we will look at alternative fits. In Fig. 4.7, we see a similar Q2 dependence only now

the values are negative as was the case for the singly represented F2 Pauli form factor,

due to the helicity flip operator σµν present in the pre-factor of both AT10 and F2. In

this case, the sigma, which has the heavier singly represented strange quark, the value

is larger in magnitude in comparison to the up and down from the proton and cascade

baryons.

The second and third tensor form factor plots are avaliable in Appendix F with

Figs. (F.1-F.2) for tensor form factor ÃT10, and Figs. (F.3-F.4) where instead of

plotting BT10, which is a very small value, we instead plot the much more useful

BT10 ≈ 2ÃT10 + BT10 [25], which we require later in Chapter 7 for the transverse

spin density. The two plots show again the same form of dipole, only due to the ∆
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dependence in the pre-factors of these two tensors, it is impossible to get a value at

Q2 = 0 as it was for AT10, thus we fit to the same dipole form to allow the least squares

fitting to determine a value for BT10(0) and ÃT10(0).

4.3 Summary

In this chapter we have demonstrated how to calculate the electromagnetic and tensor

form factors on the lattice using the processes discussed in Chapter 3. These calcu-

lations are limited to the masses and configurations shown in Table 3.1, and having

looked at the form of their Q2 dependence, we have fitted these values to appropriate

ansätze in order to find a functional form for the Dirac and Pauli electromagnetic and

first order (n = 1) tensor form factors. As we progress, we will find that improve-

ments can be made to the calculation of these form factors, with the implementation

of renormalisation as will be shown in Chapter 5, and with techniques bringing a series

of configurations together and, using the properties of SU(3) flavour breaking, extrap-

olate our results to the physical point in Chapter 6. These results, along side their

improvements, will then be essential in the calculation of the transverse spin densities

of the octet baryons in Chapter 7.
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Chapter 5

Renormalisation

When calculating the Feynman path integrals in continuum QCD, we run into problems

with divergent integrals, and so we must at some point cut off the integral to remove

such divergences. When using lattice QCD, we instead introduce the lattice spacing

which regulates the integral by cutting off the higher frequency modes. Unfortunately

when comparing the correlation functions and values extracted from our lattice to

experimental results, the cut off provided by the lattice spacing is insufficient and so

we must include an additional renormalisation on our lattice operators to remove any

further divergences. One such method is the Regularisation Independent Momentum

(RI-MOM) renormalisation scheme. This scheme attempts to copy the procedure used

in continuum perturbation theory, but in practical applications, we require a variant of

the RI-MOM scheme, which differs in the renormalisation factor of the quark field. This

modified RI-MOM denoted as RI’-MOM can be converted into the Modified Minimal

Subtraction scheme (MS) using continuum perturbation theory, which is useful since

phenomenological results are often presented in this MS scheme.

The work in this chapter follows closely the work and method used in [100], extend-

ing it in order calculate the multiplicative renormalisation constants over a wide range

of lattice volumes, spacings and configurations.

5.1 RI’-MOM

The RI’-MOM method involves comparing lattice calculations of off-shell Green’s func-

tions directly to continuum perturbation theory results. Matching these results works

best at short distances, where we have a small running coupling constant, and effects

such as chiral symmetry breaking are no longer a problem.
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5. RENORMALISATION

We start by constructing the Greens functions on the lattice with source four-

momentum p and sink four-momentum p′.

Gαβ(p, p′,O) ≡ a12

V

∑
x,y,z

e−ip
′·(x−z)e−ip·(z−y)〈Oαβ(x, y, z)〉, (5.1)

Oαβ(x, y, z) ≡ qα(x)O(z)qβ(y),

where V is the volume of the lattice and q is an up/down/strange quark field. Next we

define the amputated Greens function as

Γ(p, p′,O) = S−1(p)G(p, p′,O)S−1(p′), (5.2)

with the definition of a quark propagator being

S(p) ≡ a8

V

∑
x,z

e−ip·(x−y)〈qα(x)qβ(y)〉 (5.3)

This is easiest to calculate when p = p′ when there is zero momentum transfer,

such that we can impose a renormalisation condition on the vertex function, and so

following [101–103],

ΓR(p) = Z−1
q ZOΓ(p) (5.4)

where Zq is the renormalisation for the fermion field, and ZO is the renormalisation

value required for the operator O. The renormalisation value Zq can be written as the

projection of the propagator onto the Born massless quark Λq(p),

Zq = Λq(p)|p2=µ2 , Λq(p) =
Tr(−i∑µ sin(apµ)aS−1(p)

12
∑

µ sin2(apµ)
. (5.5)

We can then fix ZO by the renormalisation condition

1

12
Tr[ΓR(p, p,O)Γ−1

Born(p, p′,O)]p2=µ2 = 1 (5.6)

with the renormalisation scale set to p2 = µ2 for some µ2. By using the Born term ΓBorn
for the vertex function, we can rearrange it into an expression for the renormalisation

constant ZO,

Z = 12ZqTr[Γ(p, p,O)Γ−1
Born(p, p,O)]−1

p2=µ2
(5.7)

The Born term ΓBorn(p, p,O) changes with our choice of operatorO, the momentum

p and the momentum transfer p′ − p (if non-zero),
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5.1 RI’-MOM

ΓBorn(p, p, I) = −iI, ΓBorn(p, p, γµ) = −iγµ
ΓBorn(p, p, γµγν) = −iγµγν , ΓBorn(p, p, γµγ5) = −iγµγ5. (5.8)

We can calculate these renormalisation quantities on the lattice by first finding the

Fourier transformed quark propagator in Eq. (5.3), by taking a space-time Fourier

transform of the inverse Dirac Matrix

Ŝ(p) =
∑
x

e−ip.xŜ(x, 0). (5.9)

where we represent the operator under study in the form∑
z

O(z) =
∑
z,z′

q(z)J(z, z′)q(z′). (5.10)

We calculate the nonamputated Greens function defined in Eq. (5.1) as the gauge field

average of the quantity

Ĝ(p) =
1

V

∑
x,y,z,z′

e−ip·(x−y)Ŝ(x, z)J(z, z′)Ŝ(z′, y), (5.11)

constructed from the quark propagator Ŝ on the same gauge field configuration. With

the relation

Ŝ(x, y) = γ5Ŝ(y, x)+γ5 (5.12)

we can rewrite Ĝ(p) as

Ĝ(p) =
1

V

∑
z,z′

γ5

(∑
x

Ŝ(z, x)eip·x

)+

γ5J(z, z′)

(∑
y

Ŝ(z′, y)eip·y

)
. (5.13)

These quantities ∑
x

Ŝ(z, x)eip·x (5.14)

are calculated by solving the lattice Dirac equation using a momentum source,∑
x

M(y, z)

(∑
x

Ŝ(z, x)eip·x

)
= eip·y, (5.15)

where M(x, y) represents the fermion matrix, and the number of matrix inversions

required is proportional to the number of momenta we consider [104].

The result from this renormalisation calculation is a variant of the Regularisation

Independent Momentum scheme (RI’-MOM). This is a convenient scheme for us to

compute renormalisation factors in, but phenomenological results are usually given in

the Modified Minimal Subtraction scheme (MS), and so we need to go through a process

to convert our calculated RI’-MOM renormalisation factors into the MS scheme.
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5. RENORMALISATION

5.1.1 Moving to MS scheme

In order to convert our RI’-MOM renomalisation factors into the MS scheme, we take

eq. 5.7 at various scales of µ, and convert them into a reference scale which we set to

2 GeV and move to an intermediary stage using the Renormalisation Group Invariant

(RGI) scheme before converting from RI’-MOM to MS, giving us

ZRGIO = ZMS
O (2GeV)∆ZMS

O (2GeV) = ZRI’-MOM
O (µ)∆ZRI’-MOM

O (µ) (5.16)

and thus

ZMS
O (2GeV) = CRI’-MOM,MS

O,RGI (2GeV, µ)ZRI’-MOM
O (µ),

CRI’-MOM,MS
O,RGI (2GeV, µ) =

∆ZRI′−MOM
O (µ)

∆ZMS
O (2GeV)

. (5.17)

To then perturbatively calculate the conversion factors ∆Z, we start with a three

loop approximation of the coupling constant gS(µ) [105] with scheme S,

gS(µ)2

16π2
=

1

βS0 L
− βS1

βS0
3

logL

L2
+

1

βS0
5

βS1
2

logL2 − βS1
2

logL+ βS2 β
S
0 − βS1

2

L3
, (5.18)

L ≡ log
µ2

Λ2
S
, (5.19)

Where the coefficients in the definition of βS functions in the MS and RI’-MOM scheme

coincide up to three loops and are given by [106, 107]

β0 = 11− 2

3
Nf ,

β1 = 102− 38

3
Nf ,

β2 =
2857

2
− 5033

18
Nf +

325

54
N2
f . (5.20)

With the calculation of the coupling constant eq. 5.18 complete, we can then solve

for the conversion factor by expressing the quantity ∆ZSO(µ) in scheme S through the

β−functions and the anomalous dimension of the operator under γSO ≡ γS :

∆ZSO(µ) =

(
2β0

gS(µ)2

16π2

) γ0
2β0

exp

{∫ gS(µ)

0
dg′
(
γS(g′)

βS(g′)
+

γ0

β0g′

)}
. (5.21)

Again to the three-loop approximation ∆ZSO(µ) equates to:

∆ZSO(µ) =

(
2β0

gS(µ)2

16π2

) γ0
2β0
(

1 +
gS(µ)2

16π2

β1γ0 − β0γ
S
1

2β2
0

+ (5.22)

gS(µ)4

(16π2)2

−2β3
0γ
S
2 + β2

0(γS1 (2β1 + γS1 ) + 2β2γ0)− 2β0β1γ0(β1 + γS1 ) + β2
1γ

2
0

8β4
0

)
.
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5.2 Calculation

For the quark fields in the MS and RI’-MOM schemes are given by [108]

γ0 = 0,

γ1 =
134

3
− 8

3
Nf ,

γMS
2 =

20729

18
− 79ζ3 −

1100

9
Nf +

40

27
N2
f ,

γRI’-MOM
2 =

52321

18
− 79ζ3 −

1100

9
Nf +

40

27
N2
f , (5.23)

where ζ3 = 1.20206... , for the scalar/pseudoscalar operators [109, 110],

γ0 = −8,

γMS
1 = −404

3
− 40

9
Nf ,

γRI’-MOM
1 = −252 +

104

9
Nf ,

γMS
2 = −2498 +

(
4432

27
− 320

3
ζ3

)
Nf +

280

81
N2
f ,

γRI’-MOM
2 = −40348

3
+

6688

3
ζ3 −

(
35176

27
− 256

9
ζ3

)
Nf −

1712

81
N2
f , (5.24)

and for the tensor [106, 111]

γ0 =
8

3
,

γ1 =
724

9
− 104

27
Nf ,

γMS
2 =

105110

81
− 1856

27
ζ3 −

(
10480

81
+

320

9
ζ3

)
Nf −

8

9
N2
f ,

γRI’-MOM
2 =

358012

81
− 26144

27
ζ3 +

(
−39640

81
− 512

27
ζ3

)
Nf +

2288

243
N2
f . (5.25)

Each calculation at p = µ in the RI’-MOM scheme is dependent on momentum,

but we require a zero momentum renormalisation value, thus we must take a value in

the acceptable momentum range for an RGI scheme and chirally extrapolate to zero

momentum. Then we are able to convert to the MS scheme at our chosen value of

µ = 2 GeV.

5.2 Calculation

We are now looking to calculate in the RI’-MOM scheme to find the initial renor-

malisation values for a series of operators as shown in Table 5.1. We then convert

the appropriate renormalisation constants into the MS scheme with the aim to tabu-

late the resultant renormalisation constants for each of the operators across all lattice

configurations.
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5. RENORMALISATION

Operators Quark Bilinear Renormalising Constant

OS qq ZMS
S

OP qγ5q ZMS
P

OVµ qγµq ZV

OAµ qγµγ5q ZA

OTµν qγµνq ZMS
T

Table 5.1: The operators and their corresponding structure and renormalisation con-

stants.

5.40 243 × 48 a = 0.0818 5.50 323 × 64 a = 0.074 5.65 323 × 64 a = 0.068

κl = κs amπ κl = κs amπ κl = κs amπ

0.119820 0.2288(5) 0.120900 0.1759(8) 0.121975 0.1562(5)

0.119860 0.2085(5) 0.120920 0.1653(3) 0.122005 0.1461(4)

0.119895 0.1895(4) 0.120950 0.1511(6) 0.122030 0.1355(3)

0.119930 0.1724(8) 0.120990 0.1288(7) 0.122050 0.1260(4)

0.1200000 0.1371(8) 0.121021 0.1130(6)

5.80 483 × 96 a = 0.0588 5.95 483 × 96 a = 0.05

κl = κs amπ κl = κs amπ

0.122760 0.1448(9) 0.123411 0.1267(4)

0.122810 0.1276(7) 0.123460 0.1105(8)

0.122920 0.0802(9) 0.123510 0.0927(5)

Table 5.2: Parameters κl = κs where l = u, d and the pion masses of the lattice ensembles

over the five separate values of β, lattice extent and spacing.

5.2.1 Lattice Parameters

A variety of lattice spacings, quark masses and volumes are analysed, as shown in

Table 5.2. With the 3 degenerate quarks (Nf = 3), which allows at each value of β

a controlled extrapolation to the Nf = 3 chiral limit required for the MS scheme. In

order to convert these renormalisation factors into the physical scales µ, we need the

lattice spacing a, using the singlet quantities to set the scale [112]. We choose our

lattice momenta according to

Λ2
QCD � p2 ≤

(π
a

)2
(5.26)

54



5.2 Calculation

θ = (0, 0, 0,−1
2) θ = (1

2 ,
1
2 ,

1
2 ,−1

2) θ = (1
4 ,

1
4 ,

1
4 , 0)

n (a p)2 n (a p)2 n (a p)2

(1, 1, 1, 2) 0.1542 (0, 0, 0, 1) 0.0385 (0, 0, 0, 0) 0.0096

(2, 2, 2, 4) 0.6169 (1, 1, 1, 3) 0.3470 (1, 1, 1, 2) 0.2410

(3, 3, 3, 6) 1.3879 (2, 2, 2, 5) 0.9638 (2, 2, 2, 4) 0.7807

(4, 4, 4, 8) 2.4674 (3, 3, 3, 7) 1.8891 (3, 3, 3, 6) 1.6289

(5, 5, 5, 10) 3.8553 (4, 4, 4, 9) 3.1228 (4, 4, 4, 8) 2.7855

(6, 6, 6, 12) 5.5517 (5, 5, 5, 11) 4.6649 (5, 5, 5, 10) 4.2505

(7, 7, 7, 14) 7.5564 (6, 6, 6, 13) 6.5155 (6, 6, 6, 12) 6.0239

(8, 8, 8, 16) 9.8696 (7, 7, 7, 15) 8.6745 (7, 7, 7, 14) 8.1058

Table 5.3: The Twist angles and lattice momenta in lattice units for the 323×64 lattices.

on our L3×T lattice, where we use a periodic spatial and antiperiodic temporal bound-

ary condition, where the allowed momenta are given by,

p =

(
2π

L
nx,

2π

L
ny,

2π

L
nz,

2π

T

(
nt +

1

2

))
. (5.27)

In order to improve the resolution of our calculation we increase the number of momenta

measured by employing a twisted boundary condition to these quark fields[113], where

p→ p+B, using a B defined as,

B =

(
2π

L
θx,

2π

L
θy,

2π

L
θz,

2π

T
θt

)
(5.28)

and so for our lattice where the temporal extent is double the spatial extent T = 2L,

our momenta are then

p =
2π

L

(
nx + θx, ny + θy, nz + θz,

1

2

(
nt +

1

2
+ θt

))
. (5.29)

By varying our p2 whilst holding a fixed direction along a diagonal [75], we are left

with an overall correction of O((a p)2). These twist angles and momenta are shown on

Table 5.3.

5.2.2 Results

We start by calculating the renormalisation constants in the RI’-MOM scheme, calcu-

lating them over multiple momenta. By plotting all of the lattice ensembles and twist

angles over the renormalisation scale (a p)2, in Fig. 5.1, we see that at each of the

defined renormalisation scale points, the ensembles differ from each other, showing a
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Figure 5.1: Results of the Z renormalisation values for all pion masses versus the renor-

malisation scale in lattice units. The different colours represent the different twist angles,

and the overlapping points are the different ensembles.

small amount of pion mass dependence within each of Z at each p2. For illustration,

by taking a single point along the renormalisation scale at approximately (ap)2 ≈ 2.5,

we plot those individual Z from each ensemble against their pion mass in Fig. 5.2.

On this figure, we can see a small pion mass dependence, and with a linear fit, we can

extrapolate these Z-factors to the chiral limit for each value of (ap)2.

The renormalisation of the pseudoscalar operator needs to be treated differently, as

within the Green’s function of the pseudoscalar we find a pion pole, which to extrapolate

to the chiral limit needs to be subtracted from its vertex function. This is achieved by

constructing a two-parameter ansätze for each momentum p

f (2)(p,mπ) = aP (p) +
cP (p)

m2
π

, (5.30)

and fit this equation to the ratio

R(p,mπ) =
ΛP (p,mπ)

Zq(p,mπ)CRI’-MOM,MS
P,RGI (p, 2GeV )

. (5.31)

We employ this local two-parameter fit to subtract the pion pole and extrapolate

ZP along with the other renormalisation factors to the chiral limit, as shown in Fig.

(5.3,5.4).
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5.2 Calculation

0.00 0.05 0.10 0.15 0.20 0.25
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π(GeV)

2

0.80
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0.92

Z
i

ZA

ZS

ZV

ZT

Figure 5.2: The dependence of the Z renormalisation values on the pion mass of β = 5.50

at (a p)2 ≈ 2.5, with a linear chiral extrapolated fit.
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Figure 5.3: Results of the Z renormalisation value of the β = 5.50, with the chiral

extrapolation to zero momentum. Each renormalisation value is plotted with separate

colours and symbols to differentiate each operator, using a fitting range of (a p)2 ∈ [4, 12].
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Figure 5.4: Similar to Fig. 5.3 for β = 5.65

As we can see in these two figures, the values of ZV , ZA, ZS , ZP and ZT , each lies

on an approximately linear curve after the renormalisation scale value (a p)2 ≥ 2 for

Fig. 5.3 and (a p)2 ≥ 4 on Fig. 5.4, which allows us to fit these points to a straight line

and extrapolate back to zero momentum. On these plots the the dashed lines represent

the fit interval of (a p)2 ∈ [2, 10] and (a p)2 ∈ [4, 12] for Figs 5.3 and 5.4 respectively.

We then convert our ZS , ZP and ZT to the MS scheme at 2 GeV, and in Fig. (5.5,

5.6, 5.7) show the difference between the RI’-MOM and MS schemes respectively in the

β = 5.65 lattice configurations, with the dashed line representing the extrapolation of

the MS scheme with a fit interval of (a p)2 ∈ [4, 12] in each.

The renormalisation constants in the vector and axial case have the same coefficients

in the RI’-MOM and MS schemes, thus their renormalisation values will be equivalent

up to the third order between these two cases, and so we leave ZV and ZA in their

RI’-MOM form.

The renormalisation values for each of the operators, at each β are presented in

Table 5.4.

5.2.2.1 Complete subtraction of one-loop lattice artifacts

Our previous renormalisation factor has reduced the level of lattice aftifacts, such that

we can use this renormalisation to compare our lattice results to experimental, but there

are still remaining degrees of one-loop lattice aftifacts remaining in our lattice QCD
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Figure 5.5: The dependence of ZRI’-MOM
S and ZMS

S on the momentum scale, for the

chirally extrapolated non-perturbative data. Dashed line represents the continuum extrap-

olation of the MS fit, for β = 5.65

0 2 4 6 8 10 12

(a p)2

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Z
P

MS (2 Gev)

RI ′−MOM ( a p )

Figure 5.6: Similar to Fig. 5.5 for ZMS
P .
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Figure 5.7: Similar to Fig. 5.5 for ZMS
T .

β ZMS
S ZMS

P ZRI’-MOM
V ZRI’-MOM

A ZMS
T

5.40 0.7759(19) 0.4902(66) 0.8317(17) 0.8535(43) 0.9462(70)

5.50 0.7667(23) 0.4959(40) 0.8341(25) 0.8578(49) 0.9479(22)

5.65 0.7802(89) 0.5395(06) 0.8403(40) 0.8616(37) 0.9482(58)

5.80 0.7408(69) 0.5477(82) 0.8545(15) 0.8749(18) 0.9667(89)

5.95 0.7406(04) 0.5739(57) 0.8608(53) 0.8817(13) 0.9708(46)

Table 5.4: Renormalisation constants at each value of β after chiral extrapolation across

multiple masses with conversion from RI’-MOM to MS at µ = 2 GeV, for the tensor and

scalar renormalisation constants, with statistical error.
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0 2 4 6 8 10

(a p)2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0
Z
S
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Figure 5.8: The β = 5.50 chirally extrapolated values of ZMS
S prior to the subtraction

(black circles) and after the complete subtraction of one-loop lattice artifacts using gb (red

diamonds).

calculations. We can attempt to improve our determination of the renormalisation

factors Zi by performing a ‘complete’ subtraction of these one-loop lattice artifacts

[102]. It has been shown in previous studies [100] that at high values of (a p)2, the

O(g2 a2) terms become large and are no longer under control. Due to the way we

compute to all orders of our lattice spacing a, we have a dependence on the momentum

included in the propagators that cannot be given in a closed form, so we compute the

one-loop expressions separately for each value of the external momentum used in our

calculations. We can omit the O(a0) contributions by subtracting O(g2 a0) terms,

which have been computed analytically in [100]. For this case we are subtracting the

complete one-loop lattice artifacts and so we employ the boosted coupling,

g2
b =

g2

P (g)
(5.32)

where P (g) is the plaquette at each lattice β taken from each of the ensembles, and

we use the tree-level value of the improvement coefficient csw = 1. The effects of

this subtraction are shown in Figs. 5.8 - 5.12 for the chirally extrapolated ZMS
S ,ZMS

P ,

ZRI’-MOM
V ,ZRI’-MOM

A and ZMS
T , where these figures show the renormalisation factors ZMS

i

determined previously, alongside the renormalisation factor after a complete subtraction

of all the one-loop lattice artifacts. We then take the continuum extrapolation of these

subtracted renormalisation factors and tabulate them for each of the lattice β ensembles

in Table 5.5.
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Figure 5.9: Similar to Fig. 5.8 for ZMS
P
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Figure 5.10: Similar to Fig. 5.8 for ZRI’-MOM
V
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Figure 5.11: Similar to Fig. 5.8 for ZRI’-MOM
A
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Figure 5.12: Similar to Fig. 5.8 for ZMS
T

β ZMS
S ZMS

P ZRI’-MOM
V ZRI’-MOM

A ZMS
T

5.40 0.7034(48) 0.5021(87) 0.8503(14) 0.8671(77) 0.9637(23)

5.50 0.7046(89) 0.5009(24) 0.8519(95) 0.8693(38) 0.9644(49)

5.65 0.7153(86) 0.5428(51) 0.8615(59) 0.8754(19) 0.9684(54)

5.80 0.6709(23) 0.5647(34) 0.8796(75) 0.8913(49) 0.9945(11)

5.95 0.6683(94) 0.6134(17) 0.8856(25) 0.8983(43) 0.9980(42)

Table 5.5: Renormalisation constants at each value of β after chiral and continuum

extrapolation across multiple masses with conversion from RI’-MOM to MS at µ = 2

GeV with the added improvement of the subtraction of one-loop lattice artifacts using gb.

Numbers in brackets indicate statistical error only.

63



5. RENORMALISATION

5.3 Summary

We finally take the lattice data that has been improved by the complete subtraction of

the one-loop lattice artifacts with the boosted coupling gb to be our final results, with

the renormalisation factors tabulated in Table 5.5. We have calculated the Green’s

function on each of our lattice ensembles, and through this process found renormalisa-

tion factors Z in a variant of the Regularisation Independent Momentum (RI’-MOM)

scheme, and using a transformation from this scheme into the Renormalised Group

Invariant (RGI) scheme to get a conversion into the Modified Minimal Subtraction

scheme (MS). We then further improved our calculation of the renormalisation factors,

by performing a complete subtraction of the one-loop lattice artifacts by omitting all

the O(a0) contributions by subtracting the O(g2 a0) terms.

When comparing our unsubtracted results in Table 5.4; specifically of the β =

5.50 ZRI’-MOM
V = 0.8341, we find compared to previous values calculated in [17] of

ZV = 0.857(1) at a pion mass of mπ = 220 MeV, that our initial calculation was

underestimating previous calculations. However our result after improvement in Table

5.5, of ZRI’-MOM
V = 0.8519(95) is in much better agreement with previously calculated

results, which gives us encouragement that the subtraction of these lattice artifacts has

improved our calculation of the renormalisation factors.
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Chapter 6

Flavour Symmetry Breaking

The QCD interaction is flavour-blind, which means that when we ignore the weak

interactions and electromagnetism, the only difference between flavour comes from the

quark masses. This allows us to investigate the properties of flavour symmetry breaking

and mixing, one of the remaining outstanding problems in particle physics. A program

to systematically investigate the patterns of flavour symmetry breaking in meson and

baryon masses based on group theory, as opposed to effective field theory as would be

seen in chiral perturbation, has been proposed [75, 79] with an extension to incorporate

QED effects described in [114–116]. In the recently published [1] this procedure was

extended to include hadronic matrix elements, and in this chapter we will present our

results for the electromagnetic and tensor form factors.

It is easiest to understand the theory behind these interactions when all three quark

flavours share the same mass, as this allows us to use all the tools available to us in

flavour SU(3) group theory. As we have seen earlier in Chapter 3, when constructing

our lattice, we have kept the bare quark mass m = (mu + md + ms)/3 constant while

then expanding the matrix elements around the SU(3) flavour symmetric point, further

restricting ourselves to nf = 2 + 1 where we have degenerate u and d quark masses

mu = md ≡ ml.

The work in this chapter uses the theory discussed in [1], where the local currents

covering all possible Dirac gamma matrix structures were split into ‘first’ and ‘second’

class currents. Using group theory, we define the expansion parameters and the general

structure of the expansion. Then using the Wigner-Eckart theorem, give the reduced

matrix elements and discus the group theory classification of the SU(3) tensors, de-

termining those which are useful to the study and give the required Leading Order

expansions. We briefly demonstrate the amplitudes restricted to the symmetric point,

constructed from the group theory classifications in [1], and then move on to the linear

combinations of the matrix elements constructed from various baryons, that produce
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Index Baryon (B) Meson (F ) Current (JF )

1 n K0 dγs

2 p K+ uγs

3 Σ− π− dγu

4 Σ0 π0 1√
2
(uγu− dγd)

5 Λ0 η 1√
6
(uγu+ dγg − 2sγs)

6 Σ+ π+ uγd

7 Ξ− K− sγu

8 Ξ0 K
0

sγd

0 η′ 1√
3
(uγu+ dγd+ sγs)

Table 6.1: The conventions for the generalised currents. We use the convention that the

current (i.e operator) numbered by i has the same effect as absorbing a meson with the

index i. γ here represents an arbitrary Dirac matrix.

functions which share the same value at the SU(3) flavour symmetric point, but deviate

as masses change.

6.1 Mass Dependence of Amplitudes

To find the allowed mass dependence of the matrix elements of octet operators in octet

hadrons we need the SU(3) decomposition of the 8 ⊗ 8 ⊗ 8. We regard the baryons

and mesons as vectors of length 8, using the ordering in Table 6.1. The group theory

classification of the SU(3) octet tensors in [1] leads us to using a mass Taylor expansion

of the operator amplitudes. We tabulate the SU(3) singlet and octet coefficients into

Table 6.2. These coefficients are used to construct equations allowing linear expansion

of the hadronic amplitudes along the fixed m line described in Chapter 3, to the physical

point. Using the definitions on Table 6.1 and referring back to Chapters 3 and 4 with

the construction of matrix elements, the notation for the matrix element transition of

B → B′ is,

A
B
′
FB

= 〈B′|JF |B〉, (6.1)

where JF is the appropriate operator from Table 6.1 and F denotes the flavour structure

of the operator. In our operator expressions qγq, q is the annihilation operator and

q the creation operator, with γ representing an arbitrary Dirac matrix. We use our

convention for the flavour structure F , where the current i has the same effect as

absorbing a meson with the same index. For example creating a π+ annihilates one d
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6.1 Mass Dependence of Amplitudes

quark while creating a u quark, such that

Jπ
+ |0〉 ∝ |π+〉, (6.2)

and so

〈p|uγd|n〉 = 〈p|Jπ+ |n〉 (6.3)

represents p = π+n.

We can use this notation to write out the quark electromagnetic current as we saw

in Chapter 4, in the form of an appropriate flavour matrix F

Jem ∝
1√
2
Jπ

0
+

1√
6
Jη (6.4)

=
2

3
uγu− 1

3
dγd− 1

3
sγs.

Table 6.2 is then to be read as such, where the f and d terms are independent of

the quark mass, while the r1, r2, r3 and s1, s2 coefficients are the leading order or δml

terms. Thus as an example of how the Amplitudes of the various matrix elements are

read off Table 6.2 we look at the ΣπΣ term, which gives to first or leading order in δml,

〈Σ+|Jπ0 |Σ+〉 = AΣπΣ = 2f + (−2s1 +
√

3s2)δml (6.5)

6.1.1 Amplitude at the symmetric point

If we look at the pattern of amplitudes at the symmetric point, where there is no

breaking of SU(3) flavour symmetry, we can read off the corresponding matrix elements

from Table 6.2, and construct many matrix element combinations which have to be

equal at the symmetric point. For example

√
3

2
〈p|Jη|p〉+

1

2
〈p|Jπ0 |p〉 = 〈Σ+|Jπ0 |Σ+〉

= −
√

3

2
〈Ξ0|Jη|Ξ0〉+

1

2
〈Ξ0|Jπ0 |Ξ0〉

= 2f, (6.6)

writing the operators out in their qγq form

1√
2
〈p|(uγu− sγs)|p〉 =

1√
2
〈Σ+|(uγu− dγd)|Σ+〉

=
1√
2
〈Ξ0|(sγs− dγd)|Ξ0〉 (6.7)

= 2f. (6.8)
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1, 1st class 8, 1st class

O(1) O(δml)

f d d d d f f

I A
B
′
FB

f d r1 r2 r3 s1 s2

0 NηN
√

3 -1 1 0 0 0 -1

0 ΣηΣ 0 2 1 0 2
√

3 0 0

0 ΛηΛ 0 -2 1 2 0 0 0

0 ΞηΞ −
√

3 -1 1 0 0 0 1

1 Nπ0N 1
√

3 0 0 -2 2 0

1 Σπ0Σ 2 0 0 0 0 -2
√

3

1 Ξπ0Ξ 1 −
√

3 0 0 2 2 0

Table 6.2: Coefficients in the mass Taylor expansion of AB′
FB operator amplitudes:

SU(3) singlet and octet, for first class currents. The first row gives whether singlet or

octet, the second row gives the order in δml. The third row gives whether the associated

tensor is f -like or d-like according to the definition given in [1]. These coefficients are

sufficient for the linear expansion of hadronic amplitudes. Table from [1].

It is clear why these three matrix elements have to be the same at the symmetric

point. The u contribution of the proton is the same as the u contribution of the Σ+ or

the s component of the Ξ0, because each is their respective ‘doubly-represented’ valence

quark. Much the same for the s in the proton being equal to the d in the Σ+ or the d

in the Ξ0, because in each case it is the non-valence flavour. Thus the relations in eq.

6.7 are simply consequences of each baryon’s flavour permutations, each belonging in

the S3 subgroup of SU(3). Similarly

1√
6
〈p|(uγu+ sγs− 2dγd)|p〉 =

1√
6
〈Σ+|(uγu+ dγd− 2sγs)|Σ+〉

=
1√
6
〈Ξ0|(sγs+ dγd− 2uγu)|Ξ0〉 (6.9)

= 2d. (6.10)

These elements all have the same pattern with ‘doubly-represented + non-valence

−2× singly-represented’, and so we can see why they must be the same at the symmetric

point.
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6.2 Fan Plots

Moving away from the symmetric point, we keep m fixed, and so we only consider

the non-singlet polynomials in the quark mass. Using only first order in δml, we can

consider the octets, allowing us to read off the mass coefficients from Table 6.2 as in eq.

6.5. By constructing quantities which are equal in the fully symmetric case and differ

for our case of nf = 2 + 1 quark masses, we can examine the violation of the SU(3)

symmetry that arises from the ms −ml mass difference.

6.2.1 The d-fan

We can construct a so-called ‘fan’ plot, by constructing combinations of B
′
FB am-

plitudes that have the same value (2d) at the symmetric point, but fan out once the

SU(3) symmetry is broken. From Table 6.2 we can construct seven quantities Di for

our d-fan,

D1 ≡ −
(
ANηN +AΞηΞ

)
= 2d− 2r1δml,

D2 ≡ AΣηΣ = 2d+
(
r1 + 2

√
3r3

)
δml,

D3 ≡ −AΛηΛ = 2d− (r1 + 2r2) δml,

D4 ≡
1√
3

(
ANπN −AΞπΞ

)
= 2d− 4√

3
r3δml, (6.11)

D5 ≡ AΣπΛ = 2d+
(
r2 −

√
3r3

)
δml,

D6 ≡
1√
6

(
ANKΣ +AΣKΞ

)
= 2d+

2√
3
r3δml,

D7 ≡ −
(
ANKΛ +AΛKΞ

)
= 2d− 2r2δml.

By constructing these quantities, we find a ‘fan’ plot with 7 lines constrained by

only 3 slope parameters (r1, r2 and r3), so the split between these observables is highly

constrained. These are not the only 7 quantities that can be chosen as an infinite

set of linear combinations exist. For this work, we only calculate the flavour diagonal

equations D1, D2 and D4, as we have not calculated the off-diagonal terms in the other

equations. We can construct an ‘average D’ from the diagonal amplitudes

XD ≡
1

6
(D1 + 2D2 + 3D4) = 2d+O(δm2

l ) (6.12)

chosen such that the O(δml) coefficient vanishes. These average quantities can be

useful for helping to set the lattice scale in the mass case [78]. It is helpful when

constructing the fan plots from these equations to plot Di/XD to find the average fit

to reduce statistical fluctuations, however for the construction of our F1 form factor as
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6. FLAVOUR SYMMETRY BREAKING

an example of the method, XD vanishes at Q2 = 0 and is always small, so instead we

use the alternative D̃i ≡ Di/XF , where XF is defined next in eq. 6.14.

6.2.2 The f -fan

By using Table 6.2 again, we can construct another five quantities Fi, which again

have the same value (2f) at the symmetric point, but differ when the SU(3) symmetry

is broken.

F1 ≡
1√
3

(
ANηN −AΞηΞ

)
= 2f − 2√

3
s2δml,

F2 ≡
(
ANπN +AΞπΞ

)
= 2f + s1δml,

F3 ≡ AΣπΣ = 2f +
(
−2s1 +

√
3s2

)
δml, (6.13)

F4 ≡
1√
2

(
AΣKΞ −ANKΣ

)
= 2f − 2s1δml,

F5 ≡
1√
3

(
AΛKΞ −ANKΛ

)
= 2f +

2√
3

(√
3s1 − s2

)
δml.

Once again we can construct these quantities to find a fan plot with 5 lines, but in

this case with only 2 slope parameters (s1 and s2), so the split between these observables

is highly constrained. Again, we only calculate the flavour diagonal terms F1, F2 and

F3. At quadratic and higher level there are no constraints between the coefficients for

the f -fan. We can then find an ‘average F’ from the diagonal amplitudes

XF ≡
1

6
(3F1 + F2 + 2F3) = 2f +O(δm2

l ) (6.14)

and using this we can construct normalised fan plots of F̃i ≡ Fi/XF .

Unlike the d-fan, the f -fan to linear order, has no error from dropping the quark-line

disconnected contributions, as only the r1 parameter has a quark-line disconnected

piece, and none of the ri parameters appear in the f -fan, i.e it’s purely connected.

6.3 Flavour-diagonal matrix elements

In order to calculate the flavour diagonal matrix elements, we need the additional

expansion of 〈B|Jη′ |B〉, which requires the SU(3) analysis of the 8 ⊗ 1 ⊗ 8 tensors,

which are just the 8⊗ 8 matrices previously analysed in [75]. This leads the conclusion

that the matrix elements of flavour singlet operators follow the same formulae as the

hadron masses. For leading order the expansion is found by
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6.3 Flavour-diagonal matrix elements

ANη′N = a0 + 3a1δml,

AΣη′Σ = a0 + 3a2δml, (6.15)

AΞη′Ξ = a0 − 3(a1 − a2)δml,

with higher order terms available in [75].

The diagonal flavour states are then given by π0 and η, together with the singlet

flavour state η′. These can then be inverted to give individual quark states uγu, dγd

and sγs in terms of these Jη
′
, Jπ

0
and Jη as

uγu =
1√
3
Jη
′
+

1√
2
Jπ

0
+

1√
6
Jη,

dγd =
1√
3
Jη
′ − 1√

2
Jπ

0
+

1√
6
Jη, (6.16)

sγs =
1√
3
Jη
′ −
√

2

3
Jη.

Using eq. 6.16 together with eq. 6.15 and Table 6.2, allows us to construct the

SU(3) flavour breaking expansion for the flavour diagonal matrix elements. Whilst

from eq. 6.15, we will gain extra coefficients a0, a1 and a2 that we don’t calculate

from our ‘fan’ plots, we can alleviate this with the consideration of connected and

disconnected matrix elements. If we consider separate expansions for both connected

and disconnected pieces,

〈p|uγu|p〉 = 〈p|uγu|p〉con + 〈p|uγu|p〉dis (6.17)

which now adds additional constraints.

If we explicitly consider the flavour diagonal amplitudes, in each baryon the discon-

nected u and d terms will be equal as mu = md, and so

〈p|Jπ0 |p〉dis, 〈Σ+|Jπ0 |Σ+〉dis, 〈Ξ0|Jπ0 |Ξ0〉dis (6.18)

will then vanish, leaving the terms

fdis +
√

3ddis = 0, fdis = 0, fdis −
√

3ddis = 0 (6.19)

and

−rdis3 + sdis1 = 0, −2sdis1 +
√

3sdis2 = 0, rdis3 + sdis1 = 0. (6.20)

This gives us that all of these disconnected terms fdis, ddis, rdis3 , sdis1 and sdis2 = 0,

leaving us with only the rdis1 contributing to the disconnected result. Thus from now

on we only need to distinguish the r1 term between our connected and disconnected

contributions.
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6.3.1 Connected terms

For the octet baryons that we are interested in, p(uud), Σ+(uus) and Ξ0(ssu), there

are no connected pieces for the components of 〈p|sγs|p〉, 〈Σ+|dγd|Σ+〉 and 〈Ξ0|dγd|Ξ0〉.
This gives us new conditions on the connected terms for a0, a1 and a2, from previous

expansion parameters, giving

acon0 =
√

6f −
√

2d,

3acon1 =
√

2rcon1 −
√

2s2, (6.21)

3acon2 =
1√
2
rcon1 +

√
6r3 −

3√
2
s2. (6.22)

Using these new expressions for acon0 , acon1 and acon2 , gives us the individual quark

flavour expansions for the octet baryons p, Σ+ and Ξ0

〈p|uγu|p〉con = 2
√

2f +

(√
3

2
rcon1 −

√
2r3 +

√
2s1 −

√
3

2
s2

)
δml, (6.23)

〈p|dγd|p〉con = 2
√

2(f −
√

3d) +

(√
3

2
rcon1 +

√
2r3 −

√
2s1 −

√
3

2
s2

)
δml,

and

〈Σ+|uγu|Σ+〉con = 2
√

2f +
(
−2
√

2s1 +
√

6s2

)
δml, (6.24)

〈Σ+|sγs|Σ+〉con =
√

2(f −
√

3d) +

(√
−3

2
rcon1 −

√
2r3 −

√
2s1 +

√
3

2
s2

)
δml,

and

〈Ξ0|uγu|Ξ0〉con =
√

2(f −
√

3d) +
(

2
√

2r3 + 2
√

2s1

)
δml,

〈Ξ0|sγs|Ξ0〉con = 2
√

2f +

(
−
√

3

2
rcon1 +

√
2r3 +

√
2s1 −

√
3

2
s2

)
δml. (6.25)

We can also use these individual quark contribution to find the result for the elec-

tromagnetic current Jem as seen earlier in Chapter 4, for the octet baryons p, Σ+ and

Ξ0,
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〈p|Jem|p〉con =
√

2f +

√
2

3
d+

(
1√
6
rcon1 −

√
2r3 +

√
2s1 −

1√
6
s2

)
δml,

〈Σ+|Jem|Σ+〉con =
√

2f +

√
2

3
d+

(
1√
6
rcon1 +

√
2r3 −

√
2s1 −

1√
6
s2

)
δml,

〈Ξ0|Jem|Ξ0〉con = −2

√
2

3
d+

(
1√
6
rcon1 +

√
2r3 +

√
2s1 +

1√
6
s2

)
δml, (6.26)

for the quark line connected terms, and then for the disconnected terms we simply find

〈p|Jem|p〉dis = 〈Σ+|Jem|Σ+〉dis = 〈Ξ0|Jem|Ξ0〉dis =
1√
6
rdis1 δml. (6.27)

6.4 Renormalisation and O(a) improvement for the vector

current

As we saw in Chapter 5, the computed matrix elements require renormalisation and

O(a) improvement. We expect the O(a) improvment to merely modify the SU(3)

flavour breaking expansion coefficients, and so following on from the previous section

we look at the diagonal sector where B′ = B and using the vector current. We use the

notation and results from [117] and [118] for the onshell improvement with simplification

from [1] to find the vector currents,

V π0R
µ = ẐV

[
1 + b̂V δml

]
Vπ0

µ ,

V ηR
µ = ẐV

[
(1− b̂V δml)Vηµ +

√
2(b̂V + 3f̂V )δmlVη

′
µ

]
, (6.28)

V η′R
µ = ẐV r̂V

[
Vη′µ + 2

√
2d̂V δmlVηµ

]
,

here V denotes for the local vector current,

VFµ = V F
µ + icV ∂νT

F
µν (6.29)

with TFµν = qFσµνq and ∂µφ(x) = [φ(x+ µ̂)− φ(x− µ̂)]/2. These improvement coeffi-

cients bV , dV and cV are functions of the coupling constant g0, where rV accounts for

the fact that the singlet renormalisation differs from the non-singlet renormalisation

ZV (g0), depending on the chosen scheme and scale. We have absorbed a constant m

into the renormalisation constant and improvement coefficients
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ẐV = ZV (1 + (bV + 3bV )m)

b̂V = bV (1 + (bV + 3bV )m)−1, (6.30)

f̂V = fV (1 + (bV + 3bV )m)−1.

We can then use eq. 6.28 as our definition of the improvement coefficients, as we

already have the SU(3) flavour breaking expansion coefficients as functions of m.

If we consider V π0R
µ in eq. 6.28 together with 〈p|V π0

µ |p〉R, 〈Σ+|V π0

µ |Σ+〉R and

〈Ξ0|V π0

µ |Ξ0〉R. From our expansion coefficient Table 6.2 for F = π0, we find from ANπN ,

AΣπΣ and AΞπΞ that our expansion coefficients simply change their value slightly by

our renormalisation coefficients

s1 → s′1 = s1 +
1

2
f b̂V ,

s2 → s′2 = s2 +
√

3f b̂V , (6.31)

r3 → r′3 = r3 −
√

3

2
db̂V .

As we saw from eqs. (6.19, 6.20), the disconnected pieces for f , d, r3, s1 and s2

vanish, implying that b̂V must also vanish for the disconnected piece.

By repeating this process for V ηR
µ , we get further results for r1 which we then split

into connected and disconnected pieces rcon1 and rdis1

rcon1 → rcon
′

1 = rcon1 + 2
√

3f(b̂V + 3f̂ conV )− d(b̂V + 6f̂ conV ),

rdis1 → rdis
′

1 = rdis1 + 3
√

2adis0 f̂disV . (6.32)

And finally considering V η′R
µ

a1 → a′1 = a1 + 2

√
2

3
(f − 1√

3
d)d̂V ,

a2 → a′2 = a2 −
4

3

√
2dd̂V . (6.33)

Thus as we expected the improvement coefficients are simply the terms in the

SU(3) symmetry flavour breaking expansion that are slightly modified as given in eqs.

(6.31,6.32,6.33).
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6.4.1 Determination of ẐV , b̂V and f̂ conV

In order to determine some of the improvement coefficients, we implement a constraint

in the form of a conserved vector current (CVC) using Noether’s theorem. Due to the

global symmetry of the lattice action; q → e−iαqq is valid for each quark separately,

so essentially the operator counts the number of u quarks and d quarks in the baryon.

The local current is not exactly conserved VCV C = V + O(a), and so we can define

the renormalisation constant and several improvement terms (used similarly in [119]

for both 2 flavour and quenched QCD) by imposing CVC. We thus restrict our consid-

eration to the forward matrix elements for V4 at Q2 = 0, with no momentum transfer

to eliminate the ĉV term.

Thus for the conserved vector current, the representative matrix elements are

〈p|V π0

4 |p〉R = AR
NπN

=
1√
2

(2− 1),

〈Σ+|V π0

4 |Σ+〉R = AR
ΣπΣ

=
1√
2

(2− 0), (6.34)

〈Ξ0|V π0

4 |Ξ0〉R = AR
ΞπΞ

=
1√
6

(1− 0).

And using this together with the equation for V π0

µ in eq. 6.28 gives us

f =
1√
2ẐV

, d = 0. (6.35)

From this we can determine f from XF at Q2 = 0 via eq. 6.14 as

ẐV =

√
2

XF
. (6.36)

From eq. 6.31, due to the lack of O(δml) terms in eq. 6.34, we would have the

improvement terms s′1 = 0, s′2 = 0 and r′3 = 0, in other terms

s1 = −1

2
f b̂V , s2 = −

√
3f b̂V , r3 = 0. (6.37)

Thus directly using s̃i = si/XF , which to leading order is si/(2f), gives us the b̂V
improvement coefficient. Using the equivalent results from eq.6.34 for V ηR

4

〈p|V η
4 |p〉R = AR

NηN
=

1√
6

(2 + 1− 0),

〈Σ+|V η
4 |Σ+〉R = AR

ΣηΣ
=

1√
6

(2 + 0− 2), (6.38)

〈Ξ0|V η
4 |Ξ0〉R = AR

ΞηΞ
=

1√
2

(1 + 0− 4),
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which not only gives consistency with previous eqs. 6.35,6.36, but in addition we get

rcon
′

1 = 0, r′2 = 0, or if rewritten from eqs. 6.33

rcon1 = −2
√

3f(b̂V + 3f̂ conV ), r2 = 0. (6.39)

6.5 Results

Using the method we have described in the previous sections, we now use our lattice

calculations and the ensembles in Table 3.1. to demonstrate some of the features of

this expansion.

6.5.1 X Plots

We consider first, the quantities from the lattice XF1 con
D , XF1

F and XF2 con
F , XF2

F , where

here F1 and F2 refer to the electromagnetic form factors, which we construct from the

diagonal form factors; Dcon
1 , Dcon

2 and D4 from eq. 6.11 and F1, F2 and F3 in eq.

6.13. In Fig. 6.1 we show XF1 con
D and XF1

F for the F1 Dirac form factor for two fixed

values of Q2 at Q2 = 0 and 0.49 GeV2. As we expected, the Xs are constant across

the ensembles and show almost no signs of O(δm2
l ) or any curvature effects. To show

how far we have to extrapolate to get the quark mass from our symmetric point to

the physical point, we use a previous determination of δm∗l = −0.01103 [120], where

∗ denotes the physical point. We see as noted earlier for Q2 = 0, XF1 con
D vanishes as

d = 0, which is visible on the plot.

This constant nature of the Xs does not depend on which form factor we use to

calculate them, as in Fig. 6.2 we see a similar plot, only now for the F2 Pauli form

factor, with XF2
D and XF2

F , for two fixed Q2 values at Q2 = 0.25 and 0.49 GeV2. With

again the plot showing the Xs to be constant within statistics. Due to the limitations

of the F2 Pauli form factor, we can only determine the Q2 = 0 value via extrapolation,

thus we show Q2 = 0.25GeV2 instead.

By taking a value at multiple fixed Q2 points, we can plot the dependency of X on

Q2. In Fig. 6.3 we see the Q2 dependence of XF1 con
D and XF1

F as well as XF2
D and XF2

F ,

using previously determined fitted values at δm∗l , using fits as shown in Fig. 6.1 and

6.2. This gives us the dependence of Q2 that both d and f show respectively. We can

see that for XF1
F , d is initially zero and remains small, while f drops almost as 1/Q2

as we would expect from all f and d for large Q2 for all form factors.

6.5.2 Fan Plots

We now look to the ‘fan’ plots that we defined in eq. 6.11 and 6.13. We are only

considering the unimproved lattice quantities, as the improved operators would only
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D and XF1

F for F1 at Q2 = 0.00 GeV2, top panel and for Q2 = 0.49

GeV2, lower panel. The lower filled circles in each plot areXF1

D , the upper filled triangles

are XF1

F . The dashed lines are constant fits and the stars represent the physical point.
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have minimal changes to the SU(3) flavour breaking expansion, and also only consider

once again the diagonal form factors in these equations Dcon
1 , Dcon

2 and D4 from eq.

6.11 and F1, F2 and F3 in eq. 6.13. To generate the ‘fan’ plots, we construct systems

of linear equations for eq. 6.11, taking the parameters rcon1 , r3 and d for the d-fan, and

using eq. 6.13 with parameters s1, s2 and f for the f -fan.

In Fig. 6.4 we show the ‘fan’ plots for D̃i
F1

= DF1
i /XF for i = 1, 2 and 4 and

F̃i
F1

= FF1
i /XF for i = 1, 2 and 3. We divide the Di terms by XF rather than XD due

to the fact that d vanishes for the F1 Dirac form factor at Q2 = 0 and remains small

even away from Q2 = 0, thus dividing by this value only causes unnessecary noise and

is not beneficial. This is not the case for all form factors as seen in XF2
D , however for

consistency, XF is always used. This only causes our symmetric point for the Di ‘fan’

plots to no longer be constrained to one.

The lines shown in Fig. 6.4 correspond to the linear fits of the DF1 con
i using eq. 6.11

in the upper plot and FF1 con
i using eq. 6.13 in the lower plot. The lines are generated

from a least squares fit on the system of linear equations to determine rcon1 , r3 and so

these values are quite tightly constrained. By determining these two parameters, we can

also predict the off-diagonal hyperon decays for i = 6, which is also shown. Similarly

for FF1
i , we determine the constrained fit parameters s̃1 = s1/XF , s̃2 = s2/XF and

then plot the off-diagonal hyperon decays for i = 4, 5.

We show the equivalent results for F2 in Fig. 6.5 where again we normalised the

parameters r̃con1 = rcon1 /XF , r̃3 = r3/XF and s̃1 = s1/XF , s̃2 = s2/XF , with the

addition of off-diagonal hyperon decays on the d-fan plot for i = 6; and on the f -fan

plot for i = 4, 5.

From the fan plots, we can extract a dependence of the expansion coefficients rcon1 ,r3,

s1 and s2 on Q2 by taking the fan plots at various fixed Q2 points. In Fig. 6.6 we

show the expansion coefficients rcon1 ,r3, s1 and s2 for the F con1 and F2 form factors as

functions of Q2. As mentioned previously at Q2 = 0 the expansion coefficients for F con1

vanish, which determines the improvement coefficients bV , f conV . Thus we see in the

top panel of Fig. 6.6, at Q2 = 0 the negative values of the expansion coefficients rcon1 ,

s1 and s2 show a clear indication of the nature of the improvement coefficients, which

would force these expansion coefficients to vanish.

We can see that |r3|,|s1| ≈ 0 and |rcon1 | is a factor two – four larger than |s2|. For

the F2 form factor, the coefficients are flatter, with s2 ≈ 0 as shown in Fig. 6.5, by the

almost indistinguishable difference between F̃3
F2

and F̃4
F2

.

6.5.3 Estimating ẐV and b̂V

As mentioned previously, XF1
F at Q2 = 0 determines the renormalisation constant ẐV

via eq. 6.36. The constant fit described in eq. 6.14 and shown in Fig. 6.1 and 6.3,
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Figure 6.4: Top panel: D̃F1
i ≡ DF1

i /XF1

F for i = 1 (filled circles), 2 (filled squares) and

4 (filled triangles) for Q2 = 0.49 GeV2. The three fits are from eq. 6.11, the line for

i = 6 is also shown. The vertical dotted line represents the physical point. Lower panel:
˜FF1
i ≡ FF1

i /XF1

F again at Q2 = 0.49 GeV2 for i = 1 (filled circles), 2 (filled squares) and 3

(filled triangles) . The three fits are from eq. 6.13, and the lines for i = 4, 5 are also shown.
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F ,
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Lower panel: ˜FF2
i ≡ FF2

i /XF2

F again at Q2 = 0.49 GeV2 for i = 1 (filled circles), 2 (filled

squares) and 3 (filled triangles) . The three fits are from eq. 6.13 normalised by XF2

F , and

the line for i = 5 is also shown.
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leads to f = 0.814(1) or

ẐV = 0.869(1). (6.40)

Previous non-perturbative estimates of ZV at β = 5.50 are given in [100, 121] and

Chapter 5 of 0.863(4), 0.857(1) and 0.8519(95) respectively, and are close to ẐV in eq.

6.40 with different determinations having O(a) differences and the difference between

the ZV and ẐV of ∼ 1 + bVm. For this calculation we have bV ∼ O(1) and m ∼ 0.01

(from [75]), so there is another ∼ 1% further difference.

From Fig. 6.6, the Q2 = 0 value for r3 is 0.06(2), which compared to other values

is compatible with zero. The Q2 = 0 values for s1 = −0.479(22) and s2 = −1.643(44)

give the ratio s2/s1 = 3.42 which is in good agreement of the theoretical value for the

ratio from eq. 6.37 of 2
√

3 ∼ 3.46. Similarly using eq. 6.37, we find the weighted

average of

b̂V = 1.174(21), (6.41)

which is about a 15% increase from the tree level value. Although not a direct com-

parison to other computations, the value determined here is much closer to tree level

as opposed to [118] and nf = 0, 2 [119], suggesting that the improvement coefficients;

including ĉV , are possibly small.

From this value of b̂V together with rcon1 = −3.65(8) using eq. 6.39 allows us to find

a weighted average of

f̂ conV = 0.041(4), (6.42)

which as we expect is quite small.

6.5.4 Electromagnetic form factor results

Having now calculated f ,d and rcon1 ,r3,s1, and s2 we can find the electromagnetic Dirac

form factor F con1 (Q2) and Pauli form factor F con2 (Q2) using the electromagnetic current

Jconemµ and results from eq. 6.26 and the renormalisation values ẐV , b̂V and f̂ conV .

We are able to reconstruct the various contributions to the form factors from the

expansion coefficients and here we shall consider the F con1 form factor for p and Ξ0.

From eq. 6.26, we can write

〈p|Jem|p〉con R =
XF (Q2,m)

XF (0,m)

[
1 +

2√
3
d̃(Q2,m) + ε̃′p(Q

2,m)δml

]
,

〈Ξ0|Jem|Ξ0〉con R =
XF (Q2,m)

XF (0,m)

[
4√
3
d̃(Q2,m)− ε̃′Ξ0(Q2,m)δml

]
(6.43)
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Figure 6.7: XF (Q2)/XF (0) (filled circles) and d̃(Q2) (filled triangles) for F con1 against

Q2. The interpolation formulae used are given in eq. 6.45

with

ε̃′p =
1√
3

(
r̃1
con′ − s̃2

′
)

+ 2
(
s̃1
′ − r̃3

′)
ε̃′Ξ0 =

1√
3

(
r̃1
con′ + s̃2

′
)

+ 2
(
s̃1
′ + r̃3

′) (6.44)

where here r̃1
con′ = rcon

′
1 (Q2,m)/XF (Q2,m) and similarly for the other expansion

coefficients, where the ′ includes the improvement terms from eq. (6.31,6.32).

In Fig. 6.7, we show the results for the XF (Q2)/XF (0) and d̃ terms from eq. 6.43

and in Fig. 6.8 we show the improved expansion coefficients r̃1
con′ , r̃3

′, s̃1
′ and s̃2

′

versus Q2. We use an interpolating function to fit all the terms in the form

AQ2

1 +BQ2 + CQ4
. (6.45)

From Fig. 6.7, we can see that the leading term in eq. 6.43 for the proton form

factor XF (Q2,m)/XF (Q2,m) from the f term is the dominant contribution, while there

is a smaller contribution from the d term in d̃(Q2,m). And from Fig. 6.8, we see clearly

that there is essentially no contribution from s̃′1 and r̃3
′ and so most of the contribution

from the ε̃ terms comes from r̃1
con′ and s̃2

′.
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To show this effect more clearly, we take a plot of the F1 Dirac form factor for the p

and Ξ0. In Fig. 6.9 we have the extrapolated results for the F con R
1 form factor for these

baryons at our physical point δm∗l = −0.01103. This figure shows the individual contri-

butions to the complete eq. 6.43 for p and Ξ0, with the dashed line XF (Q2)/XF (0), the

dashed-dotted lines are the leading terms; XF (Q2,m)/XF (0,m)(1+2/
√

3d̃(Q2,m)) and

XF (Q2,m)/XF (0,m)×4/
√

3d̃(Q2,m) respectively. The full lines are then the complete

expressions.

From this we can see that the f term from the proton (XF (Q2,m)/XF (0,m))

provides a result very close to the total numerical result, with the inclusion of the d

term, pulling it in a slightly positive direction and the addition of the O(δml) term,

pushes it back in a negative direction. These additional terms only contribute a small

percentage of the total final result. For the Ξ0 fit, the inclusion of the O(δml) term

improves the agreement of the fit with the data.

6.5.5 Tensor form factor results

We can follow the same procedure we used previously for the electromagnetic form

factor F1; for the tensor form factors we looked at in Chapter 4, allowing us to then

extrapolate using our SU(3) flavour symmetry breaking to find the form of the three
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Figure 6.9: F con R
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ical point. The dashed line is XF (Q2)/XF (0). The dashed-dotted lines are the com-

plete leading terms, for the proton: XF (Q2,m)/XF (0,m)(1 + 2/
√

3d̃(Q2,m)) and for Ξ0:

XF (Q2,m/XF (0,m)× 4/
√

3d̃(Q2,m)), while the full lines are the complete expressions in

eq. 6.43.

tensor form factors AT10, ÃT10 and BT10 at the physical mass point. Since the process

is the same for each of the three tensor form factors, we will use the results from the

first tensor form factor AT10 to demonstrate the results attainable from a different

operator.

Looking at Fig. (6.10) of the Xi for the AT10 form factor, we can see the Q2

dependence of the d and f . Previously we saw for the F1, that the d stays nearer to

zero across the Q2 range, whilst the f has an approximate 1/Q2 dependence. For the

AT10, the difference between the d and the f is much more minimal, with both falling

off approximately as 1/Q2 as we expected to see for other form factors.

For consistency with the electromagnetic results, we take the ‘fan’ plot results and

divide both Di and Fi by the XF term rather than XD term. Even though we no

longer have the issue with d vanishing at Q2 = 0, which is why our Di ‘fan’ plot is not

constrained to one. Viewing Fig. (6.11), we can see that for similar Q2 values, the ‘fan’

plots of the AT10 are distinct to the ‘fan’ plots from both the F1 and F2 form factors,

such that we expect each operator to generate unique ‘fan’ plots.

From the ‘fan’ plots and the equations used to generate them eq. (6.11 and 6.13),
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Figure 6.10: XD(Q2) and XF (Q2) plots of the Tensor form factor AT10. The lower filled

circles represent XAT10

D and the upper filled triangles represent XAT10

F .

we can calculate the individual slope parameters r1, r3, s1 and s2 for AT10, which we

then plot in Fig. (6.12) as functions of their Q2 dependence along side their improved

expansion coefficients r̃1
′, r̃3

′, s̃1
′ and s̃2

′, fitted using the interpolating function eq.

(6.45), where we now have a contribution from each of the expansion coefficients. Where

once again we use an improvement in the expansion coefficients in the form, r̃1
con′ =

rcon
′

1 (Q2,m)/XF (Q2,m) where the ′ includes improvement terms from eq. (6.31,6.32).

Using these improved expansion coefficient terms r̃1
′, r̃3

′, s̃1
′ and s̃2

′, we can use

a modified eq. (6.43) with eq. (6.44) to generate Fig. 6.13. This shows us from the

d̃(Q2) term, that as we saw in Fig. (6.10), the contribution from the d and f are almost

identical, forming an approximately horizontal linear fit, and the fit of XF (Q2)/XF (0)

matches the shape of the tensor form factor AT10.

Then following eq. (6.26), we can reconstruct the individual quark component

forms of the Tensor form factors, now extrapolated to the physical mass point, where

we see the doubly and singly represented contributions to AT10 in fig. (6.14). These

improved tensor form factors will be of use in the next chapter alongside the improved

electromagnetic form factors.
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Figure 6.11: Top panel: ˜DAT10
i ≡ DAT10

i /XAT10

F for i = 1 (filled circles), 2 (filled squares)

and 4 (filled triangles) for Q2 = 0.50 GeV2. The three fits are from eq. 6.11, the line for

i = 6 is also shown. The vertical dotted line represents the physical point. Lower panel:
˜FAT10
i ≡ FAT10

i /XAT10

F again at Q2 = 0.50 GeV2 for i = 1 (filled circles), 2 (filled squares)

and 3 (filled triangles) . The three fits are from eq. 6.13, and the lines for i = 4, 5 are also

shown.
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Figure 6.12: Top panel: rcon1 (filled circles), r3 (filled triangles), s1 (filled squares) and

s2 (filled diamonds) expansion coefficients for the tensor AT10 form factor as a function of

Q2. Lower panel: r̃con
′

1 (filled circles) and r̃′3 (filled triangles), s̃′1 (filled squares) and s̃′2
(filled diamonds) against Q2 together with interpolation formulae given in eq. 6.45 for the

tensor form factor AT10.
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Figure 6.13: XF (Q2)/XF (0) (filled circles) and d̃(Q2) (filled triangles) for AT10 against

Q2. The interpolation formulae used are given in eq. 6.45.

6.6 Summary

By considering a flavour expansion about the SU(3)-flavour symmetric point, we have

been able to investigate the flavour-breaking properties of octet baryon matrix elements

after the point where SU(3) is broken by the mass difference between the quarks. Since

we constrain our hadron masses to be linear along a mass trajectory where the singlet

mass is held constant, we find the expansion similarly constrained, which allows us to

look into the mechanics of flavour symmetry breaking, and provides an opportunity for

extrapolation to the physical point by expanding upon a generalisation of techniques

originally developed in [75, 79] further improved in [1].

We have found that upon the breaking of SU(3) flavour symmetry, in the leading

order and next leading order, the expansion is constrained, and there are a large num-

ber of relations between our expansion coefficients. We then were able to construct

‘singlet-like’ matrix elements, X, where the leading order term vanishes and these can

be extrapolated to the physical point using a single parameter constant fit, and as we

saw these X functions can isolate to either an f or d constant coupling. We also con-

structed ‘fan’ plots which are a linear combination of the matrix elements, which at the

SU(3) symmetric point have a shared value, but then deviate away from the common

value as the quark masses change.
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Figure 6.14: Top panel: Doubly represented quark contributions to AT10 at the physical

mass point, where filled circle represents up-quarks in Nucleon, filled triangles represent

up-quarks in Sigma (Σ), and filled squares represents strange-quarks in the Cascade (Ξ).

Lower panel: Singly represented quark contributions to AT10 at the physical mass point,

where filled circle represents the down-quark in Nucleon, filled triangles represent strange-

quark in Sigma(Σ), and filled squares represents up-quark in the Cascade (Ξ).
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6.6 Summary

Since we are using Wilson clover improved fermions, when applying these continuum

expansions, we need to determine appropriate improvement coefficients. With the

general structure for our nf = 2+1 flavours of fermions previously determined [122], we

have shown that these improvements are simply equivalent to modifying our expansion

coefficients. Using the relation between the local and conserved vector current (CVC)

simply being O(a), allowed us to determine the two improvement terms along with a

renormalisation constant for this process.

The results we obtain from fig. (6.14) and similarly for the electromagnetic form

factors, will be especially useful in Chapter 7, where we require the individual quark

contributions to both the Dirac and Pauli form factors of the electromagnetic current,

and the three tensor form factors AT10, ÃT10, and BT10, to generate the transverse spin

densities. Having extrapolated these results to the physical point, allows us to report

the spin density at the physical point.
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Chapter 7

Transverse Spin Structure

To this day the transverse spin structure of quarks in the proton is an intriguing and

relatively unknown aspect of baryon structure, and provides a unique perspective on

the structure of a hadron.

We have discussed how charge and magnetisation are distributed earlier in Chapter

4, and we wish to extend this to spin-dependent distributions. This entails looking for

correlations between the quark and proton spin, and the position of the quark in the

transverse plane with respect to these spin polarisations. These properties can all be

described by the generalised parton distributions (GPDs) [123–125], which for the case

we are interested in, the lowest moments of the GPD’s are just the form factors that

we calculated in Chapter 4. The Fourier transforms of the form factors then describe

how the quarks are distributed into the transverse plane.

Of particular interest is the quark transversity distribution δq(x) = h1(x) which

describes the probability of finding transversely polarised quarks with a longitudinal

momentum fraction x in a transversely polarised baryon [126]. A number of studies have

been done on the generalised transversity distributions introduced in [127–129], but

since the operator measuring transversity is chiral-odd, it is difficult to find a process in

which the transversity distribution can be accessed via experiment. Progress has been

made in trying to understand transverse momentum dependent parton distribution

functions (TMD PDFs) through the Boer-Mulders function h⊥1 (x, k2
⊥) [130] describing

the correlation of the quark transverse momentum k⊥ and the transverse quark spin s⊥,

as well as through the Sivers function f⊥1T [131], which measures a correlation between

k⊥ and the transverse baryon spin S⊥. An approach to investigate the transverse

spin structure through the use of lattice QCD has been accomplished in [132], where

a first time quantitative prediction for the signs and sizes of the TMD PDF’s was

given, showing their relation to the mentioned Sivers and Boer-Mulders functions [133,

134]. As seen in [133], the correlation of transverse position with the transverse spin
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of the proton can be shown as an explanation of the Sivers effect, which has been

experimentally observed.

In this chapter, we will use the results and methods explained in previous chapters

to give an expanded look into the transverse spin structure of these hadrons, where now

we are able to view the structure after having extrapolated our form factor results to

the physical point as shown in Chapter 6 and compare the structure of the hyperons.

7.1 Transverse Spin Density

Having seen how we calculate both the electromagnetic and tensor form factors in

Chapter 4, renormalise quark bilinears in Chapter 5 and then extrapolate these results

to the physical point in Chapter 6, we can now use a combination of these form factors

to analyse the density distribution of quarks in a transverse baryon. As discussed in

Chapter 4, by examining a baryon in the infinite momentum frame, such that we can

view the baryon as simply a two dimensional flat object, the only remaining degrees

of freedom of the quarks are their position within this transverse plane. Thus by

choosing values for the spin of the baryons and the quarks individually we can create

spin-dependent density distributions. The x moments of the transverse spin density

are given by the following equation [132],

ρ(b⊥, s⊥, S⊥) =

∫ 1

−1
dxxn−1 ρ(x, b⊥, s⊥, S⊥) (7.1)

=
1

2
{An0(b2⊥) + si⊥S

i
⊥

(
ATn0(b2⊥)− 1

4m2
4b⊥ÃTn0(b2⊥)

)
+
bj⊥ε

ji

m

(
Si⊥B

′
n0(b2⊥) + si⊥B

′
Tn0(b2⊥)

)
+ si⊥

(
2bi⊥b

j
⊥ − b2⊥δij

)
Sj⊥

1

m2
Ã′′Tn0(b2⊥)} (7.2)

Here b⊥ describes the quark’s distance from the centre of momentum of the baryon, s⊥
describes the transverse spin of a quark, S⊥ describes the transverse spin of the baryon,

x is the momentum fraction of the quark and m is the mass of the baryon, where ρ

then describes the quark density dependent on these values.

For the lowest x moment of n = 1, we have A10(Q2) = F1(Q2) and B10(Q2) =

F2(Q2) representing the Dirac and Pauli form factors calculated alongside the AT10(Q2),

ÃT10(Q2) and BT10(Q2) tensor form factors, previously in Chapter 4. We then require

a Fourier transform from transverse momentum space to the b⊥ dependent form

f(~b⊥) ≡
∫

d2q

(2π)2
e−i

~b⊥· ~qf(−q2), (7.3)

where Q2 = −q2 is the transverse momentum squared transferred to the baryon.
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Again we use the combination of two tensor form factors to form BT10(Q2) where

[25],

BT10(Q2) ≈ 2ÃT10(Q2) +BT10(Q2). (7.4)

The derivatives required of the form factors for eq. 7.1 and using the shorthand [132]

are defined by

f ′ =
∂

∂b2⊥
f, f ′′ =

(
∂

∂b2⊥

)2

f, (7.5)

and for the two-dimensional Laplace operator acting on functions f that depend on b2

only

4b⊥f =
∂

∂bi⊥

∂

∂bi⊥
f = 4

∂

∂b2⊥

(
b2⊥

∂

∂b2⊥

)
f. (7.6)

If we analyse eq. (7.2) in further detail we recognise the orbitally symmetric monopole

terms A10(b2⊥) and si⊥S
i
⊥

(
AT10(b2⊥)− 1

4m24b⊥ÃT10(b2⊥)
)

, the two dipole structures

bj⊥ε
jiSi⊥B10(b2⊥) and bj⊥ε

jisi⊥B
′
T10(b2⊥) , and the term si⊥

(
2bi⊥b

j
⊥ − b2⊥δij

)
Sj⊥

1
m2 Ã

′′
T10(b2⊥)

corresponds to a quadrupole structure [135]. Thus the derivatives of the EM and ten-

sor form factors B10(b⊥), BT10(b⊥) and ÃT10(b⊥) all correspond to the strength of

the distortion in the orbital symmetry in the transverse plane from these dipole and

quadrupole terms. The remaining two form factors A10(b⊥) and AT10(b⊥) provide only

a constant orbitally symmetric addition to the other form factors orbital distortion. To

create a two dimensional spin density contour plot, we must transform our momentum

space, Q2 dependent form factors into the impact parameter space b⊥ dependent form

factors. We then can simply vary the values of our quark and baryon spin polarisation,

si⊥ and Si⊥ respectively, to create unique contour plots.

Where possible we will use a purely analytic solution, otherwise we compute the

Fourier transform numerically. Our method of transforming the Q2 dependent form

factors into impact parameter form is to use the Fourier transform from eq. 7.3, only

now considering a more general p-pole ansatz

A(Q2) =
A(0)

(1−Q2/m2
A)p

, (7.7)

where the power p and mass mA are free parameters for any given form factor A(Q2).

We can then construct modified Bessel functions by inserting eq. 7.7 into eq. 7.3 which

gives,

A(b2) = C(mAb)
b−1Kp−1, C =

m2
A

2pπΓ(p)
A(0), (7.8)

97



7. TRANSVERSE SPIN STRUCTURE

with the appropriate Bessel functions K and gamma function Γ, and then our deriva-

tives defined in eqs. 7.5 and 7.6,

A′(b2) = −1

2
Cm2

A(mAb)
p−2Kp−2(mAb), A′′(b2) =

1

4
Cm4

A(mAb)
p−3Kp−3(mAb),

δbA(b2) = −Cm2
A(mAb)

p−2 [2Kp−2(mAb)−mAbKp−3(mAb)] . (7.9)

Using the parametrisation eq. 7.7 is only valid in the Q2 range where the form factor

has been fitted and in particular lattice data is only avaliable in a limited Q2 range (as

seen in Chapter 4) with a |Q2|max of Q2 = 1.29(GeV)2. This corresponds to a limited

resolution of order (|Q2|max)−
1
2 on the impact parameter [136] and the results obtained

on finite lattice volume can only give direct information on quark density behaviour at

impact parameters of similar size to the lattice spacing. Regardless, we still wish to

see physically plausible behaviour of the impact parameter density at small and large

b, and so this parametrisation requires the relations

K0(z) ∼
z→0

log
2

z
, Kp(z) ∼

z→0

2p−1Γ(p)

zp
for p > 0,

Kp(z) ∼
z→∞

e−z
√

π

2z
(7.10)

and K−p(z) = Kp(z). With this, for large b, each term in eq. 7.1 should fall off as

(mAb)
p−3/2e−mAb. In the limit as b→ 0, we expect that the terms should not diverge,

with terms bj⊥B
′
10(b2⊥), bj⊥B

′
T10(b2⊥) and (2bibj − b2δij)Ã′′T10(b2⊥) vanishing at b = 0, as

they contain non-trivial dependence on the azimuthal angle φ. This brings a restriction

to the power p in the parametrisations of our form factors to p > 1 for A10, AT10 and

ÃT10, p > 3/2 for B10 and p > 2 for BT10. The terms A10, AT10 and ∆bÃT10 then all

have finite values at b = 0.

Thus for the next section, we choose the simplest parametrisation of eq. 7.7 based

on the above limitations, where p = 2 for A10(Q2), B10(Q2) and AT10(Q2), and p = 3

for ÃT10(Q2) and BT10(Q2). This method limits us to fits using eq. 7.7, and so we will

revisit the model dependence in a later section.

7.2 Lattice Results

7.2.1 Unpolarised

By choosing both Si⊥ , s
i
⊥ = 0, we can create a contour plot of the unpolarised trans-

verse quark density where both the baryon and quark spin are unpolarised. In Fig.7.1,

the x and y axes of the contour plot on the left display the perpendicular distance

from the centre of the baryon bx and by respectively, with the darkness of colour rep-

resenting a higher quark probability density. In Fig. 7.1 and further figures to follow
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Figure 7.1: Quark density distribution of the doubly represented quark in the proton,

sigma and cascade when both the baryon and quark spin are not polarised(Si⊥, s
i
⊥ = 0).

The figure on the left is a contour plot showing the density distribution of the doubly

represented u quark in the proton, ρ(bx, by), with a red line along the vertical at bx = 0

to illustrate the cross-section shown in the right figure. The figure on the right shows a

cross section of the density distribution down the bx = 0 vertical axis, with the proton

represented by a dashed line, the sigma by a dashed-dotted line, and the cascade by a full

red line.
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Figure 7.2: Similar to Fig. 7.1, only now showing the singly represented quark density

distribution, for unpolarised baryon spin (Si⊥ = 0) and unpolarised quark spin (si⊥ = 0).
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in this chapter, the contour to the left will always be a representation of the quark

density distribution of the proton. In the bottom right corner of the contour plot is a

light blue circle, which will in the following plots display the spin polarisation of the

quark and baryon, with an arrow within and outside the circle respectively, to display

the direction of spin polarisation.The lack of such an arrow indicates the absence of

polarisation. Thus when the baryon and up quark in the proton are both unpolarised

in Fig.7.1, as we might naively expect, the position of the quarks are densely centred

around the origin of the baryon. Since both spins are unpolarised, the only remaining

term in the spin density eq. (7.1) is the 1
2A10(b⊥) term and so there is no distortion in

the orbital symmetry. To the right of the contour plot is a cross-section plot represented

by a red line down the centre of the contour plot, displaying the comparison between

the proton and the sigma (Σ) and cascade (Ξ) hyperons.

This is a convenient way for us to display the difference in magnitude and the

individual features. As we might expect, the heavier strange quark in the cascade

baryon leads to a greater magnitude of quark density around the centre of the baryon,

whilst the up quarks in the proton and sigma are almost identical. In Fig. 7.2 we show

the singly represented case where we have a completely unpolarised quark and baryon,

and again in this case, the singly represented strange quark in the sigma gives a greater

magnitude in density, but here the presence of the two spectator strange quarks for the

cascade, leads to a noticeable difference between the proton and the cascade, having

the effect of pulling the singly represented up quark towards the centre of the cascade

(Ξ).

7.2.2 Baryon Spin Polarised

We now allow the baryon spin to be polarised, and for example in Fig. 7.3 we orientate

the baryon spin polarisation in the bx-direction (i.e Sx = 1, Sy = 0) of the transverse

plane as represented by the arrow in the bottom right corner on the outside of the

light blue circle. This will bring into the equation the dipole term
bj⊥ε

ji

m Si⊥B
′
10(b2⊥),

and thus in Fig.(7.3) we can instantly see that for an unpolarised doubly represented

quark in the transversely polarised baryon, the density is shifted towards the upper

half plane, perpendicular to the direction of the baryon’s spin. Again, similar to Fig.

7.1 the strange quarks in the cascade lead to a greater magnitude and higher peak

density, only this time the peak of our quark density is found at around by ≈ 0.25

fm shifted in the positive by direction perpendicularly away from the direction of our

baryon spin. In Fig. 7.3 we observe a similar magnitude at the centre of the baryon

as to the unpolarised case in Fig. 7.1 forming an inflection point, showing that this

distortion effect brought about by the
bj⊥ε

ji

m Si⊥B
′
10(b2⊥) term increases the likelihood of

finding a quark in the upper half of the baryon, whilst decreasing the quark density in
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Figure 7.3: Similar to Fig. 7.1, only now showing the doubly represented quark density

distribution, for a polarised baryon spin (Sx = 1) and unpolarised quark spin (si⊥ = 0).
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Figure 7.4: Similar to Fig. 7.1, only now showing the singly represented quark density

distribution, for polarised baryon spin (Sx = 1) and unpolarised quark spin (si⊥ = 0).
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Figure 7.5: Similar to Fig. 7.1, only now showing the doubly represented quark density

distribution, for unpolarised baryon spin (Si⊥ = 0) and polarised quark spin (sx = 1).

the lower half. We also see the spectator strange quark in the sigma has a much greater

effect on density of the sigma compared to the proton, with a more pronounced effect

from the inclusion of this dipole term.

In Fig. 7.4 we show the unpolarised singly represented quark in a polarised baryon,

where here the density has shifted in the opposite direction to Fig. 7.3 and instead

occupies the lower half of the plane. In this figure, we see a much lower plateau at the

inflection point, with a much steeper drop in density at around the origin. This effect

is due to the form of the Pauli form factor F2(Q2) , where if we recall back to Chapter

4 in Figs.(4.3 - 4.4), the singly represented quark contribution was negative as opposed

to the positive doubly represented quark contribution, leading to either a shift up or

down for the u and d quarks respectively.

7.2.3 Quark Spin Polarised

Now we look at the case where we allow only the quark spin polarisation to be non-zero

with sx = 1 in the bx direction. In this case the second dipole term,
bj⊥ε

ji

m si⊥B
′
T10(b2⊥)

is now effective. In Fig. 7.5 with now the quark spin polarisation represented by the

arrow within the light blue circle in the bottom right of the contour plot, similarly

to Fig. 7.3. The doubly-represented quark’s density distribution has shifted into the

upper half of the plane, with the peak now located further from the origin than the

unpolarised and baryon spin cases at around by ≈ 0.5 fm, where the shape of the

distribution still resembles that of Fig. 7.3, only here we have a much gentler slope

with a less perceptible inflection point.
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Figure 7.6: Similar to Fig. 7.1, only now showing the singly represented quark density

distribution, for unpolarised baryon spin (Si⊥ = 0) and unpolarised quark spin (sx = 1).

In Fig. 7.6, we have the singly represented polarised quarks in the unpolarised

baryon, and here we no longer find an inflection point as seen in the previous density

plots, instead a single peak at around by ≈ 0.6 fm with a much steeper decline. In this

contour we see for the first time, the cascade and sigma drop below zero probability

density at around the by = −1 fm point, and considering that our GPD moments

are chiral-odd (quark minus antiquark), we may be observing an excess of right spin

antiquarks. For the quark spin polarisation, both the doubly and singly represented

quark distributions are shifted into the upper half of the plane perpendicular to the

quark spin’s polarisation. If we again recall from Chapter 4 in Figs. (F.3 - F.4), the

doubly and singly represented BT10 form factor has the same sign and this reflects in

the baryon spin structure.

It has been argued[134] that the distortions we see in the quark spin polarisations

are related to the Boer-Mulders function [130] which has described the correlation

between the transverse quark spin s⊥ to the transverse momentum of the quark, and

our result would suggest the Boer-Mulders function be negative for both the doubly

and singly represented quarks [137].

7.2.4 Mixed Quark and Baryon Spin Polarisation

We are now interested in the effects of the quadrupole term si⊥

(
2bi⊥b

j
⊥ − b2⊥δij

)
Sj⊥

1
m2

Ã′′T10(b2⊥) in eq. (7.2) and the second orbitally symmetric term si⊥S
i
⊥(AT10(b2⊥)−

1
4m24b⊥ÃT10(b2⊥)

)
and their effect on the spin structure of the baryons. Thus we

can approach this in two ways. Allow the baryon to have a fixed spin polarisation and
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then vary the quark spin orientation to view the changes in the distribution, or vice

versa fix the quark spin polarisation and vary the baryons spin orientation, where in

our case we choose to demonstrate the latter.

We proceed by setting up three distinct polarisation states, where the quark and

baryon are initially polarised in the same direction, then the second state where the

quark or proton is perpendicular to the other, and finally the state where the quark

and the proton are in opposite directions. This configuration of states will allow us to

view the dependence on the quark spin in regards to the baryon spin when both spin

polarisations are non-zero.

In Fig. 7.7, we consider the doubly represented contributions, where we have chosen

to fix the quark spin polarisation sx = 1 in the bx direction, whilst varying the baryons

spin direction as stated previously for parallel S⊥ = (1, 0), perpendicular S⊥ = (0, 1)

and anti-parallel S⊥ = (−1, 0) to the quark spin. In this figure, we show again the

direction of the baryon spin by the direction of the arrow outside the blue circle in

the bottom right corner, and the quark spin as the internal arrow. The first contour

is a combination of Fig. 7.3 and Fig. 7.5, where the density has been shifted into the

upper half-plane with a small distortion at the origin. The second contour plot shows

the quark density start to shift around the centre of the baryon, with the peak located

in the upper left plane as the baryon spin and quark spin become perpendicular, and

here we see that the baryon spin is the dominant axis. In the third contour plot, we

see that whilst the highest density region is still in the upper half-plane, we now have

a strong dip around the origin, suggesting that in this situation, where the quark spin

and baryon spin are anti-parallel to one another, there is a higher probability to find

the doubly represented quarks in an almost donut off centre from the origin of the

baryon, while still dominant in the upper half.

In Fig. 7.8, we now have the singly represented quark contributions for a similar

situation to Fig. 7.7. Here for the first contour we see a situation similar to Fig. 7.4,

where contribution from the dipole term B′10(b2⊥) is significant enough for the distortion

into the lower half-plane and we see some slight similarities to the third contour of

Fig. 7.7, with a slight decrease at the origin and a small rise opposite to the peak at

by = −0.5 fm. In the second contour, much alike the second contour in Fig. 7.7 the

density appears to have shifted again in a counter-clockwise fashion around the centre

of the baryon, this time residing primarily in the positive right half-plane. And then

finally for the third contour, we see a much clearer dip into the negative quark density

even in the proton case, such that we have a visible red spot in our contour in a position

mirroring that of the peak density for the singly represented quarks when the baryon

spin and quark spin are anti-parallel. A combination of Figures 7.4 and 7.6 does not

reveal whether either the baryon spin or quark spin stronly determines the shape of

the spin density. However the first plot in Fig. 7.8 resembles that of Fig. 7.4 and the
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Figure 7.7: Similar to Fig. 7.1, only now showing the doubly represented quark density

distribution, for a fixed quark spin polarisation (sx = 1) and baryon polarisation of S⊥ =

(1, 0), S⊥ = (0, 1) and S⊥ = (−1, 0). The polarisation of each contour plot is shown by

the teal circle in the bottom right corner, with the internal arrow showing the direction

of the quark spin polarisation, and the external arrow showing that of the baryon spin

polarisation.
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Figure 7.8: Similar to Fig. 7.7, only now showing the singly represented quark density

distribution, for a fixed quark spin polarisation (sx = 1) and baryon polarisation of S⊥ =

(1, 0), S⊥ = (0, 1) and S⊥ = (−1, 0).
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baryon spin, in comparison to that of the quark spin, which signifies to us that the

baryon spin is more dominant.

If in the case we had chosen to look at a fixed baryon spin polarisation with a

varying quark spin polarisation, the results remain the same up to a rotation and

reflection about the y-axis, with the alternate plots available in Appendix F.

7.3 Model Dependence

As mentioned previously, when transforming our form factors to the impact parameter

space with dipole form in Q2 in eq. 7.7, there are a variety of limitations we face when

choosing our fit function for each of the form factors required to calculate the transverse

spin density. Depending on the choice of model used to fit the form factors the effects

that these models predict at high Q2 and as Q→ 0, will translate into effects that will

be seen in our density contour plots. Because of this model dependence, we wish to

test what effects a variety of models will have on the spin structure predicted by the

density equation (7.1). Thus in order to check this model dependence we consider the

following models

(a)
a

(1 + bQ2)2
(b)

a

1 + bQ2 + cQ4
(7.11)

(c)
a

(1 + bQ2)3
(d) aebQ

2

where (a) is a standard dipole form we have used previously, (b) is a modified dipole

form used for the Dirac form factor F1(Q2) in Chapter 4, (c) is the tripole and (d) is an

exponential form. In Figs. ( 7.9 - 7.10) we show the Pauli form factor F2(Q2) or B10(Q2)

and the third tensor form factor BT10(Q2), where we have plotted each from our results

calculated after extrapolation to the physical point in Chapter 6, with each of the fit

functions defined in eq. 7.11. Here we show the dipole, in a solid blue line, the advanced

dipole in a green dashed line, the tripole in a red dashed and dotted line, and the

exponential in a black dotted line. Along with the fits we also show a simple goodness

of fit χ2/d.o.f. statistic, to show approximately how appropriate each fit function fits

to the data. In the results shown earlier, we used the dipole fit for B10(Q2) and the

tripole fit for BT10(Q2), which although we can calculate these results analytically, their

goodness of fit shows that they may not be the best fit functions to accurately describe

our data. By computationally calculating the Fourier transform rather than computing

the modified Bessel functions, we can show results for the unpolarised, baryon spin

polarisation and quark spin polarisation, to see directly the effects of changing the fit

functions we use on these two distributions.

In Fig. 7.11 we show the model dependence on the doubly represented u quark

contribution in the proton to the Dirac form factor F u1 (Q2), where similarly to the
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Figure 7.9: Showing the different fit functions for the B10 Pauli form factor for the

doubly represented up quark of the proton. The solid blue line represents the dipole fit,

the dashed green line representing a modified dipole fit, the red dashed and dotted line

showing a tripole fit, and finally the black dotted line representing the exponential fit.

Theres fit functions are defined in eq. 7.11. Each fit function is accompanied with a χ2

per degree of freedom goodness of fit test statistic.
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Figure 7.10: Similar to Figure 7.9, only now showing for the BT10 tensor form factor for

the doubly represented up quark in the proton.
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Figure 7.11: Similar to Fig. 7.1, only now showing how the model dependence of the

form factor fits affects the quark density distribution of the doubly represented quarks of a

proton with unpolarised baryon spin Si⊥ = 0 and unpolarised quark spin si⊥ = 0. Here we

see four potentially viable models for fitting the form factors, with the Dipole represented

by blue, the dipole-like ansätze with green, the tripole in red and the exponential fit in

teal.

previous figures, on the left we have a contour plot of the quark density distribution

using the dipole fit function, and on the right we have a comparison to the four fit

functions defined in eq.7.11 represented as a cross-section of each contour plot. As we

can see, due to the orbitally symmetric nature of the A10(b2⊥) term in eq. 7.1, the major

difference we see between the fit functions in an unpolarised proton with unpolarised

quarks, is the magnitude and sharpness of its peak.

In Fig. 7.12 we show the effects of model dependence on the doubly represented u

quarks in the proton when we set the baryon spin to Sx = 1 as we saw in Fig. 7.3. Here

the main difference we see between the choice of fit function for the Pauli form factor

B10(Q2) determines the sharpness of the peak and the width of the plateau we see in

the distortion towards the upper half-plane. Here the dipole-like fit (b) in eq. 7.11,

gives us a sharp peak with no plateau, and the other fits each sacrifice the magnitude

of their peak for an extended plateau each more exaggerated than before.

And finally in Fig. 7.13 we show the model dependence of the quark spin polarisa-

tion sx = 1 in an unpolarised baryon, with the different choices of fit function for the

form factor BT10(Q2). Again similar to Fig. 7.12 the general shape of each fit function

is maintained, with the main difference been the location of the peaks and exaggeration

of plateau.
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Figure 7.12: Similar to Fig. 7.11, only now showing how the model dependence of the

form factor fits affects the quark density distribution of the doubly represented up quarks

of a proton with baryon spin Sx = 1 and unpolarised quark spin si⊥ = 0.

1.0 0.5 0.0 0.5 1.0

bx[fm]

1.0

0.5

0.0

0.5

1.0

b y
[f
m

]

2.0 1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0

by[fm]

0.5

0.0

0.5

1.0

1.5

ρ
(0
,b
y
)

Dipole Fit
Dipole-like Fit
Tripole Fit
Exponential Fit

Figure 7.13: Similar to Fig. 7.11, only now showing how the model dependence of the

form factor fits affects the quark density distribution of the doubly represented up quarks

of a proton with unpolarised baryon spin Si⊥ = 0 and polarised quark spin sx = 1.
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7.4 Summary

In this chapter we have used a combination of our results from Chapters 4, 5 and 6,

in order to calculate the transverse spin density distributions of the quarks within the

proton, sigma and cascade. By analytically solving the Fourier transform of eq. 7.7

into modified Bessel functions and choosing the lowest power parametrisation, we have

transformed the Q2 dependent form factors calculated in Chapter 4 and extrapolated

to the physical point in Chapter 6, to impact parameter space. By doing so, we are able

to use impact-parameter dependent form factors to construct the spin density equation

eq. 7.1, in order to reveal a variety of transverse spin density distributions dependent

on the choice of the baryon spin polarisation S⊥ and the quark spin polarisation s⊥.

By varying these two free parameters, we were able to display and compare the ef-

fects of baryon and quark spin on the density distribution of quarks within the baryon.

We have been able to see the effects of the individual terms in eq. 7.1, seeing the

quadrupole-esque term si⊥

(
2bi⊥b

j
⊥ − b2⊥δij

)
Sj⊥

1
m2 Ã

′′
T10(b2⊥) ending up being less promi-

nent and how the two dipole terms
bj⊥ε

ji

m

(
Si⊥B

′
10(b2⊥) + si⊥B

′
T10(b2⊥)

)
dominate the

structure of the distribution for transverse polarisation of both quark and proton spin,

and how when the two are anti-parallel to one another, tend to cancel, leading to the

unique effect in the third contour of Fig. 7.7, where the density is distributed around

the centre of the baryon but less prominent directly in the centre. We have also looked

into the model dependence of the parametrisation of the form factors, and how the

resulting density can be sensitive to the choice of fit function. The general shape of

the density is preserved, but the locations of the features are more dependent on the

precision of each fit function.

We have only looked into the lowest moment of the transverse spin density, as we

have only calculated the associated n = 1 electromagnetic and tensor form factors,

but this analysis can be extended to the second or higher order x moments, with the

additional calculation of terms such as A20 and AT20, to give further insight into the

internal structure of the baryon, with previous studies [135] showing similar results to

the first order only tighter and more densely centred in the baryon.

In the next chapter, Chapter 8 we will look to the second moment of structure

functions and the twist-3 matrix element d2 to further our understanding of the internal

structure of the a baryon.
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Chapter 8

Revealing the Colour-Lorentz

Force

The nucleon’s second spin-dependent structure function g2 is of considerable phe-

nomenological interest. An analysis using the operator product expansion (OPE),

briefly explained in Chapter 2, reveals that to leading order in 1/Q2, g2 receives con-

tributions from both twist-two and twist-three operators. Calculations of the structure

function g2 thus offer the unique possibility of directly assessing higher-twist effects

[138]. Since g2 involves higher twist, it does not have a simple parton interpretation as

a single particle density, instead the twist-three contribution is related to quark-gluon

correlations within the nucleon, the intuitive interpretation may not be immediately

clear [139].

Since g2 is related to the electromagnetic polarisabilities at low Q2, these twist-3

matrix elements have been called colour polarisabilities in the literature [140]. However

at high Q2, the twist-3 component of g2 is described by a local correlator, and this

physical interpretation as a polarisability no longer applies, and instead is related to a

decomposition of the colour electric and magnetic fields. This will then give the twist-3

component of g2 the semi-classical interpretation as the average colour Lorentz force

acting on the quark struck in a DIS experiment, the instant after being hit by a virtual

photon.

In this chapter, we provide an updated lattice calculation of the d
(f)
2 reduced ma-

trix element, including the appropriate renormalisation, and compare to earlier lattice

calculations [141, 142]. We will then seek to explore an interpretation of these partic-

ular twist-3 matrix elements as a transverse ‘force’ [139], requiring us to calculate the

off-forward matrix elements of a twist-3 operator and determine the associated form

factors. These culminate in a two-dimensional Fourier transform analogue to the work

done in Chapter 7, only now for these transverse ‘force’ spatial distributions.
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8.1 Second Moment of the g2 Structure Function

We begin by considering the polarised structure function, g2, mentioned in Chapter 2,

where by neglecting the quark masses and contributions of twist greater than two, one

obtains the ‘Wandzura-Wilczek’ relation [45],

g2(x,Q2) ≈ gWW
2 (x,Q2) = −g1(x,Q2) +

∫ 1

x

dy

y
g1(y,Q2), (8.1)

which depends only on the nucleon’s first spin-dependent structure function g1(x,Q2).

If we include the mass and gluon dependent terms up to twist-3, g2(x,Q2) can be

rewritten

g2(x,Q2) = gWW
2 (x,Q2) + g2(x,Q2), (8.2)

where

g2(x,Q2) = −
∫ 1

x

dy

y

d

dy

[m
M
hT (y,Q2) + ζ(y,Q2)

]
. (8.3)

Here the function hT (x,Q2) denotes the transverse polarisation density with twist

two, and ζ(x,Q2) is the twist-3 term that arises from quark-gluon correlations. The

hT (x,Q2) term contains a quark to nucleon mass ratio m/M , which suppresses its con-

tribution to g2 for physical up and down quarks. By taking the moments of g2 from

eqs. 8.2 - 8.3 we obtain∫ 1

0
dx xng2(x,Q2) =

n

n+ 1

{
−
∫ 1

0
dx xng1(x,Q2)

+

∫ 1

0
dx xn−1

[m
M
hT (x,Q2) + ζ(x,Q2)

]}
. (8.4)

Through a leading order OPE analysis with massless quarks, the moments of the struc-

ture function g2 are given by [44, 143, 144]

2

∫ 1

0
dxxng2(x,Q2) =

1

2

n

n+ 1

∑
f

(e(f)
g2,nd

(f)
n (µ)− e(f)

g1,na
(f)
n (µ)) +O(1/Q2), (8.5)

for even n ≥ 2, where f runs over the quark flavours, a
(f)
n and d

(f)
n are reduced matrix

elements to be defined soon, e
(f)
g1,n, e

(f)
g2,n are the Wilson coefficients that depend on the

ratio of scales µ2/Q2, the running coupling constant g(µ) and the quark charges Q(f),

e
(f)
i,n (µ2/Q2, g(µ)) = Q(f)2(1 +O(g(µ)2)). (8.6)

Here n is even and starts at n = 2 and so the reduced matrix elements a
(f)
n and d

(f)
n ,

taken in a nucleon state with momentum p and spin vector s, are defined by [44]

〈p, s|O5(f)
{σµ1...µn}|p, s〉 =

1

n+ 1
a(f)
n [sσpµ1 . . . pµn + . . .− traces] , (8.7)

〈p, s|O5(f)
[σ{µ1]...µn}|p, s〉 =

1

n+ 1
d(f)
n [(sσpµ1 − sµ1pσ) pµ2 . . . pµn + . . .− traces] , (8.8)
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where

O5(f)
σµ1...µn =

(
i

2

)n
ψγσγ5

↔
Dµ1 . . .

↔
Dµnψ − traces. (8.9)

Here
↔
D =

←
D −

→
D and the brackets {. . .} ([. . .]) indicate symmetrisation (anti-

symmetrisation) of the indices and the operator in eq. 8.7 has twist-two, whereas the

operator in eq. 8.8 has twist-three.

In order to gain insights into what the twist-3 contribution to g2 represents phys-

ically, we start by noting that the twist-3 operator O5(f)
[σ{µ1]...µn} can be rewritten in

terms of the QCD coupling g and the dual gluon field tensor G̃µν = εµνρδG
ρδ using the

equations of motion for massless QCD. For n = 2 we then find,

O5(f)
[σ{µ1]µ2} = −g

6
ψ
(
G̃σµ1γµ2 + G̃σµ2γµ1

)
ψ − traces, (8.10)

which allows us to define the reduced matrix element d2 at the chiral limit with

− g

6
〈~p,~s|ψ

(
G̃σµ1γµ2 + G̃σµ2γµ1

)
ψ − traces|~p,~s〉

=
1

3
d2 [(sσpµ1 − sµ1pσ) pµ2 + . . . traces] (8.11)

For µ1 = µ2 = 0, d2 parametrises the magnetic field component of the gluon field

strength tensor, which is parallel to the nucleon spin. Furthermore

d2 = 4

∫ 1

0
dx xζ(x), (8.12)

and so a calculation of d2 will provide insights into the size of the quark-gluon correlation

term ζ(x).

8.2 Lattice Operator and Renormalization

In order to calculate the twist-3 matrix element d2, we must split the process into two

tasks, the first is to compute the nucleon matrix element of the appropriate lattice

operator while the second is to renormalise the operator.

8.2.1 Renormalisation

For the calculation of the renormalisation constants, we employ the same technique used

in Chapter 5, where we obtain a renormalised operator O(µ) from the bare operator

O(a), in the absence of mixing, via

O(µ) = ZO(aµ)O(a), (8.13)
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with lattice spacing a. The method previously used in chapter 5, does not account

for the lower-dimensional operators that mix under renormalisation with the reduced

matrix element d
(f)
n . A solution to this problem was presented in [141], and so we shall

apply the same approach. This is achieved by imposing a (MOM-like) renormalisation

condition [81, 145]
1

4
Tr
[
ΓR(p)ΓBorn(p)−1

]
p2=µ2

= 1 (8.14)

on the corresponding quark-quark vertex function in the Landau gauge. As in Chapter

5, ΓBorn(p) is the Born (tree-level) contribution to the vertex function while the renor-

malised vertex function ΓR(p) and its precursor Γ(p) are related by the multiplicative

renormalisation from eq. 5.4.

For this calculation we shall use the first symmetric point mass configuration on

Table 3.1 corresponding to κl,s = 0.120900, with a pion mass of 465 MeV. As was

mentioned in Chapter 3, only the connected quark-line diagrams are considered in our

lattice matrix element calculations.

Given Eq. 8.8, and choosing to calculate the matrix element of a nucleon with

momentum in the x-direction ~p = (p, 0, 0), where p = 2π/L denotes the smallest non-

zero momentum available on our spatial lattice extent L, and spin polarisation in the

z-direction Γ3 = 1
2(1 + γ4)iγ5γ3, we construct O[5] from the following components:

O5
[3{1]4} =

1

3

(
2O5

3{14} −O5
1{34} −O5

4{13}

)
=

1

12
ψ

(
γ3

↔
D1

↔
D4 + γ3

↔
D4

↔
D1 −

1

2
γ1

↔
D3

↔
D4 −

1

2
γ1

↔
D4

↔
D3

− 1

2
γ4

↔
D1

↔
D3 −

1

2
γ4

↔
D3

↔
D1

)
γ5ψ

=: O[5]. (8.15)

This operator O[5] belongs to the representation τ
(8)
1 of the hypercubic group H(4)

[146, 147], with dimension five and C-parity +. There are then two more operators of

dimension four and five respectively, that transform identically under H(4) and have

the same C-parity, with which our operator O[5] can mix:

1

12
ψ

(
σ12

↔
D1 − σ42

↔
D4

)
ψ =: Oσ, (8.16)

1

12
ψ

(
γ1

↔
D2

↔
D1 − γ1

↔
D1

↔
D2 − γ4

↔
D2

↔
D4 + γ4

↔
D4

↔
D2

)
ψ =: O0, (8.17)

with the definition σµν = i
2 [γµ, γν ]. The operator O0 in eq. 8.17 mixes with O[5] with a

coefficient of order g2 and vanishes in the tree approximation between quark states. We

can then ignore its contribution to our renormalisation of O[5]. The second operator Oσ
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contributes to the mixing with a coefficient proportional to a−1, and hence is required

for the renormalisation. The renormalised operator is then written as,

O[5](µ) = Z [5](aµ)O[5](a) +
1

a
Zσ(aµ)Oσ(a). (8.18)

The renormalisation constant Z [5] and the mixing coefficient Zσ are then determined

by the conditions,
1

4
Tr
[
Γ

[5]
R (p)Γ

[5]
Born(p)−1

]
p2=µ2

= 1, (8.19)

1

4
Tr
[
Γ

[5]
R (p)ΓσBorn(p)−1

]
p2=µ2

= 0, (8.20)

as generalisations of eq. 8.14. We note that eq. 8.18 can be rewritten as

O[5](µ) = Z [5](aµ)

(
O[5](a) +

1

a

Zσ(aµ)

Z [5](aµ)
Oσ
)
, (8.21)

hence O[5](µ) will have multiplicative dependence on µ only if the ratio Zσ(aµ)/Z [5](aµ)

does not depend on µ, which should be the case for large enough values of the renor-

malisation scale. The scale dependence will then completely reside in Z [5]. The ratio

has been calculated elsewhere for SLiNC fermions in lattice perturbation theory to

one-loop [148], and takes the form

Zσ(aµ)

Z [5](aµ)
= − 1

16π2
CF g

2(11.795− 44.841st − 9.537s2
t + cSW (−6.322 + 21.047st

− 20.665s2
t ) + c2

SW (−0.206 + 0.797st − 0.605s2
t )) ≈ 0.0549

(8.22)

where st = 0.1 is the stout smearing parameter used in the SLiNC action, clover term

cSW = 1, CF = 4/3 and g2 = 6/β.

In order to extract the matrix elements for the operator O[5], we discretise the

derivative term
↔
D on the lattice, with working out shown in Appendix G. By following

the procedure outlined in chapters 3,4 and 5, we calculate the renormalisation factors

Z [5], and the matrix elements from O[5] and Oσ in order to find the renormalised value

of d
(f)
2 , by applying eq. 8.21 to eq. 8.8. In Fig. 8.1, we show the renormalisation factor

Z [5] using the RI’-MOM renormalisation scheme outlined in Chapter 5, along with a

continuum extrapolation back to zero, where here we have set a cut-off at (a p)2 = 4.

It would be ideal to convert our results from RI’-MOM to the MS scheme, but due

to the complications of the mixing terms, the method to convert from one scheme to

another becomes unclear, so we shall stick with the current RI’-MOM scheme.

Once the multiplicative renormalisation factors are applied, the value of d
(f)
2 , for

f = u, d in the proton is given by

d
(f)
2 = Z [5]

(
d

[5](f)
2 +

1

a

Zσ

Z [5]
d
σ(f)
2

)
. (8.23)
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Figure 8.1: Renormalisation factor Z [5] using the RI’-MOM renormalisation scheme with

a continuum extrapolation back to zero, with cutoff of (a p)2 = 4, represented by the

dashed black line.

8.2.2 Lattice Results

For this work, we use configuration 1 on Table. 3.1, where we work with β = 5.5, lattice

volume 323× 64 and spacing a = 0.074 fm. We used Nconf ≈ 1750 configurations, with

randomly selected source locations and a source-sink separation of at least tsink = 13.

We use polarisation in the z-direction Γz = 1
2(1+γ4)iγ5γ3 and momentum ~p = (p, 0, 0).

Following the procedure layed out in Chapters 3 and 4, the nucleon matrix elements

are determined from the ratio of three-point and two-point correlation functions,

R(t, τ ; p′, p;O) =
C3pt(Γ; ~p ′, t; ~q, τ ;O(q))

C2pt(Γ; ~p, t)

[
C2pt(Γ; ~p ′, τ)C2pt(Γ; ~p ′, t)C2pt(Γ; ~p, t− τ)

C2pt(Γ; ~p, τ)C2pt(Γ; ~p, t)C2pt(Γ; ~p ′, t− τ)

] 1
2

.

(8.24)

In Fig. 8.2, we show the value of the up quark component of the unrenormalised

matrix element d
[5]
2 , where along the x-axis we show the lattice time extent t and the

horizontal line is the plateau fit across the values of t = [5, 9]. The points here give a

clear signal, and so its possible for us to get a good fit through the plateau, where we

find the value

d
[5]u
2 = −0.0037(3). (8.25)

Figure 8.3 is similar to Fig. 8.2, only now we are showing the down quark component

of the d
[5]
2 matrix element. The signal for the down quark component is much more
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Figure 8.2: Unrenormalised calculation of the d
[5](u)
2 matrix element from the ratio 3.61 of

two-point and three-point correlation functions. The x-axis shows the lattice time extent t

and we show a plateau fit as a solid black bar with bootstrap error shaded blue, representing

the value of the up quark component of d
[5]
2 .

difficult to separate from noise, with the plateau of points t = [4, 8] giving us the result

d
[5](d)
2 = −0.00002(21). (8.26)

The down quark result is consistent with zero and difficult to determine the appropriate

result apart from the background noise, and so we shall instead focus on the much

clearer up quark component. In Fig. 8.4, we show the result of the up quark component

of the renormalisation matrix element dσ2 divided by the lattice spacing a from eq. 8.23,

where similar to Fig. 8.2, we show a fit through the plateau including points t = [3, 8].

This gives us the result

d
σ(u)
2 /a = −0.0039(1). (8.27)

By substituting the results from eq. 8.25 and eq. 8.27 into eq. 8.23, with the

multiplicative renormalisation constant Z [5] ≈ 0.931(6) from Fig. 8.1 and the mixing

renormalisation Zσ/Z [5] from eq. 8.22, we find the renormalised result of d
(u)
2 at Q2 = 0

as

d
(u)
2 = −0.00365(25). (8.28)
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Figure 8.3: Similar to fig. 8.2, only now for the down quark component of d
[5]
2 .
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Figure 8.4: Similar to fig. 8.2, only now showing the result of the mixing operator dσ(u)/a.
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Figure 8.5: Various calculations of the renormalised d
(u)
2 matrix element atQ2 = 0 plotted

against m2
π. The various shapes and colours representing differing Nf = 2 simulation sets

from [142] for a range of lattice spacings, a ≈ 0.7 to 0.9 fm. The black square is the

Nf = 2 + 1 result from this work, with lattice spacing a = 0.074 fm.
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In Fig. 8.5, we compare this result to previous calculations of the d
(u)
2 , where in

[142], a Nf = 2 lattice technique with lattice spacing ranging from a ≈ 0.7 to 0.9 fm was

used. This Figure shows the downward trend of the d
(u)
2 calculation as the pion mass

decreases towards its physical value, where our result is shown as a black square, and

for the first time drops below zero. The result seems to follow the logical progression

of the calculations, only here we have a much smaller error in our calculation.

8.3 Transverse Force

We are interested in investigating a physical interpretation of these particular quark-

gluon correlation twist-3 matrix elements. The twist-3 term d
(f)
2 from eq. 8.12, can be

related to the following local matrix element [44, 149]

d
(f)
2 = − 1

2M(P+)2Sx
〈P, ST |q(0)γ+gG+y(0)q(0)|P, ST 〉, (8.29)

where Pµ and M are the nucleon’s four momentum and mass with a special choice for

the vector P = P+(1, 0, 0, 1)/
√

2. Here we have now moved into light-cone coordinates,

where we use a light-cone vector nµ = (1, 0, 0,−1)/(
√

2P+) with n2 = 0, and n ·P = 1.

ST then refers to the transverse nucleon polarization vector, Sx is nucleon polarisation

in the x̂-direction and G+y is the gluon field strength tensor. We can decompose the

light-cone component of the gluon field strength tensor G+y in terms of colour electric

and magnetic fields [139],

√
2G+y = G0y +Gzy = −Ey +Bx = −

[
~E + ~ν × ~B

]y
≡ F (f),y, (8.30)

for a quark moving with the velocity of light in the ẑ direction, ~ν = (0, 0,−1), and

where E and B are the chromo-electric and chromo-magnetic fields. This has the semi-

classical interpretation as the average transverse colour Lorentz force acting on the

struck quark in a DIS experiment the instant after being hit by a virtual photon. This

suggests a connection between d
(f)
2 and this force

F (q),y(0) =
√

2MP+Sxd
(f)
2 . (8.31)

While as we saw in Chapter 7, where the two-dimensional Fourier transforms of the

form factors lead to impact parameter space distributions, these x2 moments of the

twist-3 g2 from eq. 8.3 can be related to the transverse colour Lorentz force [139]. This

connection between the off-forward matrix elements and the transverse force [139],

motivates us to calculate the off-forward matrix elements of the twist-3 operator in

order to determine the associated form factors and explore the physical interpretation

of their Fourier transform as the distribution of the average transverse colour Lorentz

force on the transverse plane.
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8.3.1 Transverse force form factors

In order to gain further insight into the distribution of the Lorentz force, we parametrize

the general matrix element,

W ρ,µν(p, p′) = 〈p′, s′|q(0)γρigGµν(0)q(0)|p, s〉 (8.32)

in terms of form factors. Following procedure outlined in [150], for general Lorentz

indices, the matrix elements of the operator q(0)γρigGµν(0)q(0) can be parametrised

in terms of 8 form factors [151].

W ρ,µν(P,∆) = 〈p′, s′|q(0)γρigGµν(0)q(0)|p, s〉 = u(p′, λ′) (8.33)[
1

M3
P ρ(Pµ∆ν − P ν∆µ)F1(t) +

1

M
(gµρδν − gνρ∆µ)F2(t) +

1

M
iερµν∆γ5F3(t)

+
1

M
P ρiσµνF4(t) +

1

M
(Pµiσνρ − P νiσµρ)F5(t) +

1

M3
(Pµ∆ν − P ν∆µ)iσρ∆F6(t)

+
1

M3
∆ρ(Pµiσν∆ − P νiσµ∆)F7(t) +

1

M3
P ρ(∆µiσν∆ −∆νiσµ∆)F8(t)

]
u(p, λ)

where Pµ = (p′µ + pµ) is the average nucleon momentum and t = ∆2 = (p′ − p)2

is the invariant momentum transferred to the nucleon as we saw in Chapter 4. For

the transverse force distribution, we are interested in the matrix elements of the op-

erator q(0)γ+gG+y(0)q(0) from eq. 8.29, which is related to d
(f)
2 . These are realised

from eq. 8.33 and parameterized in the form of Φ1(t), . . . ,Φ5(t), 5 independent linear

combinations of the F form factors, as

〈p′, s′|q(0)γ+gG+i(0)q(0)|p, s〉 = (8.34)

u(p′, s′)

{
1

M2

[
P+∆i

⊥ − P⊥∆+
]
γ+Φ1(t) +

P+

M
iσ+iΦ2(t)

+
1

M3
iσ+δ

[
P+∆i

⊥Φ3(t)− P⊥∆+Φ4(t)
]

+
P+∆+

M3
iσi∆Φ5(t)

}
u(p, s),

where i corresponds to a transverse index i = x, y. The form factor that we are in-

terested in for our work is Φ2(t) = (F4(t) − F5(t)), where d2 = Φ2(0), which requires

a nucleon helicity flip and is thus sensitive to the transverse polarisation of the nu-

cleon. Therefore a Fourier transform of Φ2 describes a force field perpendicular to the

transverse polarisation of the target [152], which could be interpreted as a transverse

position resolved Sivers force [153].

8.3.2 Calculating the form factor Φ2

In order for us to calculate these form factors, we must match up the lattice operator

for d
(f)
2 , O[5] from eq. 8.10, with eq. 8.33, where in this case G̃µνγρ ≡ γρε

µνρδGρδ.
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Hence for our operator O[5]
[3{1]4}, we end up with

O[5]
[3{1]4} = −g

6
ψ (γ4G42 + γ1G12)ψ − traces. (8.35)

It is now possible for us to match our lattice matrix elements to the form factors

and calculate the left hand side of eq. 8.33 using the relation shown above in eq.

8.35. We now move away from the Q2 = 0 limit that we calculated d
(f)
2 at previously

and start to analyse the off-forward matrix elements, by choosing combinations of

various insertion momenta q and polarisations including the the unpolarised ΓUnpol =
1
2(1 + γ4), and polarisations in the x or z directions Γx = 1

2(1 + γ4)iγ5γ1 and Γz =
1
2(1+γ4)iγ5γ3 respectively, in order to calculate values of the matrix element at non-zero

Q2. By calculating the pre-factors of each form factor using our chosen polarisations

and momentum, we can pick out and choose the unique combinations that enable us to

isolate the individual form factors. For example, the lowest non-zero Q2 = 0.26(GeV)2

is constructed from the five combinations of polarisation and momenta, where we have

polarisation Γx with momenta ~p1 = (0, 0, 1) and ~p2 = (0, 1, 0) and Γz with ~p1, ~p2 and

−~p2.

By extracting these unique combinations of matrix elements, we can then solve the

linear equations for the 8 form factors and construct the linear combinations in eq.

8.34. By choosing different ~q values, we gain access to multiple values of Φ2 away from

Q2 = 0 including the d
(u)
2 point calculated previously in eq. 8.28. In Fig. 8.6, we

show these 6 values of Φ
(u)
2 ranging from Q2 = 0 to Q2 = 1.29GeV2 along with their

bootstrap error and a dipole fit.

In addition to the Φ
(u)
2 form factor, we are able to get the off-forward lattice calcu-

lations for up quark components of the form factors Φ
(u)
1 and Φ

(u)
3 . In Figs. 8.7 and

8.8, we show the off-forward calculations of the Φ
(u)
1 and Φ

(u)
3 respectively. It is difficult

to determine an appropriate fit for these form factors at the present time.

In order to compare the slope of the Φ
(u)
2 form factor, we take the normalisation

of Φ
(u)
2 (Q2)/Φ

(u)
2 (0) in order to set the value at Q2 = 0 to 1, and compare this to the

slope of the form factor of the F
(u)
1 electromagnetic Dirac form factor from Chapter 4,

with a similar normalisation condition. In Fig. 8.9, we see this comparison, with our

normalised Φ
(u)
2 in blue compared to F

(u)
1 in red. This shows that the Φ

(u)
2 form factor

has a steeper slope than the Dirac form factor, which suggests the force is distributed

more broadly than electric charge. This effect will be prominent when analysing the

two-dimensional Fourier transform of this form factor, and the effect on the transverse

force, as will be investigated in the next section.
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Figure 8.6: Transverse force form factor Φ
(u)
2 (Q2) from eq. 8.33, fitted with a dipole.
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Figure 8.7: Transverse force form factor Φ
(u)
1 (Q2) from eq. 8.33.
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Figure 8.8: Transverse force form factor Φ
(u)
3 (Q2) from eq. 8.33.
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Figure 8.9: Transverse force form factor Φ
(u)
2 (Q2) for the up quark, normalised to one

at Q2 = 0, comparing the shape with the electromagnetic form factor F
(u)
1 (Q2), similarly

normalised.
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8.3.3 Transverse Force Distribution

Just as the two-dimensional Fourier transform of our transverse spin dependent form

factors gave us quark distributions dependent on the polarisation of the quark and

nucleon spin in Chapter 7, the Fourier transform of the local matrix element in eq.

8.29 gives the distribution of the force in the transverse plane,

F is′s(b⊥) =

∫
d2∆⊥
(2π)2

e−ib⊥·∆⊥F is′s(∆⊥) (8.36)

with

F is′s(∆⊥) = − 1√
2P+

〈P+,
∆⊥
2
, s′|q(0)γ+gG+i(0)q(0)|P+,−∆⊥

2
, s〉, (8.37)

where s describes the transverse spin of the nucleon.

We require the vanishing skewness parameter in the limit ξ → 0 [154] in order to

develop a position space interpretation, thus the ∆2 dependence of the form factors will

be reduced to a transverse ∆2
⊥ dependence. Hence with ∆+ = 0 and ξ = 0, form factors

Φ4, Φ5 and the second term in Φ1 from eq. 8.33 no longer appear. Thus combining

both eq. 8.34 and eq. 8.36 gives the spatial distributions of the force fields described

by each form factor [155],

F is′s(b⊥) =
i√

2P+

∫
d2∆⊥
(2π)2

e−ib⊥·∆⊥u(p′, s′)

[
P+∆i

⊥
M2

γ+Φ1(−∆2
⊥) (8.38)

+
P+

M
iσ+iΦ2(−∆2

⊥) +
P+∆i

⊥
M3

iσ+∆Φ3(−∆2
⊥)

]
u(p, s)

with i again corresponding to the transverse index i = x, y.

By evaluating eq. 8.38, isolating only the second term and substituting in the

dipole fit of Φ
(u)
2 from Fig. 8.6, we are able to compute the Fourier transform as seen

in Chapter 7 and plot the distribution of force, where since q(0)γ+gG+i(0)q(0) is not

sensitive to the polarisation of the quarks, the form factor describes the force acting on

unpolarised quarks.

In Fig. 8.10, we show the Fourier transform of Φ
(u)
2 (−∆2

⊥) as a two dimensional

density plot, where the length of the arrows displays the magnitude and their orien-

tation represents the direction of the force. As the pre-factor to the Φ2 term contains

u(p′, s′)iσi+u(p, s), it requires a nucleon helicity flip and so is sensitive to the trans-

verse polarisation of the nucleon, where here we have chosen a nucleon polarisation

in the x−direction. Hence this Fourier transform describes the transverse force acting

on the unpolarised quarks in a transversely polarised nucleon, and leads to the spatial

distribution of the Sivers force [155].

If we compare this plot with the transverse spin density plots from chapter 7,

we can see that unlike Fig. 7.3, in which we had unpolarised quarks in a polarised
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proton, as is the case in Fig. 8.10, the transverse ‘force’ remains orbitally symmetric

in magnitude around the point of origin, only in this case, the direction of the force is

purely perpendicular in the positive direction to the polarisation of the nucleon spin.

As we noted in Fig. 8.9, the slope of the Φ
(u)
2 form factor is steeper than that of the

F
(u)
1 Dirac form factor, and so in comparison with the two-dimensional Fourier trans-

form of the Dirac form factor demonstrated in Fig. 4.5, the density of the transverse

force is more broadly distributed than that of the electric charge. From this one can

begin to determine how the transverse force is dependent on the impact parameter b⊥.

8.4 Summary

We have calculated the reduced matrix element d
(u)
2 using a Nf = 2 + 1 lattice at

an unphysical quark mass and provided an updated result comparable to previous

calculations. A key part of this calculation was the non-perturbative renormalisation

and the inclusion of the operator mixing in our extraction of the twist-3 matrix element.

The results for the d quark contribution to the d
(f)
2 were more consistent with zero.

From here we moved on to looking at an interpretation of the quark-gluon correlations

embodied in the twist-3 component of the x2-moment of the g2 structure function,

d2, identified with the color-Lorentz force acting on the struck quark in the instant

after absorbing the virtual photon in a DIS experiment. This led to calculating the off-

forward matrix elements of the local quark-gluon-quark correlator in order to determine

the form factors that would describe the Lorentz force acting on the unpolarised quarks

in a polarised proton, and yielded the first lattice calculation of the Φ
(u)
1 , Φ

(u)
2 and Φ

(u)
3

form factors.

We have shown that by taking a Fourier transform of these non-forward matrix

elements, one can then determine how the transverse force depends on the impact

parameter, b⊥, and could lead to the spatial distribution of the Sivers force.

With future calculations, we hope to resolve these weak signal issues such that the

down quark contributions, as well as the form factors of Φ1 and Φ3 can be improved. A

greater understanding of these transverse ’force’ form factors will lead to a significant

conceptual advance in the understanding of the force mechanisms underlying confine-

ment in QCD [156].
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Figure 8.10: Transverse force field obtained from the form factor Φ
(u)
2 in eq. 8.33.

The orientation of the arrows represent the direction of the transverse force acting on

the unpolarised quarks. The direction of the nucleon spin polarisation is denoted by the

external arrow in the positive x−direction on the circle in the bottom right corner.
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Chapter 9

Conclusion

In order for us to investigate the transverse properties of the octet baryons, we be-

gan with a brief overview of Quantum Chromodynamics in Chapter 2, and looked into

the phenomenological processes that are used in experiments to extract useful quan-

tities. From elastic scattering processes at smaller transfer momentum producing the

electromagnetic form factors to later the larger momentum transfer collisions in deep

in-elastic scattering (DIS) revealing the structure functions. With a brief look into the

quantities that would assist us in uncovering the transverse properties of the baryons,

we then had to introduce the lattice approach to calculating said quantities in Chapter

3, beginning with the discretisation of space-time, and the definition of the gluon and

fermion actions. With randomly generated SU(3) gauge fields, particles are introduced

into the system through the inversion of the Dirac matrix, forming the two-point quark

propagators, and it is through these propagators that we can calculate useful quantities

associated with the nucleons.

A two-point hadron correlator is the spatial Fourier transform of a combination of

two-point quark propagators, and gives access to hadron masses and energies, how-

ever to probe their structure we require three-point correlators. With a third insertion

point added to the two-point correlator on a single quark to construct the three-point

correlator, we can extract quantities by fitting a plateau to a ratio function of the

two and three-point correlators. It was through this technique that in Chapter 4, we

demonstrated a calculation of the electromagnetic and tensor form factors, using one

of the non-physical quark mass configurations. We also had an initial look into the

transverse quark density distribution through a two-dimensional Fourier transform of

the F1 form factor, and saw the trivial transverse spin density of the unpolarised pro-

ton with its orbital symmetry about the origin of the proton. In order to improve the

calculation of these non-physical configurations, in Chapter 5 we applied the RI’-MOM

renormalisation scheme and then converted to the MS scheme in order to calculate the

multiplicative renormalisation constants, required to remove divergent integrals from
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our non-physical lattice configurations. Here we calculated the multiplicative renormal-

isation constants for a wide range of QCDSF lattice configurations, for multiple beta,

lattice volumes and quark masses, allowing us to renormalise future lattice calculations

done with these configurations.

Then in Chapter 6, we utilised the unique properties of SU(3) flavour symmetry

breaking, that occurs as the lattice configurations move away from their mass symmet-

ric point towards the physical mass. By considering this flavour expansion around the

SU(3) flavour symmetric point, we were able to investigate the flavour breaking proper-

ties of the octet baryon matrix elements, and with the constraints on our hadron mass

similarly constraining the expansion from the flavour breaking, were able to extrapo-

late our form factor results to the physical point. We observed strong flavour breaking

effects in our ‘fan’ plots, where we could see as we moved closer to the physical mass

of the pion, the heavier and lighter quarks diverged apart from the SU(3) symmetric

point. We then went on to calculate the improvement coefficients, finding a 15% in-

crease from the tree level value in our calculation of b̂V , and developing a new method

to extrapolate results to the physical point. This was the first time these hadronic

matrix elements have been extrapolated in this fashion alongside [1], and in this thesis,

we have presented for the first time the extrapolation of the tensor form factor AT10 at

the physical point.

By utilising the form factors, now extrapolated to the physical point in Chapter

6, we then presented results of the transverse quark density distributions of the octet

baryons with respect to both the quark and nucleon spin polarisation in Chapter 7. By

using analytically solving the Fourier transformation into a series of modified Bessel

functions, we transformed our Q2 dependent electromagnetic and tensor form factors

into impact parameter space. Through the spin density equation, we were then able to

present results revealing a variety of transverse spin dependent distributions, dependent

on the choice of nucleon and quark spin polarisation. We were able to determine how the

individual terms in the spin density equation impacted the quark density distribution

through the quadrupole and dipole terms, and how the polarisation of the quarks

and nucleon interact, as well as the difference between the proton, Σ and Ξ. Due to

our lattice technique, we were able to calculate the ‘doubly’ and ‘singly‘ represented

quark contributions separately, and so when analysing the difference between the octet

baryons, it was possible for us to take notice of the effect the spectator strange quarks

had on the light quarks, where for the Cascade Ξ in the unpolarised case, the singly

represented up quark would be more densely packed around the origin in comparison

to the singly represented down quark in the proton, due to the presence of the two

strange quarks. These spectator strange quark effects continue throughout the density

calculations, and are exacerbated by the quark spin, increasing this distortion effect.

We see interesting effects that occur when the quark spin and baryon spin polarisation
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are both aligned or anti-aligned, where the baryon spin and quark spin polarisations

interact with each other, leading to points of diminished quark density at the origin

of the baryon, completely opposite to the unpolarised cases, with a clear dominance

from the baryon spin when determining the density. An improved understanding of

these transverse spin quark distributions will have implications when analysing the

single-spin asymmetries observed in semi-inclusive deep in-elastic scattering (SIDIS)

experiments, and hopefully with a deeper understanding of the baryon structure, we

can better explain this phenomenology. We were able to determine that the transverse

spin density distributions were rather sensitive to the fits of the form factors, and so

further improvement to the calculation and extrapolation of the form factors will lead

to further precision in our understanding of these densities.

Lastly we looked into the twist-3 component of the g2 structure function, d2 in

Chapter 8. We first calculated a result for the reduced matrix element d2 at Q2 = 0

using our Nf = 2 + 1 lattice configuration alongside the renormalisation and were

able to compare our result for the up quark component d
(u)
2 to a previous lattice result.

Whilst we had issues with the signal coming through for the down quark component, the

up quark component proved to follow the logical progression of previous calculations,

vanishing as we head towards the chiral limit, where now we have crossed zero and

found a negative result for the first time. Our goal for this calculation was to reveal

the colour Lorentz force that the quark-gluon components embodied in the twist-3

component of the x2-moment of the g2 structure function could be interpreted as. To

find the transverse ‘force’ density distribution, we calculated the off-forward matrix

elements of the quark-gluon-quark correlator to determine the form factors that would

describe the Lorentz force acting on unpolarised quarks in a polarised Proton. From

this we were able to present the first lattice calculation of the Φ
(u)
2 form factor, and

through a Fourier transform, present the first look at a transverse distribution of the

Lorentz force on the quarks, where we see the transverse ’colour’ Lorentz force polarised

perpendicular to the spin polarisation of the proton, and presented orbitally symmetric

around the origin as it falls off away from the centre of the proton.

With improvements to the calculation of the off-forward matrix elements, in future

we hope to solve the issues with the signal quality of the down quark contributions,

and the Φ1 and Φ3 form factors. If these issues with signal strength can be solved, and

the Fourier transforms of the Φ1 and Φ3 can be determined, this could lead to a signif-

icant advance into our conceptual understanding of the force mechanisms underlying

confinement in QCD.
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Appendix A

Metric and Dirac Matrices

A.1 Minkowski Spacetime

The metric in Minkowski space is chosen with the (+1,−1,−1,−1) convention, so the

metric tensor is defined as

gµν = gµν ≡


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 (A.1)

The γ matrices generate a matrix representation of Clifford algebra Cl1,3(R),

{γµ, γν} ≡ 2gµνI, (A.2)

the fith Dirac matrix is then defined as

γ5 ≡ iγ0γ1γ2γ3, (A.3)

and the anti-symmetric matrices

σµν ≡ i

2
[γµ, γν ] . (A.4)

The set {I, γµ, γ5, γµγ5, σµν} over the complex numbers forms a basis for the space

of 4 × 4 complex matrices. Independent of the representation, the following identities
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hold

γ52 = I, (A.5){
γ5, γµ

}
= 0, (A.6)

Tr(ΓiΓj) = 0∀i 6= j, (A.7)

Tr(γµ1 . . . γµn) = 0∀n odd, (A.8)

Tr(γ5γµ1 . . . γµn) = 0∀n odd, (A.9)

Tr(γµγν) = 4gµν , (A.10)

Tr(γ5γµγν) = 0, (A.11)

Tr(γµγνγκγλ) = 4
(
gµνgκλ − gµκgνλ + gµλgνκ

)
, (A.12)

Tr(γ5γµγνγκγλ) = −4iεµνκλ. (A.13)

We make use of the standard Dirac basis unless otherwise stated,

γ4 =

[
I 0
0 −I

]
, γi =

[
0 σi
−σi 0

]
, γ5 =

[
0 I
I 0

]
. (A.14)

where σi are the Pauli matrices, defined in eq. C.5.

A.2 Euclidean Spacetime

In Euclidean space, the metric is defined as

δµν ≡


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 (A.15)

In the Wick rotation to Euclidean space, we choose the transformation

γµ(M) ≡ (γ0
(M), γ

i
(M))

Wick→ γmu ≡ (γi, γ4) = (−iγi(M), γ
0
(M)) (A.16)

such that we obtain the correct relationship for Dirac matrices in Euclidean space,

{γµ, γν} = 2δµνI. (A.17)

With this convention, slashed quantities transform with a relative factor of i,

/x(M) ≡ γ
µ
(M)gµνx

ν
(M)

Wick→ /x ≡ γµδµνxν = i/x(M), (A.18)

and the slashed derivatives transform as

/∂(M) ≡ γµ,(M)g
µν∂ν,(M)

Wick→ γµδµν∂ν = −i/∂(M). (A.19)
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We choose the fifth Dirac matrix

γ5 ≡ γ1γ2γ3γ4 = −γ5
(M), (A.20)

and the anti-symmetric tensor is defined as

σµν ≡
i

2
[γµ, γν ] , (A.21)

and hence,

σ4i = −iσ0i
(M), (A.22)

σij = −σij(M). (A.23)

Contractions between Lorentz vectors and the anti-symmetric tensor in Minkowski and

Euclidean spacetime are related by

σ4µδµνqν = iσ0µ
(M)gµνx

ν
(M), (A.24)

σiµδµνqν = σiµ(M)gµνx
ν
(M), (A.25)

The following identities hold independent of representation

γ2
5 = I, (A.26)

{γ5, γµ} = 0, (A.27)

Tr(ΓiΓj) = 0∀i 6= j, (A.28)

Tr(γµ1 . . . γµn) = 0∀n odd, (A.29)

Tr(γ5γµ1 . . . γµn) = 0∀n odd, (A.30)

Tr(γµγν) = 4δµν , (A.31)

Tr(γ5γµγν) = 0, (A.32)

Tr(γµγνγκγλ) = 4 (δµνδκλ − δµκδνλ + δµλδνκ) , (A.33)

Tr(γ5γµγνγκγλ) = −4iεµνκλ. (A.34)

In this thesis we use the transformed Dirac basis,

γ4 =

[
I 0
0 −I

]
, γi =

[
0 −iσi
σi 0

]
, γ5 =

[
0 −I
−I 0

]
, (A.35)

where σi are the Pauli matrices, and all the matrices are Hermitian.
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Appendix B

Levi-Civita Symbol

The Levi-Civita symbol in n dimensions is defined by total anti-symmetry in its indices,

and the convention that

ε12...n = +1. (B.1)

These properties define the tensor for all other combinations of indices, with

εi1i2...in =


0 any of i1, i2, . . . in are equal,

+1 even permutation of 1, 2, . . . , n,

−1 odd permutation of 1, 2, . . . , n.

(B.2)

B.1 Minkowski Spacetime

In Minkowski spacetime, we define the Levi-Civita tensor with

ε0123 = +1, (B.3)

and the following identites hold,

εµνκλεµνκλ = −24, (B.4)

εµνκλεµνκξ = −6δλξ , (B.5)

εµνκλεµνξη = −2(δξκδ
λ
η − δκη δλξ ), (B.6)

ε0ijk = εijk, (B.7)

where the last identity refers to the three-dimensional Euclidean tensor.
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B.2 Euclidean Spacetime

In Euclidean spacetime, we choose the transformation

εµνκλ(M)

Wick→ −εµνκλ, (B.8)

so we have for the Levi-Civita tensor,

ε1234 = +1 (B.9)

and hence the following identities hold,

εµνκλεµνκλ = 24, (B.10)

εµνκλεµνκξ = −6δλξ, (B.11)

εµνκλεµνξη = −2(δκξδλη − δκηδλξ), (B.12)

εijk4 = εijk, (B.13)

where again the last identity refers to the three-dimensional Euclidean tensor.
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Special Unitary Groups

The special unitary group of degree n, denoted by SU(n), is the non-Abelian Lie group

of n× n unitary matrices with determinant 1 under multiplication. In the fundamen-

tal (or defining) representation, elements of SU(n) are generated by n2 − 1 complex,

traceless and Hermitian n× n matrices tu, i.e. for each element Ω of SU(n),

Ω = eiω
utu , (C.1)

for some real parameters ωu. The generators tu satisfy the commutation relation

[tu, tv] = ifuvwtw, (C.2)

where fuvw are the fully antisymmetric structre constants of SU(n). The adjoint rep-

resentation of SU(n) consists of (n2 − 1) × (n2 − 1) complex matrices, generated by

matrices whose elements are given by the structure constants,

(T u)vw = −ifuvw. (C.3)

C.1 SU(2) and the Pauli Matrices

In the fundamental representation, the three generators of SU(2) are

tu = − i
2
σu, (C.4)

where σu are the Pauli matrices,

σ1 =

[
0 1
1 0

]
, σ2 =

[
0 −i
i 0

]
, σ3 =

[
1 0
0 −1

]
. (C.5)

The structure constants of SU(2) are given by

fuvw = εuvw (C.6)

where εuvw is the anti-symmetric Levi-Civita tensor defined in eq. B.1.
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C.2 SU(3) and the Gell-Mann Matrices

In the fundamental representation, the eight generators of SU(3) are

tu =
1

2
λu, (C.7)

where λu are the Gell-Mann matrices,

λ1 =

0 1 0
1 0 0
0 0 0

 , λ2 =

0 −i 0
i 0 0
0 0 0

 , λ3 =

1 0 0
0 −1 0
0 0 0

 ,
λ4 =

0 0 1
0 0 0
1 0 0

 , λ5 =

0 0 −i
0 0 0
i 0 0

 , (C.8)

λ6 =

0 0 0
0 0 1
0 1 0

 , λ7 =

0 0 0
0 0 −i
0 i 0

 , λ8 =
1√
(3)

1 0 0
0 1 0
0 0 −2

 .
The structure constants of SU(3) are

f123 = 1,

f147 = −f156 = f246 = f257 = f345 = −f367 =
1

2
, (C.9)

f458 = f678 =

√
3

2
,

with all other constants not related to these by permutations being zero.
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Spin-Half Particles and the Dirac

Equation

D.1 Minkowski Spacetime

In Minkowski spacetime, the four-spin vector is defined by the relations

pµsµ = 0, (D.1)

sµsµ = −1. (D.2)

The explicit form is given by

sµ(p, σ) =

(
~p · s
E

, s

)
=

(
σ
~p · ê
m

, s

)
, (D.3)

where the relativistic three-spin is given by

s(p, σ) = σ

[
ê+

~p · ê
m(E +m)

~p

]
. (D.4)

Here ê is the chosen spin-polarisation axis, and σ = ±1 is the spin quantum number.

The Dirac equation for a free spin-half particle is given by

(i[γµ]αβ∂µ −mδαβ) [ψ(x)]α = 0, (D.5)

where ψ is a four-component spinor. Assuming matrix-vector notation for the Dirac

indices, and Feynman slash notation for the contraction with the γ matrix, this may

be written in the more compact form(
i/∂ −m

)
ψ = 0. (D.6)
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Positive and negative-energy solutions to the free Dirac equation are of the form

ψ = u(p, σ)e−ip·x, (D.7)

ψ = v(p, σ)e+ip·x, (D.8)

where the normalisation of the spinors is chosen to be

u(p, σ′)u(p, σ) =
(
/p+m

) 1

2

(
I + γ5/s

)
δσ′σ, (D.9)

u(p, σ′)v(p, σ) =
(
/p−m

) 1

2

(
I + γ5/s

)
δσ′σ, (D.10)

and the adjoint spinor is defined as

ψ = ψ†γ0. (D.11)

Form the normalisation, we can derive the relations

u(p, σ′)u(p, σ) = 2mδσ′σ, (D.12)

u(p, σ′)γ5u(p, σ) = 0, (D.13)

u(p, σ′)γµu(p, σ) = 2pµδσ′σ, (D.14)

u(p, σ′)γµγ5u(p, σ) = 2msµδσ′σ, (D.15)

u(p, σ′)σµνu(p, σ) = 2εµνκλsκpλδσ′σ. (D.16)

D.2 Euclidean Spacetime

After the Wick rotation to Euclidean spacetime, the four-spin vector is defined by the

relations

p · s = 0, (D.17)

s2 = 1. (D.18)

The explicit form is given by

sµ(p, σ) =

(
s, i

~p · s
E

)
= (s, iσ

~p · ê
m

), (D.19)

where the relativistic three-spin

s(p, σ) = σ

[
ê+

~p · ê
m(E +m)

~p

]
. (D.20)

The Dirac equation for a free spin-half particle in Euclidean spacetime is given by

([γµ]αβ∂µ +mδαβ) [ψ(x)]α = 0, (D.21)
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which may be written in the compact form(
/∂ +m

)
ψ = 0. (D.22)

Positive and negative-energy solutions to the free Dirac equation are of the form

ψ = u(p, σ)e+ip·x, (D.23)

ψ = v(p, σ)e−ip·x, (D.24)

where the normalisation of the spinors is chosen to be

u(p, σ′)u(p, σ) =
(
−i/p+m

) 1

2

(
I + γ5/s

)
δσ′σ, (D.25)

u(p, σ′)v(p, σ) =
(
−i/p−m

) 1

2

(
I + γ5/s

)
δσ′σ, (D.26)

and the adjoint spinor is defined as

ψ = ψ†γ4. (D.27)

Form the normalisation, we can derive the relations

u(p, σ′)u(p, σ) = 2mδσ′σ, (D.28)

u(p, σ′)γ5u(p, σ) = 0, (D.29)

u(p, σ′)γµu(p, σ) = −2pµδσ′σ, (D.30)

u(p, σ′)γµγ
5u(p, σ) = 2imsµδσ′σ, (D.31)

u(p, σ′)σµνu(p, σ) = 2iεµνκλsκpλδσ′σ. (D.32)
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Appendix E

Dirac Projectors and Traces

E.1 Projectors

Parity and spin projectors for spin-half baryon spectroscopy are defined as

ΓP± =
1

2
(I± γ4), (E.1)

ΓS± =
1

2
(I∓ iê · ~γγ5), (E.2)

where ê is the chosen spin-polarisation axis. Commonly used combinations of these

projectors for nucleon analyses are

Γunpol ≡ ΓP+

(
ΓS+ + ΓS−

)
=

1

2
(I + γ4), (E.3)

Γpol ≡ ΓP+

(
ΓS+ − ΓS−

)
= − i

2
(I + γ4)ê · ~γγ5, (E.4)

Γpol± ≡ ΓP+ΓS± =
1

2
(I + γ4)

1

2
(I∓ ê · ~γγ5) =

1

2
(Γunpol ± Γpol) . (E.5)

(E.6)

E.2 Traces

The function F2 is defined by

F2(Γproj.; ~p,m) ≡ 1

4

∑
σ

[Γproj.]αβuα(p, σ)uβ(p, σ) =
1

4
TrΓ(−i/p+m), (E.7)
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and is linear in Γproj.. For the basis of Dirac matrices, with kinematic inputs ~p and m

assumed, it is given by

F2(I) = m, (E.8)

F2(γmu) = −ipµ, (E.9)

F2(γ5) = F2(γµγ5) = F2(σµν) = 0. (E.10)

For the common Dirac projectors previously defined

F2(ΓUnpol) =
1

2
(EX +mX), (E.11)

F2(Γpol) = 0, (E.12)

F2(Γpol±) =
1

4
(EX +mX). (E.13)

The function F3 is defined as

F3(Γproj.,ΓP,X ; ~p′, ~p,mX) ≡ 1

4

∑
σ′σ

[Γproj.]αβuα(p′, σ′)u(p′, σ′)ΓO,Xu(p, σ)uβ(p, σ)

=
1

4
TrΓproj.

(
−i/p′ +m

)
ΓO,X

(
−i/p+m

)
. (E.14)

In the basis of Dirac Matrices

F3(I, I) = −1

2
(p′ + p)2 = m2 − p′ · p, (E.15)

F3(I, γµ) = −im(p′ + p)µ, (E.16)

F3(I, γ5) = 0, (E.17)

F3(I, γµγ5) = 0, (E.18)

F3(I, σµν) = −i
(
p′µpν − pµp′ν

)
, (E.19)

F3(γmu, γν) = −
[
p′µpν + pµp

′
ν +

1

2
δµν(p′ − p)2

]
, (E.20)

F3(γµ, γ5) = 0, (E.21)

F3(γµ, γνγ5) = −εµνκλp′κpλ, (E.22)

F3(γµ, σκλ) = −m
[
δµκ(p′ − p)λ − δµλ(p′ − p)κ

]
, (E.23)

F3(γ5, γ5) = −1

2
(p′ − p)2, (E.24)

F3(γ5, γµγ5) = −im(p′ − p)µ, (E.25)

F3(γ5, σµν) = −iεµνκλp′κpλ, (E.26)

F3(γµγ5, γνγ5) = −
[
p′µpν + pµp

′
ν −

1

2
δµν(p′ + p)2

]
, (E.27)

F3(γµγ5, σκλ) = −mεµκλξ(p′ + p)ξ. (E.28)
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E.2 Traces

For the unpolarised projector, we have

F3(ΓUnpol, I) =
1

2

[
(E(~p) +m)(E(~p ′) +m)− ~p · ~p ′

]
, (E.29)

F3(ΓUnpol, γ4) =
1

2

[
(E(~p) +m)(E(~p ′) +m) + ~p · ~p ′

]
, (E.30)

F3(ΓUnpol, γi) = − i
2

[
(E(~p) +m)~p+ (E(~p ′) +m)~p ′

]
i
, (E.31)

F3(ΓUnpol, γ5) = 0, (E.32)

F3(ΓUnpol, γ4γ5) = 0, (E.33)

F3(ΓUnpol, γiγ5) =
1

2

[
~p ′ × ~p

]
i
, (E.34)

F3(ΓUnpol, σ4i) =
1

2

[
(E(~p ′) +m)~p− (E(~p) +m)~p ′

]
i
, (E.35)

F3(ΓUnpol, σij) =
i

2
εijk

[
~p× ~p ′

]
k
, (E.36)

and for the polarised projector

F3(Γpol, I) =
i

2
ê · ~p× ~p ′, (E.37)

F3(Γpol, γ4) = − i
2
ê · ~p× ~p ′, (E.38)

F3(Γpol, γi) = −1

2

[
(E(~p) +m)~p ′ × ê− (E(~p ′) +m)~p× ê

]
i
, (E.39)

F3(Γpol, γ5) =
1

2

[
(E(~p) +m)~p ′ · ê− (E(~p ′) +m)~p · ê

]
, (E.40)

F3(Γpol, γ4γ5) =
1

2

[
(E(~p) +m)~p ′ · ê+ (E(~p ′) +m)~p · ê

]
, (E.41)

F3(Γpol, γiγ5) =
i

2

[
(E(~p) +m)(E(~p ′) +m)ê+ (~p · ê)~p ′ + (~p ′ · ê)~p− (~p ′ · ~p)ê

]
i
,

(E.42)

F3(Γpol, σ4i) = − i
2

[
(E(~p) +m)ê× ~p ′ + (E(~p ′) +m)ê× ~p

]
, (E.43)

F3(Γpol, σij) = − i
2
εijk

[
(E(~p) +m)(E(~p ′) +m)ê−+(~p · ê)~p ′ + (~p ′ · ê)~p− (~p ′ · ~p)ê

]
k
.

(E.44)

In the Breit frame where E(~p ′) = E(~p) = E, it is convenient to work in terms of

the kinematic variables

P ≡ 1

2
(p′ + p), (E.45)

q ≡ (p′ − p). (E.46)
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For the unpolarised projector and Breit frame kinematics, we have

FBreit
3 (ΓUnpol, I) = m(E +m) + ~q 2, (E.47)

FBreit
3 (ΓUnpol, γ4) = m(E +m) + ~P 2, (E.48)

FBreit
3 (ΓUnpol, γi) = −i(E +m)~Pi, (E.49)

FBreit
3 (ΓUnpol, γ5) = 0, (E.50)

FBreit
3 (ΓUnpol, γ4γ5) = 0, (E.51)

FBreit
3 (ΓUnpol, γiγ5) =

[
~q × ~P

]
i
, (E.52)

FBreit
3 (ΓUnpol, σ4i) = − (E +m) qi, (E.53)

FBreit
3 (ΓUnpol, σij) = iεijk

[
~P × ~q

]
k
, (E.54)

and for the polarised projector

FBreit
3 (Γpol, I) = iê · ~P × ~q, (E.55)

FBreit
3 (Γpol, γ4) = −iê · ~P × ~q, (E.56)

FBreit
3 (Γpol, γi) = (E +m)[ê× ~q]i, (E.57)

FBreit
3 (Γpol, γ5) = (E +m)ê · ~q, (E.58)

FBreit
3 (Γpol, γ4γ5) = −(E +m)ê · ~P , (E.59)

FBreit
3 (Γpol, γiγ5) = im(E +m)

[
ê+

(~P · ê)~P
m(E +m)

+
~q × (ê× ~q)
m(E +m)

]
i

, (E.60)

FBreit
3 (Γpol, σ4i) = −(E +m)[ê× ~P ]i, (E.61)

FBreit
3 (Γpol, σij) = −εijkm(E +m)

[
ê+

(~q · ê)~q
m(E +m)

+
~P × (ê× ~P )

m(E +m)

]
k

. (E.62)
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Additional Figures
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F. ADDITIONAL FIGURES
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Figure F.1: The unrenormalised tensor form factor ÃuT10(Q2) for the κl = 0.12104,

κs = 0.12062 lattice configuration. Comparing the Doubly represented quark contribution

of the up quark in the Proton and Σ and the strange quark in the Ξ baryon.
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Figure F.2: The unrenormalised tensor form factor ÃdT10(Q2) for the κl = 0.12104,

κs = 0.12062 lattice configuration. Comparing the Singly represented quark contribution

of the down quark in the Proton, strange quark in the Σ and the up quark in the Ξ baryon.
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Figure F.3: The unrenormalised tensor form factor B
u

T10(Q2) for the κl = 0.12104,

κs = 0.12062 lattice configuration. Comparing the Doubly represented quark contribution

of the up quark in the Proton and Σ and the strange quark in the Ξ baryon.
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Figure F.4: The unrenormalised tensor form factor B
d

T10(Q2) for the κl = 0.12104,

κs = 0.12062 lattice configuration. Comparing the Singly represented quark contribution

of the down quark in the Proton, strange quark in the Σ and the up quark in the Ξ baryon.
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Figure F.5: Similar to Fig. 7.1, only now showing the doubly represented quark density

distribution, for a fixed nucleon spin polarisation (Sx = 1) and quark polarisation of

s⊥ = (1, 0), s⊥ = (0, 1) and s⊥ = (−1, 0). The polarisation of each contour plot is shown

by the teal circle in the bottom right corner, with the internal arrow showing the direction

of the quark spin polarisation, and the external arrow showing that of the nucleon spin

polarisation.
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Figure F.6: Similar to Fig. F.5, only now showing the singly represented quark density

distribution, for a fixed nucleon spin polarisation (Sx = 1) and quark polarisation of

s⊥ = (1, 0), s⊥ = (0, 1) and s⊥ = (−1, 0).
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Appendix G

Discretising the derivative

We begin by using the definition

↔
D =

→
D −

←
D (G.1)

where for the Twist 3 Matrix element d2 we require the second derivative thus,

↔
Dµ

↔
Dν =

(
→
Dµ −

←
Dµ

)(
→
Dν −

←
Dν

)
(G.2)

=

(
→
Dµ

→
Dν −

→
Dµ

←
Dν −

←
Dµ

→
Dν +

←
Dµ

←
Dν

)
We discretise the derivatives

ψΓ
→
Dµ

→
Dνψ(x) =

1

4
{ − ψ(x)ΓU †µ(x− µ̂)Uν(x− µ̂)ψ(x− µ̂+ ν̂)

+ ψ(x)ΓU †µ(x− µ̂)U †ν (x− µ̂− ν̂)ψ(x− µ̂− ν̂)

+ ψ(x)ΓUµ(x)Uν(x+ µ̂)ψ(x+ µ̂+ ν̂)

− ψ(x)Uµ(x)U †ν (x+ µ̂− ν̂)ψ(x+ µ̂− ν̂)}

−ψΓ
←
Dµ

→
Dνψ(x) =

1

4
{ − ψ(x+ µ̂)ΓU †µ(x)Uν(x)ψ(x+ ν̂)

+ ψ(x+ µ̂)ΓU †µ(x)U †ν (x− ν̂)ψ(x− ν̂)

+ ψ(x− µ̂)ΓUµ(x− µ̂)Uν(x)ψ(x+ ν̂)

− ψ(x− µ̂)Uµ(x− µ̂)U †ν (x− ν̂)ψ(x− ν̂)}
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G. DISCRETISING THE DERIVATIVE

−ψΓ
→
Dµ

←
Dνψ(x) =

1

4
{ − ψ(x− ν̂)ΓU †µ(x− ν̂ − µ̂)Uν(x− ν̂ − µ̂)ψ(x− µ̂)

+ ψ(x+ ν̂)ΓU †µ(x+ ν̂ − µ̂)U †ν (x− µ̂)ψ(x− µ̂)

+ ψ(x− ν̂)ΓUµ(x− ν̂)Uν(x− ν̂ + µ̂)ψ(x+ µ̂)

− ψ(x+ ν̂)Uµ(x+ ν̂)U †ν (x+ µ̂)ψ(x+ µ̂)}

ψΓ
←
Dµ

←
Dνψ(x) =

1

4
{ − ψ(x+ µ̂− ν̂)ΓU †µ(x− ν̂)Uν(x− ν̂)ψ(x)

+ ψ(x+ µ̂+ ν̂)ΓU †µ(x+ ν̂)U †ν (x)ψ(x)

+ ψ(x− µ̂− ν̂)ΓUµ(x− µ̂− ν̂)Uν(x− ν̂)ψ(x)

− ψ(x− µ̂+ ν̂)Uµ(x− µ̂+ ν̂)U †ν (x)ψ(x)}

If you sum over all x you get the same answer whichever of the four operators you

choose. ∑
x

ψΓ
→
Dµ

→
Dν =

∑
x

(−ψΓ
←
Dµ

→
Dν) (G.3)

As shown,

∑
x

ψΓ
→
Dµ

→
Dνψ(x) =

1

4
{ −

∑
x

ψ(x)ΓU †µ(x− µ̂)Uν(x− µ̂)ψ(x− µ̂+ ν̂)

+
∑
x

ψ(x)ΓU †µ(x− µ̂)U †ν (x− µ̂− ν̂)ψ(x− µ̂− ν̂)

+
∑
x

ψ(x)ΓUµ(x)Uν(x+ µ̂)ψ(x+ µ̂+ ν̂)

−
∑
x

ψ(x)Uµ(x)U †ν (x+ µ̂− ν̂)ψ(x+ µ̂− ν̂)}

here x is a dummy variable, which we can replace in the first two sums with x = y+µ̂,

and in the second two sums with x = y − µ̂, such that
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∑
x

ψΓ
→
Dµ

→
Dνψ(x) =

1

4
{ −

∑
y

ψ(y + µ̂)ΓU †µ(y)Uν(y)ψ(y + ν̂)

+
∑
y

ψ(y + µ̂)ΓU †µ(y)U †ν (y − ν̂)ψ(y − ν̂)

+
∑
y

ψ(y − µ̂)ΓUµ(y − µ̂)Uν(y)ψ(y + ν̂)

−
∑
x

ψ(y − µ̂)Uµ(y − µ̂)U †ν (y − ν̂)ψ(y − ν̂)}

=
∑
y

(−ψΓ
←
Dµ

→
Dν)

This same proof works between any pair of operators, and so

↔
Dµ

↔
Dν =

(
→
Dµ −

←
Dµ

)(
→
Dν −

←
Dν

)
=

(
→
Dµ

→
Dν −

→
Dµ

←
Dν −

←
Dµ

→
Dν +

←
Dµ

←
Dν

)
reduces to

↔
Dµ

↔
Dν = { − ψ(x)ΓU †µ(x− µ̂)Uν(x− µ̂)ψ(x− µ̂+ ν̂) (G.4)

+ ψ(x)ΓU †µ(x− µ̂)U †ν (x− µ̂− ν̂)ψ(x− µ̂− ν̂)

+ ψ(x)ΓUµ(x)Uν(x+ µ̂)ψ(x+ µ̂+ ν̂)

− ψ(x)Uµ(x)U †ν (x+ µ̂− ν̂)ψ(x+ µ̂− ν̂)}
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holz, A. Schiller, H. Stüben, and J. Zanotti (QCDSF-UKQCD), “SU(3) flavour

symmetry breaking and charmed states”, PoS LATTICE2013, 249 (2014),

arXiv:1311.5010 [hep-lat].

[78] V. G. Bornyakov et al., “Wilson flow and scale setting from lattice QCD”, (2015),

arXiv:1508.05916 [hep-lat].

[79] W. Bietenholz et al., “Tuning the strange quark mass in lattice simulations”,

Phys. Lett. B690, 436 (2010), arXiv:1003.1114 [hep-lat].

[80] M. Luscher, “Volume Dependence of the Energy Spectrum in Massive Quan-

tum Field Theories. 1. Stable Particle States”, Commun. Math. Phys. 104, 177

(1986).

[81] G. Martinelli, C. Pittori, C. T. Sachrajda, M. Testa, and A. Vladikas, “A General

method for nonperturbative renormalization of lattice operators”, Nucl. Phys.

B 445, 81 (1995), arXiv:hep-lat/9411010.

[82] C. Alexandrou, “Hadron deformation and form-factors from lattice QCD”, AIP

Conf. Proc. 904, edited by C. N. Papanicolas and A. M. Bernstein, 49 (2007),

arXiv:hep-lat/0608025.

[83] D. B. Leinweber, R. Woloshyn, and T. Draper, “Electromagnetic structure of

octet baryons”, Phys. Rev. D 43, 1659 (1991).

[84] P. Shanahan, A. Thomas, and R. Young, “Sigma terms from an SU(3) chiral

extrapolation”, Phys. Rev. D 87, 074503 (2013), arXiv:1205.5365 [nucl-th].

[85] I. Cloet, D. B. Leinweber, and A. W. Thomas, “Simple quark model with chiral

phenomenology”, Phys. Rev. C 65, 062201 (2002), arXiv:hep-ph/0203023.

165

http://hdl.handle.net/2440/106302
http://hdl.handle.net/2440/106302
https://doi.org/10.1103/PhysRevD.84.054509
https://doi.org/10.1103/PhysRevD.84.054509
https://arxiv.org/abs/1102.5300
https://doi.org/10.22323/1.187.0015
https://arxiv.org/abs/1401.3270
https://doi.org/10.22323/1.187.0249
https://arxiv.org/abs/1311.5010
https://arxiv.org/abs/1508.05916
https://doi.org/10.1016/j.physletb.2010.05.067
https://arxiv.org/abs/1003.1114
https://doi.org/10.1007/BF01211589
https://doi.org/10.1007/BF01211589
https://doi.org/10.1016/0550-3213(95)00126-D
https://doi.org/10.1016/0550-3213(95)00126-D
https://arxiv.org/abs/hep-lat/9411010
https://doi.org/10.1063/1.2734291
https://doi.org/10.1063/1.2734291
https://arxiv.org/abs/hep-lat/0608025
https://doi.org/10.1103/PhysRevD.43.1659
https://doi.org/10.1103/PhysRevD.87.074503
https://arxiv.org/abs/1205.5365
https://doi.org/10.1103/PhysRevC.65.062201
https://arxiv.org/abs/hep-ph/0203023


BIBLIOGRAPHY

[86] A. W. Thomas, “Chiral extrapolation of hadronic observables”, Nucl. Phys. B

Proc. Suppl. 119, edited by R. Edwards, J. W. Negele, and D. Richards, 50

(2003), arXiv:hep-lat/0208023.

[87] L. L. Foldy, “The Electromagnetic Properties of Dirac Particles”, Phys. Rev.

87, 688 (1952).

[88] M. Diehl and P. Kroll, “Nucleon form factors, generalized parton distributions

and quark angular momentum”, Eur. Phys. J. C 73, 2397 (2013), arXiv:1302.

4604 [hep-ph].

[89] B. J. Owen, W. Kamleh, D. B. Leinweber, M. S. Mahbub, and B. J. Menadue,

“Transition of ρ→πγ in lattice QCD”, Phys. Rev. D 92, 034513 (2015), arXiv:1505.

02876 [hep-lat].

[90] J. M. M. Hall, W. Kamleh, D. B. Leinweber, B. J. Menadue, B. J. Owen, A. W.

Thomas, and R. D. Young, “Lattice QCD Evidence that the Λ(1405) Reso-

nance is an Antikaon-Nucleon Molecule”, Phys. Rev. Lett. 114, 132002 (2015),

arXiv:1411.3402 [hep-lat].

[91] B. Owen, W. Kamleh, D. Leinweber, B. Menadue, and S. Mahbub, “Light Me-

son Form Factors at near Physical Masses”, Phys. Rev. D 91, 074503 (2015),

arXiv:1501.02561 [hep-lat].

[92] B. J. Owen, J. Dragos, W. Kamleh, D. B. Leinweber, M. Mahbub, B. J. Menadue,

and J. M. Zanotti, “Variational Approach to the Calculation of gA”, Phys. Lett.

B 723, 217 (2013), arXiv:1212.4668 [hep-lat].

[93] J. Bulava, M. Donnellan, and R. Sommer, “On the computation of hadron-

to-hadron transition matrix elements in lattice QCD”, JHEP 01, 140 (2012),

arXiv:1108.3774 [hep-lat].

[94] B. Yoon et al., “Controlling Excited-State Contamination in Nucleon Matrix

Elements”, Phys. Rev. D 93, 114506 (2016), arXiv:1602.07737 [hep-lat].

[95] D. S. Roberts, W. Kamleh, and D. B. Leinweber, “Nucleon Excited State Wave

Functions from Lattice QCD”, Phys. Rev. D 89, 074501 (2014), arXiv:1311.6626

[hep-lat].

[96] C. Aubin and K. Orginos, “A new approach for Delta form factors”, AIP Conf.

Proc. 1374, edited by D. Armstrong, V. Burkert, J.-P. Chen, W. Detmold,

J. Dudek, W. Melnitchouk, and D. Richards, 621 (2011), arXiv:1010 . 0202

[hep-lat].

166

https://doi.org/10.1016/S0920-5632(03)01492-0
https://doi.org/10.1016/S0920-5632(03)01492-0
https://doi.org/10.1016/S0920-5632(03)01492-0
https://arxiv.org/abs/hep-lat/0208023
https://doi.org/10.1103/PhysRev.87.688
https://doi.org/10.1103/PhysRev.87.688
https://doi.org/10.1140/epjc/s10052-013-2397-7
https://arxiv.org/abs/1302.4604
https://arxiv.org/abs/1302.4604
https://doi.org/10.1103/PhysRevD.92.034513
https://arxiv.org/abs/1505.02876
https://arxiv.org/abs/1505.02876
https://doi.org/10.1103/PhysRevLett.114.132002
https://arxiv.org/abs/1411.3402
https://doi.org/10.1103/PhysRevD.91.074503
https://arxiv.org/abs/1501.02561
https://doi.org/10.1016/j.physletb.2013.04.063
https://doi.org/10.1016/j.physletb.2013.04.063
https://arxiv.org/abs/1212.4668
https://doi.org/10.1007/JHEP01(2012)140
https://arxiv.org/abs/1108.3774
https://doi.org/10.1103/PhysRevD.93.114506
https://arxiv.org/abs/1602.07737
https://doi.org/10.1103/PhysRevD.89.074501
https://arxiv.org/abs/1311.6626
https://arxiv.org/abs/1311.6626
https://doi.org/10.1063/1.3647217
https://doi.org/10.1063/1.3647217
https://doi.org/10.1063/1.3647217
https://arxiv.org/abs/1010.0202
https://arxiv.org/abs/1010.0202


BIBLIOGRAPHY

[97] J. Green, J. Negele, A. Pochinsky, S. Syritsyn, M. Engelhardt, and S. Krieg,

“Nucleon electromagnetic form factors from lattice QCD using a nearly physical

pion mass”, Phys. Rev. D 90, 074507 (2014), arXiv:1404.4029 [hep-lat].

[98] R. W. Schiel, “Expanding the Interpolator Basis in the Variational Method to

Explicitly Account for Backward Running States”, Phys. Rev. D 92, 034512

(2015), arXiv:1503.02588 [hep-lat].

[99] M. Gockeler, P. Hagler, R. Horsley, D. Pleiter, P. E. L. Rakow, A. Schafer, G.

Schierholz, and J. M. Zanotti (QCDSF, UKQCD), “Quark helicity flip general-

ized parton distributions from two-flavor lattice QCD”, Phys. Lett. B627, 113

(2005), arXiv:hep-lat/0507001 [hep-lat].

[100] M. Constantinou, R. Horsley, H. Panagopoulos, H. Perlt, P. E. L. Rakow, G.

Schierholz, A. Schiller, and J. M. Zanotti, “Renormalization of local quark-

bilinear operators forNf=3 flavors of stout link nonperturbative clover fermions”,

Phys. Rev. D91, 014502 (2015), arXiv:1408.6047 [hep-lat].

[101] G. Martinelli, C. Pittori, C. Sachrajda, M. Testa, and A. Vladikas, “A gen-

eral method for non-perturbative renormalization of lattice operators”, Nuclear

Physics B 445, 81 (1995), arXiv:hep-lat/9411010 [hep-lat].
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