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Abstract

A turbulent n-heptane jet flame in a jet-in-hot-coflow burner is numerically

and experimentally investigated, revealing distinct features of this fuel in a

jet-in-hot-coflow burner. The RANS k-ε turbulence model is adopted in com-

bination with a dynamic partially-stirred reactor (PaSR) combustion model.

The simulation results are used to support newly-obtained experimental mea-

surements of mean temperature, OH number density and normalised CH2O-

PLIF signal values at several axial locations. The simulations capture the

transitional phenomenon observed experimentally for the low coflow oxygen

concentration case, which is determined to be due to the two chemical path-

ways which exist for the n-heptane fuel. The predicted flame weak-to-strong

transition heights based on the streamwise (axial) gradient of OH number

density show non-monotonic behaviour. Furthermore, an investigation on

negative heat release rate region shows that the absolute value of negative

heat release rate increases with reduced coflow oxygen content, in contrast

to the suppression phenomenon seen in laminar opposed-flow flames.
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1. Introduction1

Novel combustion technologies with low emissions, high efficiency and2

fuel flexibility have become essential to cope with the energy supply chal-3

lenge the world will face in the near future. One such technology is termed4

Moderate or Intense Low-oxygen Dilution (MILD) combustion [1–3]. In in-5

dustrial applications, MILD combustion is often achieved by means of high6

velocity burners and flue gas recirculation coupled with high level of excess7

air and/or intense heat extraction [4]. The resultant pre-heated and highly-8

diluted mixture helps to stabilize and homogenize the flame, thus reducing9

combustion noise [1]. Dilution also impacts the system reactivity, leading to10

a distributed oxidation process. As a result, a more uniform temperature11

field is obtained and thermal NOx production is largely suppressed [1, 2].12

For research purposes, jet-in-hot-coflow (JHC) burners [5–8] are often13

used to produce pre-heated and highly-diluted conditions to reach MILD14

combustion regime, decreasing the geometrical complexity and allowing the15

use of sophisticated measurement techniques. Several investigations have fo-16

cused on the JHC burners, both experimentally and numericallly [4–6, 9–14].17

JHC burners feature a central jet and a secondary burner providing hot ex-18

haust products as a coflow, thus emulating the effect of flue gas recirculation.19

Dally et al. [6] carried out experiments with an equimolar fuel jet of CH4/H2,20

at different oxygen levels (9%, 6% and 3% by mass) in the hot coflow. They21

concluded that the peak temperature increase in the reaction zone can be22

as low as 100 K, by reducing the oxygen level to 3%; and the production23

of CO, NO and OH is largely reduced when compared with conventional24

combustion conditions. At the same time, they provided high-fidelity mean25
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and RMS (root-mean-square) experimental data of temperature and various26

chemical species for numerical validation. Formaldehyde (CH2O) has been27

identified as an important precursor in controlling the initiation of reaction28

in methane flames, as explained by Gordon et al. [15]. Medwell et al. [9, 16]29

used planar laser-induced fluorescence (PLIF) and Rayleigh scattering tech-30

niques to reveal the distribution of formaldehyde (CH2O), hydroxyl radical31

(OH), and temperature under the influences of hydrogen addition. They in-32

dicated that the reaction zone was not very sensitive to hydrogen addition,33

showing the potential of MILD combustion for fuel flexibility. They also ob-34

served a “lift-off” height based on the weak-to-strong transition of OH and35

the existence of a pre-ignition region in the apparent lifted region of these36

flames [16].37

Experimental investigations on JHC burners have mostly focused on gaseous,38

simple hydrocarbon fuels. However, a few studies [8, 17–22] focused on the39

behaviour of pre-vaporized oxygenated fuels and long-chain alkanes. Despite40

the high flexibility about the fuel choice in MILD combustion [23], systems41

with more complex fuels could lead to distinct features [24–26]. Therefore,42

Ye et al. [8] performed experimental investigations with n-heptane fuel using43

conventional photography and PLIF, finding that the “lift-off” height (weak-44

to-strong transition height) changes monotonically with decreasing coflow45

oxygen level—this does not occur for other simple hydrocarbon fuels. In46

the transition from conventional lifted flame to MILD combustion, the sharp47

rise of temperature disappears, leading to gradually increased OH levels up-48

stream like a tail [27]. When the dilution level reaches fully MILD condition,49

the OH tail is attached to the jet exit plane, as reported by [28]. However,50

in n-heptane flame, the transitional flame structure is still observed for a51

much lower coflow oxygen content [8], compared to simple fuels. Based on52

the analysis of fuel pyrolysis and heat release with n-heptane and ethanol,53

they concluded that it is more difficult to establish MILD conditions with54
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n-heptane [8].55

As a result of the reduced reactivity under highly-diluted conditions, the56

chemical timescales increase and the strong interaction between chemistry57

reaction and mixing makes the modelling of such flames more challenging58

than conventional ones. Numerical investigations of JHC-type burners have59

been carried out using Reynolds-Averaged Navier-Stokes (RANS) simula-60

tions [4, 10, 14, 29–38], Large Eddy Simulations (LES) [13, 39–42] and Direct61

Numerical Simulations (DNS) [43]. Simple fuels such as methane, hydrogen62

and ethylene have been the main focus. The experimental and numerical63

studies on JHC burner under MILD condition with simple fuels have re-64

vealed some common signatures, such as the absence of the negative heat65

release rate region, the broadening of the heat production profile with a66

single peak in mixture fraction space and the suppression of the pyrolytic67

reactions [3, 44]. However, using complex fuels such as oxygenated hydrocar-68

bons and long-chain alkanes under highly-diluted conditions in order to reach69

MILD combustion regime has shown distinct features, like the appearance of70

visible flames and increased pollutant emissions [25, 45, 46].71

The relevance of finite-rate chemistry effect in the jet-in-hot-coflow flames72

makes the use of models based on the principle of timescale separation chal-73

lenging [47]. Therefore, models implementing detailed chemical mechanisms74

should be considered. Among them, the eddy dissipation concept (EDC) [48–75

50] and the Partially Stirred Reactor (PaSR) [51] models represent a viable76

choice, as they allow inclusion of detailed chemistry in a computationally-77

affordable way. Compared to the models based on scale separation like the78

flamelet model [52] and eddy dissipation model (EDM) [53], the finite-rate79

based models (EDC and PaSR) solve transport equations of each chemical80

species and integrate the ordinary differential equations (ODEs) of the chem-81

ical source terms. The EDC and PaSR model split each computational cell82

into two regions: the reactive structures, where reactions take place, and83
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the surrounding fluid, where mixing happens. In PaSR, the interaction be-84

tween turbulence and chemistry is represented with a factor κ [51], which85

is defined as the ratio between the chemical timescale and the sum of mix-86

ing and chemical scales. In EDC, a similar parameter is adopted: γ [48–50],87

whose definition depends solely on turbulence parameters, through an energy88

cascade model [48–50]. In PaSR, both the chemical and mixing timescales89

are included in the estimation of the splitting fraction explicitly, allowing a90

more accurate description on turbulence/chemistry interactions. Recently,91

an extension of the PaSR model has been proposed, based on the dynamic92

estimation of the mixing timescale, showing improved predictions for the93

simulation of the JHC burner [54, 55]. Therefore, the dynamic PaSR model94

is adopted in the present paper.95

The jet-in-hot-coflow n-heptane flames have been studied through exper-96

imental measurement and laminar calculations [8]. However, the chemical97

complexity involved in the problem makes the selected case a quite challeng-98

ing one. Previous work by Ye et al. [8] is a phenomenological study of JHC99

flames with different fuels, including the complex ones. The purpose of the100

current article is to investigate the role of turbulence-chemistry interactions101

in n-heptane flames and to support the experimental investigation quan-102

titatively with CFD simulations, looking at newly obtained experimental103

data—mean temperature and semi-quantitative species measurements, viz.104

OH number density values and normalized CH2O-PLIF signals as validation105

targets.106

Simulations were carried out using the dynamic PaSR combustion model,107

in combination with detailed kinetic mechanisms of n-heptane with more108

than 100 species and about 2,000 reactions reactions. Because of the in-109

tense turbulence-chemistry interactions under MILD regime, the Unsteady110

Reynolds Averaged Navier-Stokes (URANS) approach was used to capture111

complex phenomena such as local extinction and re-ignition. Taking the112
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complexity of the chemical mechanism chosen into account, this option was113

preferred over the use of Large Eddy Simulation (LES). The influence of114

turbulence modelling on the results is first reported, to identify optimised115

settings for the subsequent simulations focusing on turbulence-chemistry in-116

teractions. The investigation of the chemical timescale distribution, flame117

weak-to-strong transition height and negative heat release rate are presented118

as well, to identify the key features of the investigated n-heptane flames.119

2. Mathematical Models120

2.1. Turbulence Model121

The density-based Favre-averaged (marked with ˜) governing equations122

of mass, momentum and energy [56] are solved using the URANS approach:123

∂ρ̄

∂t
+

∂

∂xj
(ρ̄ũj) = 0, (1)

∂

∂t
(ρ̄ũi) +

∂

∂xj
(ρ̄ũiũj) = − ∂p̄

∂xi
+

∂

∂xj

(
τ̄ij − ρ̄ũ

′′
i u
′′
j

)
, (2)

∂

∂t

(
ρ̄h̃
)

+
∂

∂xj

(
ρ̄h̃ũj

)
=

∂

∂xj

(
ρ̄α

∂h̃

∂xj
− ρ̄ũ′′jh

′′

)
− ∂

∂xj

(
q̄rj
)

+ S̄hc, (3)

where ρ, u and p represent the density, velocity and pressure respectively; the

sensible enthalpy is denoted with h; α is the thermal diffusivity. The term qr

denotes the radiative heat loss and Shc represents the heat production from

chemical reaction. The turbulent heat flux −ρ̄ũ′′jh
′′ is modelled with:

−ρ̄ũ′′jh
′′ ≈ µt

Prt

∂h̃

xj
, (4)

where the turbulent Prandtl number is set to Prt = 0.85 and µt is the124

turbulent (eddy) viscosity.125
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The Favre-averaged transport equation of reactive scalar Ys reads:126

∂

∂t

(
ρ̄Ỹs

)
+

∂

∂xj

(
ρ̄Ỹsũj

)
=

∂

∂xj

((
Ds +

µt
Sct

)
∂Ỹs
∂xj

)
+ ¯̇ωs, (5)

in whichDs is the molecular diffusivity and Sct denotes the turbulent Schmidt127

number, representing the ratio between turbulent viscosity and turbulent dif-128

fusivity Dt; and ¯̇ωs is the chemical source term. The choice of the turbulent129

Schmidt number strongly impacts the temperature and species distribution.130

The standard k-ε turbulence model is used. The unresolved turbulence131

stresses ρ̄ũ
′′
i u
′′
j are modelled with the product of an eddy viscosity µt and132

mean flow strain rate S∗ij. Finally, the eddy viscosity µt in standard k-ε133

model is estimated as:134

µt = ρCµ
k̃2

ε̃
. (6)

In Equation 6, the constant Cµ equals 0.09. The Favre-averaged turbulence135

kinetic energy k̃ and the dissipation rate ε̃ of the turbulence kinetic energy136

are solved via two separate transport equations [56]:137

∂

∂t

(
ρ̄k̃
)

+
∂

∂xj

(
ρ̄k̃ũj

)
=

∂

∂xj

((
µ+

µt
σk

)
∂k̃

∂xj

)
+ 2µtEijEij − ρ̄ε̃, (7)

∂

∂t
(ρ̄ε̃) +

∂

∂xj
(ρ̄ε̃ũj) =

∂

∂xj

((
µ+

µt
σε

)
∂ε̃

∂xj

)
+ Cε1ρ̄

ε̃

k̃
2µtEijEij − Cε2ρ̄

ε̃2

k̃
,

(8)

in which Eij represents the mean rate of deformation with

Eij =
1

2

[
∂ui
∂xj

+
∂uj
∂xi

]
; (9)

σk, σε, Cε1 and Cε2 are model constants, set by default to 1.0, 1.30, 1.45138

and 1.90, respectively [57]. The standard k-ε model is robust, computa-139

tionally fast and has the potential advantage of generality since it requires140
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no direct empirical input such as a mixing-length specification. However,141

it has the well-known disadvantage of over-estimating the jet spread rate142

for axisymmetric jets [57]. To correct that, some model modifications have143

been proposed. Whilst changing the Cε1 to 1.6 helps reducing the jet-decay144

over-estimation [4, 31, 57], such a modification lacks generality. Pope [57]145

suggested a correction and a further development of the standard k-ε model,146

adding an additional term to the kinetic energy dissipation rate transport147

equation:148

SεPope
= Cε3

ε̃2

k̃
ψ, (10)

where ψ = ωijωjkSki measures the vortex stretching. ωij and Ski are defined

as

ωij =
1

2

k̃

ε̃

(
∂ũi
∂xj

+
∂ũj
∂xi

)
, (11)

and

Ski =
1

2

k̃

ε̃

(
∂ũi
∂xj
− ∂ũj
∂xi

)
, (12)

respectively.149

Qualitative considerations indicate that the source of dissipation is a lin-150

early increasing function of ψ [57]. Thus, the term Cε3
ε̃2

k̃
ψ is added in the151

transport equation of the kinetic energy dissipation rate (Eq. 8) to improve152

the generality of the k-ε model. The impact of the choice of the turbulent153

Schmidt number and of the turbulence model is discussed in Section 4.154

2.2. Combustion Model — PaSR Model155

The PaSR model [51, 58], assumes that each computational cell is sep-156

arated into two zones: one where reactions take place, and another charac-157

terized by mixing alone. Turbulence drives the exchange between the two158

zones. The final species concentration of the cell is the weighted mean value159
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between the reactive zone and the mixing zone. A conceptual drawing of the160

PaSR model is shown in Figure 1.161

Figure 1: Conceptual drawing of the PaSR model (adapted from Li et al. [38]).

Figure 1 depicts one computational cell, in which Y 0
s is the initial sth162

species mass fraction in the non-reactive region, Ỹs is the final averaged sth163

species mass fraction in the cell and Y ∗s is the sth species mass fraction in164

the reactive zone. The term κ is the mass fraction of the reactive zone in the165

cell, which is estimated with [59]:166

κ =
τc

τc + τmix
, (13)

where τc and τmix are the characteristic chemical and mixing timescales,167

respectively. The complexity of the model lies, therefore, in the estimation168

of τc and τmix, as described in previous publications [38, 54].169

In the present work, the mixing timescale is evaluated with a dynamic170

approach [38, 54]—as the ratio of the scalar variance, φ̃′′2, and the scalar171

dissipation rate, ε̃φ [60]:172

τmixDynamic
=
φ̃′′2

ε̃φ
. (14)

The mixture fraction Z is selected to describe the mixing process of a scalar.173

Therefore, the scalar variance and dissipation rate take the form of the mix-174
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ture fraction variance (Z̃ ′′2) and mixture fraction dissipation rate (χ̃). They175

are obtained by solving the following transport equations [61, 62]:176

∂ρ̄Z̃

∂t
+
∂ρ̄ũjZ̃

∂xj
=

∂

∂xj

(
ρ̄(Ds +Dt)

∂Z̃

∂xj

)
, (15)

∂ρ̄Z̃ ′′2

∂t
+
∂ρ̄ũjZ̃

′′2

∂xj
=

∂

∂xj

(
ρ̄(Ds +Dt)

∂Z̃ ′′2

∂xj

)
+ 2ρDt

( ∂Z̃
∂xj

)2
− ρ̄χ̃, (16)

∂ρχ̃

∂t
+
∂ρũjχ̃

∂xj
=

∂

∂xj

(
ρ̄(Ds +Dt)

∂χ̃

∂xj

)
− C1ρ̄

χ̃2

Z̃ ′′2

−C2ρ̄
2Cµk̃

µt
χ̃+ C3

ρ̄Cµk̃

Sct

(
∂Z̃

∂xj

)2

+ C4µt
χ̃

k̃
|S̃|2.

(17)

In the present work, the molecular diffusivity D is estimated with thermal177

diffusivity α, given the absence of species such as H2. The turbulent diffu-178

sivity is calculated using Dt = µt/(ρ̄Sct). In Eqn. 17, C1, C2, C3 and C4179

are model constants. They are set to C1 = 1.0, C2 = 1.8, C3 = 1.7 and180

C4 = 1.4 [61] in the current study.181

The chemical timescale can be obtained from the Jacobian matrix (J) of

the chemical source terms [63, 64]. The decomposition of the source term

Jacobian matrix is accurate but time consuming, especially when a large

mechanism is used. As an alternative, the formation rates can be used.

The chemical timescale of each chemical species can be approximated with

the ratio of the species mass fraction and formation rate in the reactive

structure [14, 65]:

τc,s =
Y ∗s

|dY ∗s /dt|
. (18)

After removing the dormant species (characterised by a formation rate182

smaller than 10−16s−1, the slowest chemical time is chosen as the character-183

10



istic chemical timescale.184

τc = max(τc,s). (19)

The threshold species formation rate cannot be too large, otherwise the185

minor species which are important to the chemical reaction will be left out.186

At the same time, it cannot be too small, so that the dormant species with187

very low formation rates can be excluded. After a sensitivity analysis span-188

ning 6 decades from 10−10s−1 to 10−16s−1, the value of 10−16s−1 is chosen as189

the threshold to define the dormant species. As smaller values are not found190

to affect the determination of chemical time scale. A detailed discussion191

about the choice of the threshold is reported in the supplementary material.192

Finally, the mean source term ω̇s in the species transport equation is

expressed as:

ω̇s = κ
ρ̃ (Y ∗s − Y 0

s )

τ ∗
, (20)

where τ ∗ is the residence time in the reactive structure. In the present

work, the mixing timescale is used as the residence time τ ∗. Indeed, the

characteristic residence time in the reacting fraction should not only be based

on the mixing time scale, but also accounting for the characteristic chemical

time scale. For the current investigated system, the chemical time scale is

always larger than the mixing time scale, indicating that the characteristic

residence time can be estimated using the mixing time, as shown in the

supplementary material. A canonical reactor is solved to obtain the value

of Y ∗s . The reactive zone is modelled as an ideal reactor evolving from the

initial value of Y 0
s :

dY ∗s
dt

=
ω̇s
ρ
. (21)

The term ω̇s represents the instantaneous formation rate of species s. The193

final integration of dY ∗s
dt

over the residence time of τ ∗ is Y ∗s . In the PaSR194

model, the intensity of turbulence-chemistry interactions are quantified by195
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the factor κ, defining the fraction of the reactive structure in the cell, which196

is directly affected by the values of the chemical and mixing time scales. In197

other words, any change in τc and τmix will directly lead to the change of198

source terms.199

3. Methodology200

3.1. Experimental Approach201

The experimental validation data are newly obtained and presented here202

for the first time. These experimental data complement those reported by Ye203

et al. [8], undertaken in the same JHC burner using n-heptane as fuel. The204

JHC burner used in this study has a cooled central jet with the inner diam-205

eter of D = 4.6 mm [8]. The liquid n-heptane fuel is mixed with carrier air206

and then preheated by a controlled evaporator and mixer (CEM). The tem-207

perature of the mixture at the central jet exit plane is 412 K, which is higher208

than the n-heptane boiling point (371 K). A secondary burner located 90 mm209

upstream of the exit plane has an inner diameter of 82 mm. The secondary210

burner produces the hot combustion products from a lean mixture of natural211

gas, hydrogen, air and nitrogen. Changing the ratios of these gases allows212

the coflow oxygen level and temperature to be varied independently. The213

mean gas temperature, mean velocity and Reynolds number of the central214

jet and hot coflow are reported in Table 1. The equilibrium composition for215

species of O2, N2, H2O, CO2 and OH obtained from equilibrium calculations216

with coflow adiabatic temperature are provided in Table 2.217
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Table 1: Jet and coflow characteristics

Profiles Central jet Hot coflow

Velocity 50 m/s 2.4 m/s

Temperature 412 K 1250 K

Reynolds number 10,000 1000

Table 2: Species mass fractions from equilibrium calculation

Species nC7H16 O2 N2 H2O CO2 OH

Fuel stream 0.398 0.462 0.140 0 0 0

Coflow 3 % 0 0.0347 0.8382 0.0697 0.0573 2.27×10−06

Coflow 6 % 0 0.0703 0.8034 0.0693 0.0570 2.68×10−06

Coflow 9 % 0 0.1045 0.7696 0.0691 0.0568 2.96×10−06

The mean and RMS values of temperature and species are measured us-218

ing the optical techniques of Rayleigh scattering and planar laser-induced219

fluorescence (PLIF) [8, 20]. Temperature, semi-quantified number density of220

OH as well as the normalized CH2O-PLIF signal are reported at the axial221

locations of 14.5 mm (3.2D), 22.5 mm (4.9D), 29.5 mm (6.4D), and 59.5 mm222

(12.9D). The CH2O-PLIF signal is not quantified due to challenges with de-223

termining the quenching rates. The uncertainty in the species profiles is the224

principle source of uncertainty for the Rayleigh scattering and can be esti-225

mated as smaller than 2% [66]. The typical uncertainty in the temperature226

data in the coflow and reaction zone varies from 5% to 10% [15, 20, 67].227

3.2. Numerical Configuration228

Figure 2 presents a two-dimensional schematic of the axisymmetric do-229

main. The axial direction is denoted with z, and the radial direction marked230

13



with r. The bulk mean velocities used for the jet and coflow streams are231

given in Table 1, with corresponding Reynolds numbers, and compositions232

are given in Table 2.233

Figure 2: Two-dimensional schematic of the JHC burner.

A two-dimensional structured mesh is used in the simulation after a mesh234

sensitivity analysis. The mesh sensitivity analysis is included in the supple-235

mentary material. The mesh has 4450 hexahedral cells and 100 prisms. A236

pre-inlet with the length of 100 mm including the burner wall is used. The237

computational domain extends 100 mm further downstream. Only the fuel238

jet and hot coflow streams are considered in the simulation, since the exper-239

imental data are available up to 59.5 mm downstream of the jet outlet, and240

mixing with fresh air from the surroundings (quiescent air) only has an effect241

from 100 mm above the jet exit plane [8].242

Because the turbulent Schmidt number Sct is varied according to the243
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specific flow nature, there is no universally-accepted formulation in the lit-244

erature [68]. Furthermore, it is also indicated [41] that the optimal range of245

Sct is broad (from 0.2 to 1.5 for jet flows). Therefore, a sensitivity study to246

the choice of the turbulent Schmidt number is first presented, setting the Sct247

to 0.7, 1.0, 1.2 and 1.3. The Pope correction [57] is used here in combination248

with the standard k-ε turbulence model, to correct the spreading rate of the249

jet. The PaSR combustion model with the dynamic calculation of mixing250

timescale is adopted. The temperature, velocity and species mass fractions251

from Tables 1 and 2 are used as boundary conditions. The mass fractions252

for the species of O2, N2, H2O, CO2 and OH are provided for the hot coflow253

boundary, because the hot coflow is produced by a premixed CH4/H2/N2/air254

flame. Furthermore, the species included in the hot coflow boundary have255

equilibrium concentrations greater than 1 ppm by volume (viz. O2, N2, CO2,256

H2O, OH). Medwell et al. [69, 70] and Evans et al. [71] have noted the signif-257

icant effects of minor species (going down to 0.1 ppb) on premixed reactors.258

However, trace species (for example, O, H, CH2O) are significantly less im-259

portant with volume fraction lower than 10 ppm and they have previously260

been shown to not have a significant effect in the RANS simulations of jet-261

in-hot-coflow flames [10, 71]. Therefore, such species are not included in the262

boundary conditions. A reduced n-heptane mechanism with 106 species and263

1738 reactions [72–74] was used for most simulations. Numerical results us-264

ing a detailed mechanism with 654 species and 2827 reactions [75, 76] showed265

minor differences when compared with the results provided by the reduced266

one and they are presented in the supplementary material.267

4. Results and Discussion268

4.1. Turbulence Model Parameters269

The influence of the turbulent Schmidt number on the mean temperature270

and OH distribution is presented in Figs. 3–5, for each of the three coflow O2271
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levels considered. The temperature in the fuel jet is not measured, therefore272

the experimental temperature values close to the centerline at axial locations273

of 14.5, 22.5 and 29.5 mm are not available. It should be also noted that274

the apparent OH signal along the jet centerline is an artefact of interference275

from fuel Raman and is not indicative of OH. Importantly, this interference276

only affects very near the centerline, as apparent by the rapid decrease with277

radial distance—this interference does not affect the location or value of the278

peak OH concentration.279

Figure 3 shows that using a turbulent Schmidt number Sct = 0.7 results in280

early ignition of the jet flame for the case with coflow oxygen level of 9 %. A281

generalized over-prediction of mean temperature profiles is observed at axial282

locations z = 22.5, 29.5 and 59.5 mm. The location of peak temperature is283

shifted slightly to the right (away from the centerline) for z = 59.5 mm. Fur-284

thermore, the region with temperature above that of the coflow temperature285

(1250 K) is broader than observed experimentally. On the other hand, using286

Sct = 1.3 leads to a 140 K under-prediction of the mean temperature at z =287

59.5 mm. Low turbulent Schmidt numbers increase the scalar diffusivity (see288

Eq. 5), leading to enhanced mixing between the fuel and oxidizer species,289

thus promoting chemical reactions. However, high turbulent Schmidt num-290

ber influences the flow in the opposite way; as a result, the flame ignition291

is delayed. Setting Sct to 1.0 or 1.2 provides satisfactory mean temperature292

predictions.293
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Figure 3: Mean temperature profiles obtained with various turbulent Schmidt numbers

(0.7, 1.0, 1.2 and 1.3), compared with the experimental data at several axial locations.

Coflow oxygen level of 9 %.

The differences between choosing Sct = 1.0 and Sct = 1.2 is revealed294

through the OH distributions in coflows with oxygen levels of 3 % and 6 %295

(shown in Figure 4 and 5). The scale used for the locations of z = 14.5, 22.5296

and 29.5 mm is different from the one used for z = 59.5 mm. No experimental297

data are available at z = 22.5 mm for 3 % and 6 % O2 cases—the numerical298

values are shown as a comparison with the 9 % case. Since the OH number299

density (molecules/cm3) is measured experimentally, the mole fractions of300

OH are extracted from the simulations and converted for direct comparison.301

At locations far from the centerline (r ≥ 15 mm), the predicted OH level is302

close to the experimental value with both Sct = 1.0 and Sct = 1.2. However,303

the calculated OH peaks at z = 14.5, 29.5 and 59.5 mm are higher than the304

experimental data when Sct = 1.0 is chosen. Particularly at z = 59.5 mm,305

where OH is over-predicted by more than six times. Choosing Sct = 1.2 keeps306

the OH peak value closer to the experimental data for both the 3 % and 6 %307

cases, especially at z = 14.5 mm. At z = 59.5 mm, using Sct = 1.2 still308
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over-predicts OH for the coflow oxygen level of 3 %, although significantly309

less than with Sct = 1.0. Based on this analysis, a turbulent Schmidt number310

of 1.2 was chosen for the remainder of the simulations.311
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Figure 4: Mean experimental and numerical OH number density profiles at several axial

locations. Coflow oxygen level of 3 %. The scale used at z = 59.5 mm is different from

the one used at the other locations.
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Figure 5: Mean experimental and numerical OH number density profiles at several axial

locations. Coflow oxygen level of 6 %. The scale used at z = 59.5 mm is different from

the one used at the other locations.

Adoption of the Pope correction has major influence on the flow field of312

the jet. Figure 6 shows the mean temperature profiles for the 9 % O2 case,313

with and without the Pope correction. Very similar predicted profiles are ob-314

tained at z = 14.5/22.5/29.5 mm. At z = 59.5 mm, the standard k-ε model315

fails to predict the peak temperature location correctly, while results with316

the Pope correction closely follow the experimental profile. Comparing the317

jet decay on the centerline in Figure 7, a faster jet decay is featured after z318

= 30 mm if no Pope correction is used. Moreover, Figure 8 indicates that319

the spread rate is higher without Pope correction, which shifts the stoichio-320

metric mixture location further away from the centerline. Ultimately, the321

combination of Sct = 1.2 and Pope correction is chosen in the current study.322
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Figure 6: Mean temperature profiles obtained with and without Pope correction, compared

with the experimental data at several axial locations. Coflow oxygen level of 9 %.

20

40

60

80

0 30 60 90

U
 [

m
/s

]

Axial position [mm]

without-Popecorr
with-Popecorr
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Figure 8: Mean velocity profile at 60 mm and 90 mm axial locations, obtained with and

without Pope correction. Coflow oxygen level of 9 %.

4.2. The influence of oxygen level323

Figure 6 shows that the mean temperature profiles for the 9 % case are324

very well predicted with the turbulent and combustion models chosen. The325

predicted temperature profiles obtained for the 3 % O2 and 6 % O2 cases326

are compared to the available experimental measurements in Figure 9 and327

Figure 10. The 3 % O2 and 6 % O2 cases show peak temperature at z =328

59.5 mm of about 1230 K and 1240 K, respectively, thus more than 100 K329

lower than the maximum measured temperature for 9 % O2 (around 1360 K)330

case. The numerical model can capture the temperature levels quite well,331

showing remarkable agreement with the measured data. As previously indi-332

cated, no experimental data are available at z = 22.5 mm. With regard to the333

measured temperature values which are not available close to the centerline,334

according to the temperature profile at z = 59.5 mm for the 3% and 6% cases335

(Figure 9 and Figure 10) and at z = 29.5 mm for the 9% (Figure 3), there is336

no rapid increase of the temperature profiles. Therefore, it is postulated that337

that there will be a moderate temperature rise close to the centerline. Such338

conclusion can also be further substantiated by the OH profiles (in Figure 4,339

5 and later in Figure 11).340
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Figure 9: Mean experimental and numerical temperature profiles, at different axial loca-

tions. Coflow oxygen level of 3 %.
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Figure 10: Mean experimental and numerical temperature profiles, at different axial loca-

tions. Coflow oxygen level of 6 %.

In Section 4.1, the OH number density distribution for the 3 % O2 and341

6 % O2 cases was presented with two different turbulent Schmidt numbers.342
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The OH profile of the 9 % O2 case is shown in Figure 11 with Sct = 1.2.343

Slightly under-predicted OH number density levels are shown at axial loca-344

tions of z = 14.5, 22.5 and 29.5 mm. However, a significant over-estimation345

(approximately four times) can be observed at z = 59.5 mm, different from346

the 3 % O2 (around two times over-prediction) and 6 % O2 cases (no obvious347

over-prediction).348

Such significant difference in prediction is due to inaccurate prediction349

of the flame weak-to-strong transition height. This is supported by Fig-350

ure 16, where the predicted OH number density profiles and experimentally351

measured OH-LIF instantaneous images are presented. The model predicted352

an later ignition location. However, the OH level is first increased to a peak353

value and further decreased. Matching the ignition points of the model to the354

experimental value leads to a more satisfactory agreement. The predicted ig-355

nition location is approximately located at the location of z = 42 mm. While356

the experimental one, according to the OH-LIF profile in Figure 16, is located357

at z = 25 mm. Therefore, the ignition location is over-predicted by around358

17 mm with the numerical simulation. As a result, the OH number density359

at z = 59.5 + (42-25) = 76.5 mm from the numerical simulation is compared360

with the experimental value at z = 59.5 mm in Figure 11. According to361

Figure 12, the over-prediction is alleviated at z = 76.5 mm and the shape of362

the curve better matches the experimental profile.363
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Figure 11: Mean experimental and numerical OH number density profiles at several axial

locations. Coflow oxygen level of 9 %.
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Figure 12: The predicted OH number density at the locations of z = 59.5 mm and z =

76.5 mm compared to the experimental profile.

In the present n-heptane flame, the production of CH2O is directly linked364

to the formation of CO (see the chemical pathway presented in the supple-365

mentary material), thus to heat release and flame ignition. The predicted366

CH2O levels are compared with the experimentally measured PLIF signals,367
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in Figs. 13, 14 and 15. Both experimental and numerical CH2O profiles are368

normalized between 0 and 1. The location of the peak values, and the gen-369

eral shape, are well predicted. However, the experiments show an increase in370

signal close to the centerline at all four axial locations, which is not reflected371

in the CFD calculations. This increase is attributed to fuel- and PAH-LIF372

in this region, though the extent of interference is not quantified. Never-373

theless, the overall comparison of the CH2O profiles in the reaction zone is374

encouraging.375
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Figure 13: Mean experimental and numerical normalized CH2O number density profiles,

at different axial locations. Coflow oxygen level of 3 %.
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Figure 14: Mean experimental and numerical normalized CH2O number density profiles,

at different axial locations. Coflow oxygen level of 6 %.
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Figure 15: Mean experimental and numerical normalized CH2O number density profiles,

at different axial locations. Coflow oxygen level of 9 %.
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4.3. OH distribution376

When analyzing the OH distribution for the three flames, a weak-to-377

strong transition is observed, especially for the 9 % case, as shown in Fig-378

ure 16, where the modelled OH number density 2D contours are compared379

with the experimental OH-LIF profiles [8]. The OH-LIF is only available380

for the the 3 % and 9 % cases. Figure 16 also indicates the existence of a381

transitional structure for the 6 % case, although not as clearly as for the 3 %382

case.383

The occurrence of this transitional flame structure was used to indicate384

the transition away from the MILD combustion regime [10], indicating that385

none of the cases reach MILD conditions [8, 10]. To characterize such be-386

haviour, the “weak-to-strong transition height” is used. From the numerical387

perspective of view, the definition of such a transition height requires the use388

of a number density threshold, whose value impacts the transition heights,389

as indicated in Figure 17.390

Figure 16: Mean OH number density distribution for the 3 %, 6 % and 9 % coflow oxygen

levels, compared with the experimental OH-LIF images. The 6 % OH-LIF instantaneous

image is not available. The threshold OH number density of the numerical contour plot

is set to 1014 molecules/cm3.
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When the OH number density threshold value is set to 1015 or 5 ×391

1014 molecules/cm3, a monotonic trend relating the flame transition height392

and coflow oxygen level is observed. Moreover, the transition height for393

the 3 % case is marginally affected by the threshold value. However, the394

monotonic trend is lost when the threshold value is further reduced to 1014
395

molecules/cm3. In this case, the transition height for the 3 % coflow oxygen396

level becomes lower than the other two cases.397
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Figure 17: Flame weak-to-strong transition heights in mm. The threshold values of 1015,

5 × 1014 and 1014m, in molecules/cm3 of OH, are used to identify the flame transition

heights.

Figure 18 shows the the modelled OH streamwise number density gradi-398

ent distributions from all three cases compared with the experimental flame399

photographs. If the numerically modelled OH streamwise number density400

gradient is used to define the flame weak-to-strong heights, there is a non-401

monotonic trend. Compared to the experimental photographs, the modelled402

height of the 3 % case is in the range of the experimental observed height. For403
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the other two cases, the model predicts slightly higher values of the transition404

heights. It should be mentioned that the flame weak-to-strong transitional405

height for the experimental photographs should be estimated by imposing406

a certain intensity threshold, indicating the existence of certain uncertainty.407

However, it is influenced by multiple sources and there is no direct relation408

to the OH number density or gradient of OH number density.409

Figure 18: Mean OH number density streamwise (axial) gradient distribution for 3 %, 6 %

and 9 % coflow oxygen levels compared with the experimental flame photographs taken

with an ISO sensitivity of 1600, exposure time of 1/15 second and an f-number of 2 [8].

The star denotes the location of the flame weak-to-strong height. The major and minor

ticks represent 20 mm and 5 mm, respectively.

4.4. Chemical time scale analysis410

When the coflow oxygen level is reduced from 9 % to 3 %, the higher411

dilution of the fuel-oxidiser mixture reduces the reactivity, and this results412

in higher values of the characteristic chemical timescale. Figure 19 shows413

the chemical timescale distributions for the three cases. The region with414

chemical timescale longer than 1 s, covering most of the area far away from415

the centerline, represents the chemically inactive zone. As discussed in Sec-416

tion 2.2, the chemical timescale is evaluated as τc,s = Y ∗s
|dY ∗s /dt|

(s denotes the417
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sth species in the chemical mechanism, and τc,s is clipped at 1 s. Despite the418

differences in the width of these regions, the chemical timescales are similar419

in magnitude for all three cases, for z ≤ 40 mm.420

Figure 19: Chemical timescale distribution for the 3 %, 6 % and 9 % coflow oxygen levels.

The active chemical time clipping value is set at 1 s. The isoline of stoichiometric mixture

fraction is presented with a solid blue line.

Figure 19 also shows that the active region of the 9 % O2 case tends to421

expand—and becomes chemically faster (more active) than the other two422

cases—in the region z ≥ 45 mm, with shorter chemical timescales (below423

5 ms). On the other hand, the 3 % and 6 % cases show narrower chemically424

active zones. With increased oxygen level, the fuel is decomposed faster and425

the reaction zone is propagated further into the fuel stream [77]. Increased re-426

activity results in higher heat release rate peak for the 9 % O2. This matches427

the high OH number density gradient at around z = 40 mm (Figure 18, 9 %428

case). The widening of the region of low chemical timescale (high reactivity)429

for the 6 % O2 is localised at around z = 60 mm (Figure 19). For the 3 %430
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O2 case, an area with low chemical timescale is visible only after z = 80 mm,431

showing the reduced reactivity of this case.432

Figure 20 shows line plots with the minimum chemical timescale value433

along the axial direction. For all the three cases, there exists a slow decrease434

of chemical time starting from z = 0 mm and a drastic drop at around z435

= 45/60/80 mm, for 3/6/9 % coflow levels, respectively. Such observation436

concurs with the 2D contour plot in Figure 19.437
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Figure 20: Minimum chemical timescale values along the axial direction for the cases with

3 %, 6 % and 9 % coflow oxygen levels.

The contours of chemical timescale distribution for the three oxygen lev-438

els show the effect of the increased availability of oxygen on the reactivity439

of the system. This directly impacts the combustion model via the react-440

ing fraction κ. Furthermore, the analysis of the mixing timescale (shown in441

supplementary material) for the three cases indicates very similar distribu-442

tions regardless of the oxygen level. The same was reported by Evans et al.443

on C2H4 and CH4/H2 JHC flames with varied coflow oxygen levels [78, 79].444
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Therefore, the chemical time scale becomes the controlling parameter for the445

determination of κ and the final mean reaction rate, ω̇s.446

4.5. Investigation on negative heat release rate region447

Previous numerical studies on methane by de Joannon and co-workers [3,448

44] demonstrated the absence of a net negative heat release rate region in449

MILD combustion, because of the suppression of pyrolytic reactions. Line450

and contour plots of the heat release rate with three different coflow oxygen451

levels are presented in Figs. 21 and 22. Both figures show that a negative heat452

release rate region exists for all the cases. This conclusion agrees with that453

of Ye et al. [8], who demonstrated the dependence of the net heat release454

rate profile on strain-rate. Furthermore, studies of laminar opposed-flow455

flames noted that the net negative heat release rate region only vanished for456

n-heptane in highly diluted conditions (99% N2 by volume [80]). However,457

in contrast to this, additional two-dimensional simulations with coflow O2458

concentrations of 1 % and 2 % (shown in supplementary material) suggest459

that the negative heat release rate region still exists if the coflow oxygen460

level is reduced to 2% and 1% in the numerical simulations (profiles shown461

in supplementary material) and the absolute value for negative heat release462

rate is even higher with lower oxygen content, thus following the trend shown463

by the 3%, 6% and 9% cases. Moreover, reducing the coflow oxygen level464

below 3% leads to very weak transitional OH signals.465
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Figure 21: Heat release rate (HRR) for the cases with 3 %, 6 % and 9 % coflow oxygen

levels at several axial locations. Note the heat release rates are plotted in logarithmic scale

(base 10) and multiplied with the HRR sign.
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Figure 22: Heat release rate (HRR) for the 3 %, 6 % and 9 % coflow oxygen cases, with

superimposed axial strain rate streamlines. The units for strain rate and HRR are s−1

and W/m3, respectively. The isoline of stoichiometric mixture fraction is presented with

a solid green line.

The influence of strain rate on the net heat release rate in laminar opposed-466

flow flames was analysed by Ye et al. [8], spanning several orders of magni-467

tude. Their results showed that the 9 % O2 case was always characterised468

by a larger absolute value of negative heat release rate than the 3 % O2 case.469

One significant difference between different oxygen dilutions is the trend be-470

tween the absolute value of negative heat release rate and the strain rate.471

For the 9 % O2 case, the absolute value of HRR increases monotonically472

as the strain rate is increased from 80 s−1 to 320 s−1, whereas it decreases473

monotonically for the 3 % O2 case in the same range.474

In Figure 22, the heat release rate is represented with filled color maps,475

with superimposed lines of strain rate values and the isoline of stoichiometric476

mixture fraction. It is shown that the negative heat release rate regions477
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for all the three cases are located in the rich part of the flames. In the478

3 % O2 case, a region of negative heat release rate extends along the whole479

simulation domain, over a wide range of axial strain rates (up to 500 s−1),480

parallel to the positive heat release rate region. In the 6 % and 9 % O2 cases,481

the area of positive heat release rate becomes wider while the net negative482

region shrinks. The regions of negative heat release rate for the 6 % and483

9 % O2 cases are located mainly around the low and medium strain rates.484

This observation does not concur with the results from Ye et al. [8], who485

showed that the 9 % O2 tends to have more negative heat release rate when486

larger strain rate is applied. However, the strain rate from Ye et al. [8] is487

perpendicular to the flame front direction, while the strain rate discussed in488

this paper is in the axial direction. Furthermore, the axial and radial strain489

rate profiles are very similar across all cases (as shown in the supplementary490

material). It is therefore reasonable to conclude that the existence of the491

negative heat release rate is not dominated by the flow-field, but rather by492

chemical reactions.493

As explained by Ye et al. [8], the negative heat release rate region for494

the 3 % case appears because the n-heptane fuel pyrolysis process is not sup-495

pressed by the low temperature and low oxygen concentration, it can proceed496

through alternative paths which are featured by lower activation energy. A497

detailed discussion concerning the chemical pathway for n-heptane low tem-498

perature pyrolysis process can be found in the supplementary material.499

It is found that two parent fuel low temperature pyrolysis paths exist to500

produce C7H15 isomers or alkyl radicals, such as pC4H9 and nC3H7. Then,501

through secondary pyrolysis, smaller hydrocarbon molecules such as C2H4502

and C2H5 are formed. Figure 23 presents selected key species involved in503

n-heptane pyrolysis and oxidation. The production of nC7H15 from H atom504

abstraction is highest close to the burner exit for all the three cases. The505

H atoms are consumed by O2 to produce HO2, as indicated by the H and506
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HO2 species distribution and formation rate in Figure 24. In particular, the507

amount of H radical close to the jet exit is higher for the 3 % case than the508

other two cases and the regions showing a peak of HO2 formation rate overlap509

with the location of high nC7H15 concentration. HO2 is produced from H via510

the reaction H + O2 + N2 � HO2 + N2. Moreover, the backward reaction511

of OH + HO2 � O2 + H2O further contributes to the production of HO2.512

According to the investigation of non-premixed methane/hydrogen flames by513

Evans et al. [81], an increase in the availability O2 in the coflow promotes514

the backward reaction rate of OH + HO2 � O2 + H2O and the forward515

rate of 2OH (+M) � O + H2O (+M). Additionally, increasing the available516

O2 in these cases decreases the influence of the forward third-body reaction517

involving N2: H + O2 + N2 � HO2 + N2 [81].518

The distribution of nC7H15 and nC3H7, close to the burner exit is very519

similar for all oxygen levels, until z = 60 mm (Figs. 23a and 23b). Above z =520

60 mm, the production of nC7H15 and nC3H7 are increased with the elevated521

level of oxygen in the coflow. Similar observations can be made for C2H5,522

which is a product from the secondary fuel pyrolysis (Figure 23c). When523

the temperature is low, the endothermic reactions are not suppressed for the524

lower oxygen level cases, as occurs with simple fuels under MILD condition [3,525

44], because of the existence of multi-path pyrolysis processes. Moreover, the526

production of CO is quite low, especially upstream (see Figure 23d). The527

oxidation of CO to CO2 results in the largest positive heat release rate.528

Without the heat release from CO2 formation, the negative heat release rate529

due to pyrolytic processes cannot be compensated, resulting in the observed530

higher absolute values of the negative heat release rate region for the lower531

coflow oxygen levels.532
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(a) nC7H15 mass fraction (b) nC3H7 mass fraction

(c) C2H5 mass fraction (d) CO mass fraction

Figure 23: Mass fractions of species involved in the n-heptane chemical pathways for 3 %,

6 % and 9 % coflow oxygen levels.
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(a) H mass fraction (b) HO2 mass fraction

(c) H formation rate (d) HO2 formation rate

Figure 24: Mass fractions and formation rates of H and HO2 for 3 %, 6 % and 9 % coflow

oxygen levels.

5. Conclusions533

Unsteady RANS simulations were carried out to investigate the character-534

istics of the n-heptane turbulent flames in a jet-in-hot-coflow (JHC) burner.535

The PaSR combustion model was used with detailed chemistry and a dy-536

namic evaluation of the mixing timescale. The results of these simulations537

were used to support the interpretation of newly available experimental data538

from laser-based diagnostics. The current article is the first investigation in539

the JHC configuration with n-heptane as the fuel with RANS simulations.540
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The chemical complexity and turbulence-chemistry interactions which lead to541

distinct features that are different from using simple fuels like CH4/H2/C2H4542

are presented. The use of unsteady RANS with reactor-based models and543

detailed chemistry offer a number of insights which can be summarized as:544

– A turbulent Schmidt number of 1.2 and the use of the Pope correction545

for the jet spreading rate provide the most satisfactory predictions on546

mean temperature, OH number density and CH2O signal. The tur-547

bulent Schmidt number used in the present work helps decreasing the548

turbulent diffusivity of the chemical species, retarding ignition in agree-549

ment with the experimental observations.550

– The numerically modelled flame weak-to-strong transition height de-551

pends on the threshold value used for the OH number density. For552

threshold values above 5×1014 molecules/cm3, a monotonic decreasing553

trend is observed as a function of the oxygen level in the coflow. How-554

ever, such observation is not valid when the threshold OH number den-555

sity value is further reduced to 1014 molecules/cm3. In this case, non-556

monotonic trend between flame weak-to-strong height and the coflow557

oxygen level is captured. The predicted flame weak-to-strong transi-558

tion heights based on the streamwise gradient of OH number density559

also show non-monotonic behaviour. Therefore, changing the threshold560

of OH number density value or the definition of flame weak-to-strong561

transition height can affect the interpretation of the predicted trend for562

flame transition height, hence impacting the classification of the flame.563

– A transitional flame structure can be observed for the 3 % O2 case,564

based on the distribution of OH number density (threshold set to 1014
565

molecules/cm3), and on the chemical timescale distribution. This is in566

agreement with the experimental findings.567
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– Two chemical pathways in n-heptane allow an alternative pyrolysis568

path with lower activation energy in low temperature and low oxygen569

conditions. This leads to expanded negative heat release rate region as570

the coflow oxygen level decreases; and such region is not associated to571

a specific range of strain rates. Such observation indicates that none of572

the three coflow oxygen level cases reach fully MILD condition.573

In summary, it is more difficult to achieve MILD combustion using n-574

heptane than with the simple fuels like methane and ethylene. Due to the575

existence of two pyrolysis chemical pathways, the appearance of the tran-576

sitional structure in n-heptane flames happens at lower coflow oxygen level577

compared to simple fuels.578
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