# Hadron Structure Using <br> Feynman-Hellmann Theorem 

Kim Yves Somfleth

Dr. Ross Young

Dr. James Zanotti

Doctorate of Philosophy
The Faculty of Sciences
The University of Adelaide

## Abstract

Hadrons, such as protons and neutrons, are states that are formed through interactions of quarks and gluons, the fundamental building blocks of Quantum Chromodynamics (QCD). The role of non-perturbative effects in the emergent behaviour of QCD is a key ingredient in our understanding hadrons and hence the atoms formed thereof. These dynamics have important consequences for matter in the universe from the atomic scale to neutron stars and beyond.

We use an ab initio non-perturbative numerical path integral based approach to QCD, known as lattice QCD. Advancing computing resources have made possible rapid advances in hadronic studies in lattice QCD, but many challenges still remain. Two areas of vital importance to our understanding of QCD and future experiments are gluonic observables and structure functions. Gluonic observables are difficult to calculate on the lattice due to sensitivity to short distance gauge noise. Naïve structure function calculations suffer from rapidly increasing computational cost as the lattice grows to a size where discretisation systematics are under control, as well as problems matching onto Minkowski matrix elements.

A modification to the QCD action changes the energy eigenstates of hadrons. The shift in these eigenstates can be related to matrix elements with interactions introduced in the shifted action via the Feynman-Hellmann Theorem (FHT). We show how the FHT can be extended to second order to calculate two current hadronic matrix elements using only two-point function techniques. A detailed analysis on how to improve uncertainty and reduce computational requirements of any FHT calculation is given. Using the FHT the full Compton amplitude is calculated, which allow us to explore assumptions made in experimental parton studies in Deep Inelastic Scattering (DIS). The subtraction function, given in terms of the Compton amplitude is not experimentally extractable and is examined from first-principles for the first time.

Gluonic matrix elements are traditionally difficult to calculate on the lattice. By using Wilson flow to reduce short distance effects, forward matrix elements are determinable with reduced uncertainty. By classification of the Lorenz structure of off-forward gluonic matrix elements, the extraction of non-forward matrix elements were also made possible, providing further insight into the highly non-perturbative binding of hadrons.
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## Chapter 1

## Outline

One of the greatest achievements of physics is the formulation of the Standard Model (SM). The theory has great predictive power, having successfully described phenomena from interactions between individual quarks and gluons, all the way to neutron stars and beyond. Despite these achievements, the SM does not successfully predict all phenomena, such as the non-zero neutrino mass, and searches are under way for Beyond Standard Model (BSM) theories.

The interactions between quarks and gluons form QCD describes the strong sector of the SM and can be simply summed up as fascinating. From a simple Lagrangian

$$
\begin{equation*}
\mathcal{L}_{Q C D}(x):=\bar{q}(x)(i \not \supset(x)-m) q(x)-\frac{1}{4} F_{\mu \nu}(x) F^{\mu \nu}(x) \tag{1.1}
\end{equation*}
$$

many dynamic features arise; confinement, asymptotic freedom, dynamical chiral symmetry breaking and many more. Yet despite the simple equation and many years of studies, aspects of it's dynamics are yet to be understood or discovered. Protons and neutrons are examples of hadrons, composite objects made up of quarks and gluons. The structure of hadrons can be studied from the perspective of spatial and momentum distributions of the quarks and gluons that make up the hadron. The background to QCD and these hadronic structure are discussed in $\S 2$.

Due to the self-interaction of gluons, hadrons are highly non-perturbative objects. The only known non-perturbation ab initio determination of QCD, is the path integral based modelindependent discretisation of QCD known as lattice QCD. As lattice QCD calculation continue to improve, fuelled by exponentially increasing computational resources, it provides more and more input into experiments. As lattices grow in size, computational costs increase, now more than ever improved lattice techniques become important. In $\S 3$ we provide a background introduction to lattice QCD necessary for subsequent chapters.

One of the short comings of lattice QCD is the direct calculations of hadronic matrix elements involving two currents. Using the FHT we can relate second order shifts of energy eigenstates to such matrix elements by introducing a new coupling to the action. In $\S 4$, we briefly describe the history of the FHT and followed by two proofs of second order FHT for path integrals that will allow us to calculate such matrix elements. The implementation of FHT for lattice QCD is described in $\S 5$, showing how using only hadron spectroscopy, we are able to extract matrix elements. Further improvements to the technique, reducing systematic uncertainty and computational costs are also presented.

The first FHT results examined are nucleon-delta transition form factors in $\S 6$. By using larger than physical masses the matrix elements from the FHT are approximately saturated by the lowest intermediate state, allowing us to test the FHT. This saturation allows one to relate the energy shifts to transition form factors, which are calculated and compared to other direct lattice calculations, quark models and phenomenology.

The Compton amplitude and the hadron tensor encode the longitudinal behaviour of partons inside hadrons. In §7 we present extraction of the Compton amplitude. The second order FHT is used calculate the Compton amplitude on the lattice in an unphysical region, matched through kinematics for the first time, without any rotations used by four-point techniques, or mixing
problems associated with Operator Product Expansion (OPE) methods. The Compton amplitude can be related to the moments of partonic momentum distributions, and these are compared to other results. These moments are calculated to a higher order than it was possible using lattice QCD before. The scaling behaviour of both the Compton amplitude and moments are presented, and show no significant deviations from the expected behaviour. Finally higher-twist effects were examined giving insights into many assumptions made in links to the partonic picture.

The proton-neutron mass difference is a highly tuned quantity, the make-up of our universe varies greatly if it is changed slightly. Part of the difference is determined from the Cottingham self energy, part of which is determined in terms of the Compton amplitude subtraction function, which is not extractable from experiment. Recent measurements of the proton charge radius using Lamb shift give different results when using different leptons, and one of the inputs to the experimental determination is the subtraction function. A long outstanding question is whether the subtraction function possesses a fixed-pole. We examine all these in $\S 8$, using multiple different vector operators and show that there is a possible fixed-pole term, and provide the necessary steps to fully resolve it.

Just as important as the study of the quark structure of the hadrons is the gluonic structure. However on the lattice the study of gluonic observable are plagued with high frequency gauge noise. Using smoothing techniques we study the gluonic contributions to the Energy Momentum Tensor (EMT) in $\S 9$ and are able to extract clean signal in the form factors associated with the gluonic mass and spin density of the nucleon, albeit on quenched lattices with larger than physical quark masses. These results are compared to their quark equivalent results and the gluonic radius is shown to be larger than it's quark EMT counterpart.

Finally in $\$ 10$, all the results of this work are summarised, building a more complete picture of the hadron structure investigated.

## Chapter 2

## Hadron Structure

The scale at which we study matter has continuously expanded throughout history, both towards the large scale structures, of galaxy super-clusters, and to the other end of the scale towards the fundamental building blocks of matter; structures inside atoms. In 1896, the discovery of $\alpha, \beta$, and $\gamma$ radiation [1] gave physicists a lens for resolving structures on a finer level than possible before. In 1911 the nucleus was discovered inside the atom by scattering $\alpha$ and $\beta$-particles off gold [2]. In the following years many phenomena where found to be in contention with a pointlike model of the nucleus, eventually leading to the proposal of quarks and gluons as the nucleus substructure in 1964 [3]. Eventually, after further theoretical and experimental advances, this lead to the formulation of QCD as the theory for these strong interactions [4, 5]. In each step these observations have been calibrated with the previous scale, leading to a rich description of matter over many different energy scales.

QCD eventually became part of the formulation of the SM, with the incorporation of electroweak interactions [6], and the Higgs mechanism [7-9] completing the theory [10, 11]. The SM is a Yang-Mills Gauge Field Theory (GFT) [12], with $S U(3)_{C} \times S U(2)_{I} \times U(1)_{Y}$ local gauge symmetry.

The theory has predicted, with great precision many interactions and particles. First the existence of a weak current [13-15] followed a few years later by the existence of weak bosons [16-19]. The gluons [20-25], and the charm quarks [26, 27], were also discovered in parallel. Then decades after the formulation, the existence of the top quark was verified [28, 29]. Finally, most recently the last piece, the Higgs was discovered at the LHC [30, 31]. With a large array of accurate predictions, it makes the SM as one of the most successful theories of modern physics.

The theory does not predict all observed phenomena however. Neutrinos where shown to have mass [32-35], although it is not yet excluded for one of the neutrinos to be massless. Another contention is the so called 'Hierarchy Problem', where the extreme difference in coupling constant, requires delicate cancellation in renormalisation to retain such a difference, although it has been argued that this is not a concern by itself [36]. However there are other contentions beyond non-vanishing neutrino mass, such as CP problems [37-40], and lepton universality [41], amongst others. The SM is not the end of theoretical physics, the search for physics beyond the standard model is under way in many areas, which requires a better understanding of the SM, particularly in the strong sector.

Throughout this work we focus primarily on the hadron structure of the strong sector, and electroweak interactions with strong sector composite objects; namely hadrons. Starting with a brief introduction into QCD $\S 2.1$, with a focus on it's symmetries. We follow with various formulations of describing the structure, with form factors $\S 2.2$, structure functions §2.3, and finally their combination in Generalised Parton Distributions (GPDs) §2.4. §2.2 is primarily used in §6 and $\S 9$, whereas $\S 2.3$ is used in $\S 7$ and $\S 8$.

(a) Quark gluon vertex.

(b) Three gluon vertex.

(c) Four gluon vertex.

Figure 2.1: The three fundamental QCD Feynman diagrams.

### 2.1 Quantum Chromodynamics

QCD is a Yang-Mills [12] formulation of $S U(3)$, made up of quarks; as 3 generations of quark pairs, and gluons; as 8 spin-1 bosons, which carry colour and colour-anti-colour pairs respectively. With quarks taken to be massless, it is a beautiful parameter free theory, after the number of colours and flavours has been fixed. The lowest two quark flavours have very small mass, and as such many properties of QCD below energy scales at which the other flavours become active can be described by this massless prescription.

Ignoring the small quark mixing phase term the QCD Lagrangian can be written

$$
\begin{equation*}
\mathcal{L}_{Q C D}(x):=\sum_{f} \bar{q}_{f}(x)_{a}^{\alpha}\left(i \not D(x)_{a b}^{\alpha \beta}-m_{f} \delta_{a b} \delta^{\alpha \beta}\right) q_{f}(x)_{b}^{\beta}-\frac{1}{4} F_{\mu \nu}(x)^{i} F^{\mu \nu}(x)^{i} . \tag{2.1}
\end{equation*}
$$

Defined in terms of the covariant derivative

$$
\begin{equation*}
\mathcal{D}_{\mu}(x)_{a b}:=\delta_{a b} \partial_{\mu}-i g t_{a b}^{i} A_{\mu}^{i}(x) \tag{2.2}
\end{equation*}
$$

which includes the strong coupling $g$. Often we write

$$
\begin{equation*}
A_{\mu}(x)_{a b}:=t_{a b}^{i} A_{\mu}^{i}(x) . \tag{2.3}
\end{equation*}
$$

where the eight $S U(3)$ generators $t_{a b}^{i}$ are implicit, and represented by $3 \times 3$ traceless matrices, with unit determinant, acting in colour space.

The non-abelian skew-symmetric field strength tensor is given by

$$
\begin{equation*}
F_{\mu \nu}^{i}:=\partial_{\mu} A_{\nu}^{i}-\partial_{\nu} A_{\nu}^{i}+g f^{i j k} A_{\mu}^{j} A_{\nu}^{k} \tag{2.4}
\end{equation*}
$$

where $f^{i j k}$ are $S U(3)$ Lie group structure constants. These equations determine three interaction vertices from which all QCD phenomena is formed Figure 2.1. The QCD action is formed from the Lagrangian by

$$
\begin{equation*}
S_{Q C D}:=\int d^{4} x \mathcal{L}_{Q C D}(x) \tag{2.5}
\end{equation*}
$$

Despite the simplicity of the QCD Lagrangian it encodes an extraordinarily rich set of phenomena. From high energy particle colliders, probing deep into nuclei, to the core of neutron stars and quark gluon plasmas. The most prominent feature of QCD is that it features both confinement at large distances, and asymptotic freedom at short distances. This naturally leads to a running coupling constant, which we can encode by the $\beta$ function through use of the CallanSymanzik equation, which relates a shift in renormalisation scale $\mu$ to the shift in coupling $\beta$.

The leading order form of $\beta$ for an $S U(N)$ non-abelian gauge theory is given by

$$
\begin{align*}
\beta(g) & =-\frac{\beta_{0} g^{3}}{(4 \pi)^{2}}  \tag{2.6}\\
\beta_{0} & :=\frac{11}{3} N-\frac{2}{3} N_{f} \tag{2.7}
\end{align*}
$$



Figure 2.2: A selection of determinations of $\alpha_{S}(Q)$ from a variety of methods, as collated by [42], with the global average for fits obtained therein. The data includes $Z$ pole fits methods from precision electroweak measurements [43], radiative $\Upsilon(1 S)$ [44], and $\tau$-decays [42]. Further data was taken from HERA [45-48], TEVATRON [49, 50], LHC [51-53], and various $e^{+} e^{-}$collider experiments [54-56]. The fits where taken at two loop order with $N_{f}$ of 3,4 and 5 , with a Lambert function technique [57, 58]. All errors, including fit are shown to one standard deviation.
where $N_{f}$ is the number of flavours of theory. For QCD $N=3$ and $N_{f}$ is the active flavours at the current energy scale. One can then write the QCD coupling constant

$$
\begin{equation*}
\alpha_{S}:=\frac{g^{2}}{4 \pi} \tag{2.8}
\end{equation*}
$$

to leading order in $Q$ in terms of $\beta$ as

$$
\begin{equation*}
\alpha_{S}(Q)=\frac{2 \pi}{\beta_{0} \log \left(Q / \Lambda_{Q C D}\right)} . \tag{2.9}
\end{equation*}
$$

The QCD mass scale $\Lambda_{Q C D}$ can then be determined from experiments by matching any observable quantity involving the strong force, in powers of $\alpha_{S}$ with a Renormalisation Group Equations (RGE) via the Callan-Symanzik equation. The value is then determined by active quark flavours at that scale. Due to this ambiguity in the extraction of $\Lambda_{Q C D}$, and that $\alpha_{S}(Q)$ is entirely characterised by knowledge of $\Lambda_{Q C D}$ or one value at some $Q$, it is standard practice to quote $\alpha_{S}\left(m_{Z}\right)$ instead. A collection of determinations of $\alpha_{S}(Q)$ is seen in Figure 2.2. The precise determination, of $\alpha_{S}$ over vastly different energy scales, is crucial evidence that QCD is the correct theory for the strong interactions.

The negative sign of $\beta$ implies that as one heads to larger energy scales, the coupling constant tends to 0 and hence the theory has asymptotic freedom. At smaller scales $Q$ or alternatively
large separation scales, the coupling constant becomes large, and non-perturbative effects come into play. At even larger distances due to the rise in coupling constant, quark/anti-quark pairs become energetically favourable and hence one observes only colour singlet states, known as confinement.

### 2.1.1 Symmetries

A symmetry of a theory says something fundamental about it's properties. Each symmetry can be linked via Noether's theorem to a conserved charge. We briefly introduce symmetries relevant to this work, namely gauge and chiral symmetry.

## $S U(3)$ Gauge Invariance

The primary symmetry that QCD theory has been constructed with is gauge invariance. We require that the action is invariant under local transformation $\Omega(x)^{a b}$ under the special unitary group $S U(3)$, represented by unitary $3 \times 3$ matrices. Local meaning that the transformation can vary at each point in space-time $x$. This means that under a transformation, fermion and gluon fields transform

$$
\begin{align*}
q_{f}(x)_{a} & \rightarrow q_{f}^{\prime}(x)_{a}=\Omega(x)_{a b} q_{f}(x)_{b}  \tag{2.10}\\
\bar{q}_{f}(x)_{a} & \rightarrow \bar{q}_{f}^{\prime}(x)_{a}=\bar{q}_{f}(x)_{b} \Omega^{\dagger}(x)_{b a}  \tag{2.11}\\
A_{\mu}(x)_{a b} & \rightarrow A_{\mu}^{\prime}(x)_{a b}=\Omega(x)_{a c} A_{\mu}(x)_{c d} \Omega^{\dagger}(x)_{d b}+\frac{i}{g}\left(\partial_{\mu} \Omega(x)_{a c}\right) \Omega^{\dagger}(x)_{c d} \tag{2.12}
\end{align*}
$$

while the action remains unchanged

$$
\begin{equation*}
S\left[A_{\mu}^{\prime}, \bar{q}_{f}^{\prime}, q_{f}^{\prime}\right]=S\left[A_{\mu}, \bar{q}_{f}, q_{f}\right] . \tag{2.13}
\end{equation*}
$$

The covariant derivative and field strength tensor transform as

$$
\begin{align*}
\mathcal{D}_{\mu}(x)_{a b} & \rightarrow \mathcal{D}_{\mu}^{\prime}(x)_{a b}=\Omega(x)_{a c} \mathcal{D}_{\mu}(x)_{c d} \Omega^{\dagger}(x)_{c b}  \tag{2.14}\\
F_{\mu \nu}(x)_{a b} & \rightarrow F_{\mu \nu}^{\prime}(x)_{a b}=\Omega(x)_{a c} F_{\mu \nu}(x)_{c d} \Omega^{\dagger}(x)_{c b} . \tag{2.15}
\end{align*}
$$

The name covariant derivative comes from the fact that $\mathcal{D}_{\mu} q$ transforms like $q$. The conserved charge for the symmetry is colour.

## Chiral Symmetries

One of the approximate symmetries the theory possess, is the vector symmetry, or isospin symmetry. For some constant $\alpha$ the action is constant under global transformations

$$
\begin{align*}
& q_{f_{1}}(x)_{a} \rightarrow q_{f_{1}}^{\prime}(x)_{a}=e^{i \alpha t_{f_{1} f_{2}}^{i}} q_{f_{2}}(x)_{a}  \tag{2.16}\\
& \bar{q}_{f_{1}}(x)_{a} \rightarrow \bar{q}_{f_{1}}^{\prime}(x)_{a}=\bar{q}_{f_{2}}(x)_{a} e^{-i \alpha t_{f_{1} f_{2}}^{i}} \tag{2.17}
\end{align*}
$$

where $t_{f_{1} f_{2}}^{i}$ is one of the $N_{f}^{2}-1=8$ generators of $S U(3)$ and summation convention is used for $f_{2}$. The symmetry is broken by non-degenerate mass terms in (2.1). In addition to the above equations, there is also an additional flavour diagonal (flavour singlet) symmetry

$$
\begin{align*}
q_{f}(x)_{a} \rightarrow q_{f}^{\prime}(x)_{a} & =e^{i \alpha} q_{f}(x)_{a}  \tag{2.18}\\
\bar{q}_{f}(x)_{a} \rightarrow \bar{q}_{f}^{\prime}(x)_{a} & =\bar{q}_{f}(x)_{a} e^{-i \alpha} \tag{2.19}
\end{align*}
$$

which holds even for non-degenerate quark masses. Both of these symmetries' corresponding Noether currents are the vector currents, with the latter symmetries conserved quantity being baryon number.

Another symmetry is the axial-vector symmetry, which requires the action to be independent under the global transformations

$$
\begin{align*}
& q_{f_{1}}(x)_{a} \rightarrow q_{f_{1}}^{\prime}(x)_{a}=e^{i \alpha \gamma_{5} t_{f_{1} f_{2}}^{i}} q_{f_{2}}(x)_{a}  \tag{2.20}\\
& \bar{q}_{f_{1}}(x)_{a} \rightarrow \bar{q}_{f_{1}}^{\prime}(x)_{a}=\bar{q}_{f_{2}}(x)_{a} e^{i \alpha \gamma_{5} t_{f_{1} f_{2}}^{i}} \tag{2.21}
\end{align*}
$$

and due to a non-invariant integration measure an extra symmetry

$$
\begin{align*}
q_{f}(x)_{a} \rightarrow q_{f}^{\prime}(x)_{a} & =e^{i \alpha \gamma_{5}} q_{f}(x)_{a}  \tag{2.22}\\
\bar{q}_{f}(x)_{a} \rightarrow \bar{q}_{f}^{\prime}(x)_{a} & =\bar{q}_{f}(x)_{a} e^{i \alpha \gamma_{5}} \tag{2.23}
\end{align*}
$$

These symmetries decouple left and right handed spinor components, which each separately observe the symmetry. The corresponding conserved quantity is axial charge, corresponding to the charge of the axial current.

The combination of both of these symmetries is known as chiral symmetry and is exact in the zero quark mass limit $m_{f}=0$. The theory is implicitly broken by spontaneous chiral symmetry breaking, leading to 8 massless Goldstone bosons; the pseudoscalar meson octet. In addition the quark masses explicitly break the symmetry, which gives the octet mesons their mass. However as the three lightest quark flavours are small, the octet can still be considered approximately chiral.

### 2.2 Form Factors

While once the proton was thought of as an atom; indivisible, it is now known to be made of constituents. With the above discussion on asymptotic freedom, confinement, and the scaling of $\alpha_{S}$ (Figure 2.2), it is clear that QCD objects, such as the proton $p$ and the positively charged pion $\pi^{+}$are complicated objects. We need a method for encapsulating the complex structure that arises from the dynamics of QCD.

The most natural way to think about probing the internal structure of hadrons is the evolution of their Dirac structure's at different energy scales. Indeed the charge and magnetisation densities of the proton [59] were probed experimentally [60-62] more than a decade before the parton model was formulated [63]. To verify that the experimentally measured form factors are consistent with those predicted by QCD, precise predictions must be made. The only known model-independent formulation of form factors and other non-perturbative phenomena from QCD is lattice QCD [64].

A form factor encodes the effect of the composite nature of the object on interactions with it's constituents. The Quantum Electrodynamics (QED) quark-photon vertex

$$
\begin{equation*}
e_{q_{f}} \epsilon^{\mu} \bar{q}_{f} \gamma_{\mu} q_{f} \tag{2.24}
\end{equation*}
$$

in terms of electric charge $e_{q_{f}}$, polarisation $\epsilon_{\mu}$, and quark fields $q_{f}$ of flavour $f$ is then affected by dynamics between the quarks inside a hadron. The nature of the effect gives rise to all possible Dirac structures that transform in the same way, with the constraint that it has to obey the same symmetries as the underlying interaction. In terms of vector current

$$
\begin{equation*}
V_{\mu}^{f}(x):=\bar{q}_{f}(x) \gamma_{\mu} q_{f}(x) \tag{2.25}
\end{equation*}
$$

we have two form factors $F_{1}$ and $F_{2}$

$$
\begin{equation*}
\left\langle P, \vec{p}^{\prime}\right| V_{\mu}^{f}(0)|P, \vec{p}\rangle=\bar{u}_{P}\left(p^{\prime}\right)\left[\gamma_{\mu} F_{1}^{f}\left(Q^{2}\right)+\frac{i \sigma_{\mu \alpha} q^{\alpha}}{2 m} F_{2}^{f}\left(Q^{2}\right)\right] u_{P}(p) \tag{2.26}
\end{equation*}
$$

where for convenience we have defined $Q^{2}:=-q^{2}$. Note the form factors are purely dependent on $Q^{2}$.


Figure 2.3: The relationship between form factors and their corresponding charge density. The charge density here is rotationally symmetric, but we have written it in terms of radial $b_{\perp}$ to link to §2.4.

These two form factors are just one choice of representation, the Dirac $F_{1}$ and Pauli $F_{2}$. The other representation commonly used is the Sachs electromagnetic form factors

$$
\begin{align*}
G_{E}^{f}\left(Q^{2}\right) & :=F_{1}^{f}\left(Q^{2}\right)-\frac{Q^{2}}{4 m_{p}^{2}} F_{2}^{f}\left(Q^{2}\right)  \tag{2.27}\\
G_{M}^{f}\left(Q^{2}\right) & :=F_{1}^{f}\left(Q^{2}\right)+\quad F_{2}^{f}\left(Q^{2}\right) . \tag{2.28}
\end{align*}
$$

In this alternate form the form factors have simple non-relativistic interpretation in the infinite momentum frame; as two-dimensional Fourier transforms of the charge and magnetisation distribution respectively, as shown in Figure 2.3.

### 2.2.1 Generalised Form Factors

The electromagnetic form factors (2.26) are just one set of form factors, in general there are many more, presented usually in terms of towers of operators; Generalised Form Factorss (GFFs). Starting with motivation of GFFs for OPE methods we now present the GFFs relevant to this work.

GFFs are useful for the OPE; an expansion of a non-local operator in terms of local ones

$$
\begin{equation*}
\int d^{4} x e^{i q \cdot x} \mathcal{O}^{1}(x) \mathcal{O}^{2}(0)=\sum_{n} c_{n}^{12}(q, \mu) \mathcal{O}_{n}(0, \mu) \tag{2.29}
\end{equation*}
$$

where the expansion is done at some scale $\mu$. The so called Wilson coefficients $c_{n}$ then encode the dependence on the separation

$$
\begin{equation*}
c_{n}(q, \mu):=\int d^{4} x e^{i q \cdot x} c_{n}(x, \mu) . \tag{2.30}
\end{equation*}
$$

In general, the factor $c_{n}(q, \mu)$ will carry a suppression factor

$$
\begin{equation*}
\left(\frac{1}{Q}\right)^{d-s-2} \tag{2.31}
\end{equation*}
$$

in terms of the dimension $d$ and spin $s$ of the operator $\mathcal{O}_{n}$. It is natural then to define the twist $\tau$ of an operator as

$$
\begin{equation*}
\tau:=d-s \tag{2.32}
\end{equation*}
$$

The matrix elements of a particular twist are then of interest to us. The tower of twist-two operators do not have any general $Q$ suppression, and are defined as

$$
\begin{align*}
\mathcal{O}_{\mu \mu_{1} \cdots \mu_{n-1}}^{q V} & =\bar{q}\left[\gamma_{\{\mu} i \overleftrightarrow{\mathcal{D}}_{\mu_{1}} \cdots i \overleftrightarrow{\mathcal{D}}_{\left.\mu_{n-1}\right\}}-\text { Traces }\right] q  \tag{2.33}\\
\mathcal{O}_{\mu \mu_{1} \cdots \mu_{n-1}}^{q A} & =\bar{q}\left[\gamma_{\{\mu} \gamma_{5} i \overleftrightarrow{\mathcal{D}}_{\mu_{1}} \cdots i \overleftrightarrow{\mathcal{D}}_{\left.\mu_{n-1}\right\}}-\text { Traces }\right] q  \tag{2.34}\\
\mathcal{O}_{\mu \nu \mu_{1} \cdots \mu_{n-1}}^{q T} & =\bar{q}\left[\sigma_{\mu\{\nu} i \overleftrightarrow{\mathcal{D}}_{\mu_{1}} \cdots i \overleftrightarrow{\mathcal{D}}_{\left.\mu_{n-1}\right\}}-\text { Traces }\right] q  \tag{2.35}\\
\mathcal{O}_{\mu \nu \mu_{1} \cdots \mu_{n-1}}^{g} & =F_{\mu \alpha} i \overleftrightarrow{\mathcal{D}}_{\left\{\mu_{1}\right.} \cdots i \overleftrightarrow{\mathcal{D}}_{\left.\mu_{n-1}\right\}} F_{\nu}{ }^{\alpha}-\text { Traces }  \tag{2.36}\\
\mathcal{O}_{\mu \nu \mu_{1} \cdots \mu_{n-1}}^{g} & =F_{\mu \alpha} i \overleftrightarrow{\mathcal{D}}_{\left\{\mu_{1}\right.} \cdots i \overleftrightarrow{\mathcal{D}}_{\left.\mu_{n-1}\right\}}-i \widetilde{F}_{\nu}{ }^{\alpha}-\text { Traces }  \tag{2.37}\\
\mathcal{O}_{\mu \nu \alpha \beta \mu_{1} \cdots \mu_{n-1}}^{g T} & =F_{\mu \nu} i \overleftrightarrow{\mathcal{D}}_{\left\{\mu_{1}\right.} \cdots i \overleftrightarrow{\mathcal{D}}_{\left.\mu_{n-1}\right\}} F^{\alpha \beta}-\text { Traces } . \tag{2.38}
\end{align*}
$$

We use $\overleftrightarrow{\mathcal{D}}=\frac{1}{2}(\overrightarrow{\mathcal{D}}-\overleftarrow{\mathcal{D}})$ and $\}$ indicates symmetrisation of indices. The first equation (2.33) with $n=1$ reduces to the vector form factor (2.26). In the case $n=2$ this becomes the operator for the EMT

$$
\begin{equation*}
\bar{q}\left[\gamma_{\{\mu} i \overleftrightarrow{\mathcal{D}}_{\nu\}}-\frac{1}{4} g_{\mu \nu} \gamma_{\alpha} i \overleftrightarrow{\mathcal{D}}^{\alpha}\right] q \tag{2.39}
\end{equation*}
$$

The general form factors for (2.33) and (2.36) can then be defined as

$$
\begin{align*}
\left\langle N, \vec{p}^{\prime}\right| \mathcal{O}_{\mu \mu_{1} \cdots \mu_{n-1}}^{q V / g}|N, \vec{p}\rangle=\bar{u}\left(p^{\prime}\right) & {\left[\sum_{i \text { even }}^{n-1} \gamma_{\{\mu} q_{\mu_{1}} \cdots q_{\mu_{i}} P_{i+1} \cdots P_{\mu-1\}} A_{n, i}^{q / g}\left(Q^{2}\right)\right.} \\
& -\sum_{i \text { even }}^{n-1} \frac{q^{\alpha}}{2 M_{N}} \sigma_{\alpha\{\mu} q_{\mu_{1}} \cdots q_{\mu_{i}} P_{i+1} \cdots P_{\mu-1\}} B_{n, i}^{q / g}\left(Q^{2}\right)  \tag{2.40}\\
& \left.+\frac{(n+1) \% 2}{M_{N}} q_{\{\mu} q_{\mu_{1}} \cdots q_{\mu-1\}} C_{n, 0}^{q / g}\left(Q^{2}\right)\right] u(p)
\end{align*}
$$

where $N$ represents a nucleon state with ingoing and outgoing momentum $\vec{p}$ and $\vec{p}^{\prime}$ respectively and we have defined the average momentum

$$
\begin{equation*}
P_{\mu}:=\frac{1}{2}\left(p_{\mu}^{\prime}+p_{\mu}\right) . \tag{2.41}
\end{equation*}
$$

For the EMT ( $n=2$ ) dropping $V$ labelling this becomes

$$
\begin{equation*}
\left\langle N, \vec{p}^{\prime}\right| \mathcal{O}_{\mu \nu}^{q / g}|N, \vec{p}\rangle=\bar{u}\left(p^{\prime}\right)\left[\gamma_{\{\mu} p_{\nu\}} A_{20}^{q / g}\left(Q^{2}\right)+\frac{i q^{\alpha} \sigma_{\alpha\{\mu} P_{\nu\}}}{2 m_{p}} B_{20}^{q / g}\left(Q^{2}\right)+\frac{q_{\mu} q_{\nu}}{m_{p}} C_{20}^{q / g}\left(Q^{2}\right)\right] u(p) . \tag{2.42}
\end{equation*}
$$

We shall look at the EMT in more detail in §9.1, but it can also be relevant to scaling of the Compton amplitude when gluonic moments aren’t known as discussed in §7.2.

The form factor $A_{20}^{q / g}$ at $Q^{2}=0$ is the momentum fraction $\langle x\rangle_{q / g}$, so clearly for pure QCD

$$
\begin{equation*}
\sum_{f} A_{20}^{q_{f}}(0)+A_{20}^{g}(0)=1 \tag{2.43}
\end{equation*}
$$

This is the first of the sum rules of interest, used in §9.1.1.

### 2.3 Structure Functions

While form factors encode the spatial distributions of hadrons, structure functions encode lightcone momentum distributions. Experimentally DIS, $e^{+} e^{-}$annihilation, and the Drell-Yan process are all examples that exhibit behaviour that require structure functions. While the form factors


Figure 2.4: The Parton Model for a particle with momentum $P_{\mu}$, that at high boost looks like a pancake, where each parton carries fractional momentum $x P_{\mu}$ of that momentum.
probe the elastic contributions, the structure functions also contain, among other contributions, the in-elastic contributions.

The structure functions can be linked to the parton model at large momentum transfers. The parton model as first proposed by Feynman in 1969 [63], describes the constituents of the proton as non-interacting at large boosts. In the infinite momentum frame the partons of a hadron (quarks and gluons) are effectively massless, and have no transverse momentum, the pancake picture, shown in Figure 2.4.

The structure functions then encode the $x$ behaviour as well as the $Q^{2}$ behaviour, although generally the former is more prominent than the latter. We now present two examples of structure functions, the Compton amplitude $\$ 2.3 .1$ and the hadron tensor $\S 2.3 .2$ as well as their relation $\S 2.3 .3$. We finish with discussions on the weak charge of the proton $\S 2.3 .4$ and two photon exchange $\$ 2.3 .5$, which motivate our study.

### 2.3.1 Forward Compton Amplitude

The forward Compton amplitude [65] is

$$
\begin{equation*}
T_{\mu \nu}(p, q, \rho):=i \rho_{s^{\prime} s}\left\langle p, s^{\prime}\right| \int d^{4} x e^{i q \cdot x} T\left\{J_{\mu}^{\dagger}(x) J_{\nu}(0)\right\}|p, s\rangle \tag{2.44}
\end{equation*}
$$

and at fixed $Q^{2}$ is analytic in $\nu:=p \cdot q$, for nucleon mass $m$ (alternatively $\omega:=2 \nu / Q^{2}$ ). The time ordered product of electroweak currents $J_{\mu}$ in between nuclear states of momentum $p$, and spins $s$ and $s^{\prime}$, with polarisation density matrix $\rho_{s^{\prime} s}$. We can divide the Compton amplitude into different structure functions by using Lorentz and time-reversal invariance

$$
\begin{align*}
& T_{\mu \nu}=\left(-g_{\mu \nu}+\frac{q_{\mu} q_{\nu}}{q^{2}}\right) T_{1}+\frac{\left(p_{\mu}-\frac{1}{2} \omega q_{\mu}\right)\left(p_{\nu}-\frac{1}{2} \omega q_{\nu}\right)}{\nu} T_{2}+\frac{q_{\mu} q_{\nu}}{\nu} T_{4}+\frac{p_{\{\mu} q_{\nu\}}}{\nu} T_{5} \\
& +i \epsilon_{\mu \nu \alpha \beta}\left[\frac{q^{\alpha} p^{\beta}}{\nu} T_{3}-q^{\alpha}\left(\frac{s^{\beta}}{\nu} G_{1}+\frac{\left[\nu s^{\beta}-(s \cdot q) p^{\beta}\right]}{\nu^{2}} G_{2}\right)+\frac{p^{\alpha} s^{\beta}}{\nu} G_{3}\right] \\
& +\frac{(s \cdot q)}{\nu}\left[\left(-g_{\mu \nu}+\frac{q_{\mu} q_{\nu}}{q^{2}}\right) X_{1}+\frac{\left(p_{\mu}-\frac{1}{2} \omega q_{\mu}\right)\left(p_{\nu}-\frac{1}{2} \omega q_{\nu}\right)}{\nu} X_{2}+\frac{q_{\mu} q_{\nu}}{\nu} X_{4}+\frac{p_{\{\mu} q_{\nu\}}}{\nu} X_{5}\right] \\
& +\frac{\left(s_{\{\mu}-\frac{1}{2} \frac{(s \cdot q)}{\nu} p_{\{\mu}\right)\left(p_{\nu\}}-\frac{1}{2} \omega q_{\nu\}}\right)}{\nu} Y_{1}+\frac{\left(s_{\{\mu}-\frac{1}{2} \frac{(s \cdot q)}{\nu} p_{\{\mu}\right) p_{\nu\}}}{\nu} Y_{2} \tag{2.45}
\end{align*}
$$

although other representations and normalisations are possible. This choice of normalisation is for dimensionless structure functions, often called the scaling structure functions, chosen to
match the DIS results, which where in turn chosen to match to easily to Parton Distribution Functions (PDFs) at leading-twist in an OPE.

We now demonstrate the crossing symmetry of the Compton amplitude. Starting with switching $\mu$ and $\nu$ for the unpolarised $\rho=\frac{1}{2} I$ Compton amplitude, we can show the crossing symmetry by noting that the time ordering cares only about relative separation of the currents and redefining our unit of integration

$$
\begin{align*}
T_{\nu \mu}(p, q) & =i\langle p| \int d^{4} x e^{i q \cdot x} T\left\{J_{\nu}(x) J_{\mu}(0)\right\}|p\rangle  \tag{2.46}\\
& =i\langle p| \int d^{4} x e^{i q \cdot x} T\left\{J_{\mu}(-x) J_{\nu}(0)\right\}|p\rangle  \tag{2.47}\\
& =i\langle p| \int d^{4} x e^{-i q \cdot x} T\left\{J_{\mu}(x) J_{\nu}(0)\right\}|p\rangle  \tag{2.48}\\
& =T_{\mu \nu}(p,-q) . \tag{2.49}
\end{align*}
$$

For the unpolarised Compton amplitude we can then separate into $\mu, \nu$ even and odd terms

$$
\begin{align*}
T_{\{\mu \nu\}}(p, q) & =\left(-g_{\mu \nu}+\frac{q_{\mu} q_{\nu}}{q^{2}}\right) T_{1}+\frac{\left(p_{\mu}-\frac{1}{2} \omega q_{\mu}\right)\left(p_{\nu}-\frac{1}{2} \omega q_{\nu}\right)}{\nu} T_{2}+\frac{q_{\mu} q_{\nu}}{\nu} T_{4}+\frac{p_{\{\mu} q_{\nu\}}}{\nu} T_{5}  \tag{2.50}\\
T_{(\mu \nu)}(p, q) & =i \epsilon_{\mu \nu \alpha \beta} \frac{q^{\alpha} p^{\beta}}{\nu} T_{3} \tag{2.51}
\end{align*}
$$

The symmetries in the structure function $T_{i}$ forced by the crossing symmetry do not allow us to go further with simple kinematic symmetries.

### 2.3.2 Hadron Tensor

One of the most fundamental experimental probes of small distance hadron structure is the process of DIS. A lepton is scattered of a hadronic target via interchange of an electroweak boson. Figure 2.5 shows the process for electromagnetic DIS. For large momentum transfer, such a process yields a single electron and a collinear shower or jet of hadrons, which one can interpret the electron scattering off a single constituent particle of the hadron or parton. If this is the case the longitudinal momentum fraction is given by the Bjorken variable

$$
\begin{equation*}
x:=\frac{Q^{2}}{2 p \cdot q} . \tag{2.52}
\end{equation*}
$$

The fractional electron energy transfer $y$ is given by

$$
\begin{equation*}
y:=\frac{p \cdot q}{p \cdot k} \tag{2.53}
\end{equation*}
$$

where $k$ is the incident photon momentum. Note that both $x$ and $y$ can be determined entirely from the scattered lepton.

Experimentally DIS allowed the discovery of partons. It was seen that after removing QED kinematic dependence the cross section was largely independent of $Q^{2}$ [66-68]. This phenomena, known as Bjorken scaling, implies that interactions during the scattering process can be ignored, so the constituents can be interpreted as free particles; asymptotic freedom. Conversely any deviation from this scaling has implications on our understanding of QCD. In addition the behaviour in $y$ of the cross section established the fermion behaviour of these partons, the so called Callan-Gross relation [69] specifying that the cross section is proportional to $1+(1-y)^{2}$.

One can relate the cross section of this inclusive lepton-hadron scattering rates to it's leptonic $L_{\mu \nu}$ and hadronic structure $W_{\mu \nu}$ separately

$$
\begin{equation*}
\frac{d^{3} \sigma}{d x d y d \phi} \propto L^{\mu \nu} W_{\mu \nu} \tag{2.54}
\end{equation*}
$$



Figure 2.5: The deep inelastic scattering process for lepton $l$ scattering off a hadron $N$ via a photon with momentum transfer $q$ to final state $X$.


Figure 2.6: The relationship between the hadronic part of the lepton scattering process (left) and the hadron tensor (right).
where $L^{\mu \nu}$ encodes the Dirac structure of the scattered lepton

$$
\begin{equation*}
L_{\mu \nu}:=\sum_{h^{\prime \prime}} \bar{u}\left(k, h^{\prime}\right) \Gamma_{\mu}^{*} u\left(k^{\prime}, h^{\prime \prime}\right) \bar{u}\left(k^{\prime}, h^{\prime \prime}\right) \Gamma_{\nu} u(k, h) \tag{2.55}
\end{equation*}
$$

where $h$ represents helicity, $k$ electron momentum and $k^{\prime}-k=q$. The forward hadron tensor is then defined

$$
\begin{equation*}
W_{\mu \nu}(p, q):=\int d^{4} x e^{i q \cdot x} \rho_{s^{\prime} s} \frac{1}{4 \pi}\left\langle p, s^{\prime}\right|\left[J_{\mu}(x), J_{\nu}(0)\right]|p, s\rangle . \tag{2.56}
\end{equation*}
$$

The relationship can be described pictorially by Figure 2.6. Based on the current being probed $\Gamma_{\mu}$ and $J_{\mu}$ take their appropriate forms, for instance with

$$
\begin{equation*}
\Gamma_{\mu}=\gamma_{\mu} \tag{2.57}
\end{equation*}
$$

then

$$
\begin{equation*}
J_{\mu}=J_{\mu}^{\gamma} \tag{2.58}
\end{equation*}
$$

for the electric current, or

$$
\begin{equation*}
\Gamma_{\mu}=\left(\left[\frac{1}{2}-2 e_{l} \sin ^{2} \theta_{W}\right]-\frac{1}{2} \gamma_{5}\right) \gamma_{\mu} \tag{2.59}
\end{equation*}
$$

then

$$
\begin{equation*}
J_{\mu}=J_{\mu}^{Z} \tag{2.60}
\end{equation*}
$$

for the neutral weak current, where $e_{l}$ is the lepton's electric charge. The leptonic part of the cross section can be obtained from perturbation theory, so one is only left with the hadron tensor.

| Kinematic Region | Scattering Process |
| :---: | :---: |
| $W^{2} \approx m^{2}$ | Quasi-elastic scattering region |
| $m^{2}<W^{2} \lesssim 4 \mathrm{GeV}^{2}$ | Resonance region |
| $Q^{2} \approx m^{2}$ | $W^{2} \gtrsim 4 \mathrm{GeV}^{2}$ | Regge region $\quad$ DIS region | $Q^{2}>4 \mathrm{GeV}^{2}$ |
| :---: |

Table 2.1: The different scattering process classification for differing kinematic regions for lepton-hadron scattering in terms of momentum transfer $Q^{2}$ and invariant final state mass $W^{2}=m^{2}+Q^{2}(1-x) / x$. The quasi-elastic region encodes both the elastic form factors as well as the proton-neutron transitions. The Resonance region contains contributions from various resonance outgoing states. The Regge region is of low $x$ and fixed $Q^{2}$. Finally the DIS region is for smaller $x$ as $Q^{2}$ becomes larger. The transition between regions, such as between quasi-elastic, resonance and DIS are well known, but other transitions such as those between Regge and DIS are not.

By using Lorentz and time-reversal invariance the hadron tensor can be decomposed into a series of structure functions

$$
\begin{align*}
& W_{\mu \nu}=\left(-g_{\mu \nu}+\frac{q_{\mu} q_{\nu}}{q^{2}}\right) F_{1}+\frac{\left(p_{\mu}-\frac{1}{2} \omega q_{\mu}\right)\left(p_{\nu}-\frac{1}{2} \omega q_{\nu}\right)}{\nu} F_{2}+\frac{q_{\mu} q_{\nu}}{\nu} F_{4}+\frac{p_{\{\mu} q_{\nu\}}}{\nu} F_{5} \\
& +i \epsilon_{\mu \nu \alpha \beta}\left[\frac{q^{\alpha} p^{\beta}}{\nu} F_{3}-q^{\alpha}\left(\frac{s^{\beta}}{\nu} g_{1}+\frac{\left[\nu s^{\beta}-(s \cdot q) p^{\beta}\right]}{\nu^{2}} g_{2}\right)+\frac{p^{\alpha} s^{\beta}}{\nu} g_{3}\right] \\
& +\frac{(s \cdot q)}{\nu}\left[\left(-g_{\mu \nu}+\frac{q_{\mu} q_{\nu}}{q^{2}}\right) x_{1}+\frac{\left(p_{\mu}-\frac{1}{2} \omega q_{\mu}\right)\left(p_{\nu}-\frac{1}{2} \omega q_{\nu}\right)}{\nu} x_{2}+\frac{q_{\mu} q_{\nu}}{\nu} x_{4}+\frac{p_{\{\mu} q_{\nu\}}}{\nu} x_{5}\right]  \tag{2.61}\\
& +\frac{\left(s_{\{\mu}-\frac{1}{2} \frac{(s \cdot q)}{\nu} p_{\{\mu}\right)\left(p_{\nu\}}-\frac{1}{2} \omega q_{\nu\}}\right)}{\nu} y_{1}+\frac{\left(s_{\{\mu}-\frac{1}{2} \frac{(s \cdot q)}{\nu} p_{\{\mu}\right) p_{\nu\}}}{\nu} y_{2} .
\end{align*}
$$

The $F_{i}$ are the unpolarised structure functions, $g_{i}$ are the parity-conserved polarised structure functions, $x_{i}$ are the longitudinally-polarised parity-violating structure functions and $y_{i}$ are the parity violating transversely polarised structure functions. In an electromagnetic process charge conservation implies that only $F_{1}, F_{2}, g_{1}$ and $g_{2}$ remain, but for a general current all are present.

As for the Compton amplitude, this decomposition is not the only such choice of decomposition. This decomposition was chosen to match onto the parton model for a leading order OPE calculation of $F_{2}$, which we shall demonstrate below.

These structure functions are valid for any $x$ and $Q^{2}$, but DIS occurs only for sufficiently large $Q^{2}$ and small enough $x$. The relationship between kinematics is summarised in Table 2.1, but first we focus on the DIS region. For large enough $Q^{2}$ the Callan-Gross relation, can be used to relate the structure functions $F_{1}$ and $F_{2}$ for spin $\frac{1}{2}$ particles

$$
\begin{equation*}
F_{2}\left(x, Q^{2}\right)=2 x F_{1}\left(x, Q^{2}\right) \tag{2.62}
\end{equation*}
$$

Experimentally the extraction of $F_{2}$ in the DIS region is known to astounding precision, while $F_{1}$ data is harder to extract, requiring larger scattering angles. A sample of available proton $F_{2}^{p}$ data showing approximate Bjorken scaling is shown in Figure 2.7. Further information about the experimental DIS is available in §F.2.

At large $Q^{2}$ due to asymptotic freedom the constituents of the proton can be thought of as non-interacting over the interaction with the external current. These so called partons are naturally the quarks and gluons of the nucleon. In terms of twist, partons are of leading-twist, or twist-two, which has the so called "handbag" diagram Figure 2.8.

At lower $Q^{2}$ some part of the $x$ region of the structure function are in the resonance region. A selection of $F_{2}^{p}$ resonance data is shown in Figure 2.9. The fact that this data with all the


Figure 2.7: The determination of $F_{2}^{p}$ scaled by $x$, with $x$ ranging between $2.430 \times 10^{-06}$ and 0.85 . The scaling of the data by $x$ effectively shifts the different $x$ bins by a constant. The largest range of data come from HERA [70, 71] with both inclusive electron and positron scattering data. Further data come from various inclusive muon scattering experiments; BCDMS [72], JLAB [73], NMC [74], SLAC [75], CERN [76] and EMC [77]. The data shows great consistency between experiments and clearly shows Bjorken scaling. This plot was adapted from [78].


Figure 2.8: The "handbag" diagram, the leading-twist contribution to DIS, that one can relate to the parton model.
resonances is still described in average by fits taken at much higher energies in the DIS region is remarkable, which is known as quark-hadron duality (see [79, 80] for a more in depth discussion). As a consequence of this, structure functions from high $Q^{2}$ scattering experiments can be used to deduce moments at low energy.

We now show the relationship of the structure function $F_{2}$ and by extension $F_{1}$ to the parton model. Diagrams involving more than one quark, have higher twist and so have at least $\frac{1}{Q}$ suppression. Neglecting these terms, this means that at large $Q^{2}$ one can factorise $F_{2}$ as a sum of PDFs $q_{f}$

$$
\begin{equation*}
F_{2}\left(x, Q^{2}\right)=\sum_{q} e_{q}^{2} x\left(q_{f}(x, \mu)+\bar{q}_{f}(x, \mu)\right) \tag{2.63}
\end{equation*}
$$

where $q_{f}$ is the probability of finding a parton of flavour $f$ at momentum fraction $x$ and similarly $\bar{q}_{f}$ for the anti-particle. This relationship naturally explains Bjorken scaling, as it does not have explicit $Q^{2}$ dependence, although the PDFs still have a scale dependence, which we denote $\mu$.

This relationship can be formalised to $\mathcal{O}\left(\frac{1}{Q}\right)$ by OPE methods, but this assumption still requires some higher twist diagrams to be negligible. The diagrams neglected are those involving interaction between differing partons, such as those involving more than one quark line. One such diagram is the so-called cat's ears diagrams Figure 2.10, whose leading order twist contributions are twist $\tau=4$.

Modern PDF extraction take into account such corrections, as well as accounting for contributions from higher twist. In addition to DIS data, they supplement the data with proton collider data to further constrain the PDFs, using weak bosons and jet production cross sections. Many different PDF extractions are available, one of which we show in Figure 2.11.

The following two sum rules then hold within the proton

$$
\begin{align*}
& \int_{0}^{1} d x(u(x, \mu)-\bar{u}(x, \mu))=2  \tag{2.64}\\
& \int_{0}^{1} d x(d(x, \mu)-\bar{d}(x, \mu))=1 \tag{2.65}
\end{align*}
$$

These can be written in terms of structure functions, three of which we present now. The first is for neutrino-baryon scattering, the Gross-Llewellyn-Smith sum rule [90]

$$
\begin{equation*}
\int_{0}^{1} d x F_{3}=3 \tag{2.66}
\end{equation*}
$$

where the deviations from 3 measure asymmetry within the sea. The second, also for neutrino scattering is the Adler sum rule [91]

$$
\begin{equation*}
\int_{0}^{1} \frac{d x}{x}\left(F_{2}^{n}-F_{2}^{p}\right)=2 \tag{2.67}
\end{equation*}
$$

with no QCD corrections. The third sum rule, now for electron scattering, the Gottfried sum rule [92] is

$$
\begin{equation*}
\int_{0}^{1} \frac{d x}{x}\left(F_{2}^{p}-F_{2}^{n}\right)=\frac{1}{3}+\frac{2}{3} \int_{0}^{1} d x(\bar{u}(x, \mu)-\bar{d}(x, \mu)) \tag{2.68}
\end{equation*}
$$

whose deviation from $\frac{1}{3}$ measures the $\bar{u}$ and $\bar{d}$ asymmetry already seen in Figure 2.11.
We have discussed the relationship of the hadron tensor to the parton model, and the different kinematic contributions to the hadron tensor, notably the resonance and DIS regions. While we have discussed PDFs, most of these relationships, including the sum rules do not require partonic interpretation, being valid for the full hadron tensor directly.


Figure 2.9: A selection of data for $F_{2}^{p}$ (adapted from [81]) for $Q^{2}$ ranging from 0.75 to 3.5 $\mathrm{GeV}^{2}$ chosen to coincide with CLAS $Q^{2}$ bins. This range puts a large fraction of the $x$ region in the resonance region. All experimental data within $5 \%$ of the specified $Q^{2}$ was combined without correction. The data is taken from $F_{2}$ extractions from experiments; from CLAS [82], from which the $Q^{2}$ bins have been chosen, as they provide the largest set of $x$ at these $Q^{2}$. Data reconstructed from cross section data available from JLAB [83] via model of $R$ (see §F.2) as described in the same paper supplement the CLAS data. Further data from outside of the resonance region from SLAC [75] and NMC [74]. The fit [84] is constructed using data from various DIS experiments outside of the resonance region. As $Q^{2}$ grows, the resonance gets pushed closer and closer to $x=1$, and hence it's effect disappears at large $Q^{2}$. The average $Q^{2}$ dependence of the data in the resonance region is still described by structure functions fits in the DIS region, which is known as quark-hadron duality.


Figure 2.10: The cat's ears diagram, one of the diagrams corresponding to non-leadingtwist contribution to DIS.


Figure 2.11: The $C J 15$ PDFs [85], shown weighted by $x$ as all the PDFs diverge for small $x$. The flavour combination $u-\bar{u}$ and $d-\bar{d}$ represent the valence PDFs, show that their most likely carried momentum fraction is roughly $x=\frac{1}{3}$. The heavier quark flavours including the strange quark are assumed to be the same as their anti-particle counterparts. The errors bars where generated to one standard deviation as described in [86]. There is some light quark sea asymmetry, the $\bar{u}$ and $\bar{d}$ distributions, which converge again at small $x$. The gluon distribution is not determined directly, although inferable from gluon fusion and from DGLAP evolution [87-89].


Figure 2.12: The dispersion integral of the Compton amplitude.

### 2.3.3 Dispersion Relation

We now form a relationship between the Compton amplitude and the hadron tensor, and by extension to the PDFs. The extraction relies on a dispersion relationship to map the unphysical parts of the Compton amplitude via optical theorem to the hadron tensor. The derivations for the dispersion relationship for $T_{1}$ and $T_{2}$ follow.

The Compton amplitude is real in the unphysical region below the elastic threshold $|\omega|=1$, which we wish to relate to results to those experimentally reachable by DIS, $1 \leq \omega \leq \infty$. Suppose we had extracted $T_{1}$ at some $\omega$ and $Q^{2}$ we can then write down the a dispersion integral

$$
\begin{equation*}
T_{1}\left(\omega, Q^{2}\right)=\frac{1}{2 \pi i} \oint_{C} \frac{T_{1}\left(\omega^{\prime}, Q^{2}\right)}{\omega^{\prime}-\omega} . \tag{2.69}
\end{equation*}
$$

Which is a dispersion integral of the form Figure 2.12. There is a cut on the real axis for $1 \leq \omega \leq \infty$, which we wrap around in the usual manner, which gives us a "Deathstar" dispersion integral Figure 2.13. Our dispersion integral in this form becomes

$$
\begin{align*}
T_{1}\left(\omega, Q^{2}\right)=\frac{1}{2 \pi i}[ & \int_{1}^{\infty} d \omega^{\prime} \frac{T_{1}\left(\omega^{\prime}+i \epsilon, Q^{2}\right)}{\omega^{\prime}-\omega+i \epsilon}-\frac{T_{1}\left(\omega^{\prime}-i \epsilon, Q^{2}\right)}{\omega^{\prime}-\omega-i \epsilon} \\
& +\int_{-1}^{-\infty} d \omega^{\prime} \frac{T_{1}\left(\omega^{\prime}-i \epsilon, Q^{2}\right)}{\omega^{\prime}-\omega-i \epsilon}-\frac{T_{1}\left(\omega^{\prime}+i \epsilon, Q^{2}\right)}{\omega^{\prime}-\omega+i \epsilon}  \tag{2.70}\\
& \left.+\int_{C^{\prime}} \frac{T_{1}\left(\omega^{\prime}, Q^{2}\right)}{\omega^{\prime}-\omega}\right]
\end{align*}
$$

where $C^{\prime}$ is the boundary integral of Figure 2.13. Using the Schwarz reflection principle this becomes

$$
\begin{align*}
T_{1}\left(\omega, Q^{2}\right)=\frac{1}{2 \pi} & {\left[2 \int_{1}^{\infty} d \omega^{\prime} \frac{\operatorname{Im} T_{1}\left(\omega^{\prime}+i \epsilon, Q^{2}\right)}{\omega^{\prime}-\omega}+2 \int_{-1}^{-\infty} d \omega^{\prime} \frac{\operatorname{Im} T_{1}\left(\omega^{\prime}-i \epsilon, Q^{2}\right)}{\omega^{\prime}-\omega}\right.}  \tag{2.71}\\
& \left.-i \int_{C^{\prime}} \frac{T_{1}\left(\omega^{\prime}, Q^{2}\right)}{\omega^{\prime}-\omega}\right]
\end{align*}
$$

where $C^{\prime}$ is the boundary term in Figure 2.13. The crossing symmetry (2.49) implies that the structure function $T_{1}\left(\omega, Q^{2}\right)$ is even in $\omega ; T_{1}\left(\omega, Q^{2}\right)=T_{1}\left(-\omega, Q^{2}\right)$. Applying this symmetry, after some algebra the dispersion integral becomes

$$
\begin{equation*}
T_{1}\left(\omega, Q^{2}\right)=\frac{1}{2 \pi}\left[2 \int_{1}^{\infty} d \omega^{\prime} \operatorname{Im} T_{1}\left(\omega^{\prime}+i \epsilon, Q^{2}\right)\left(\frac{1}{\omega^{\prime}-\omega}-\frac{1}{\omega^{\prime}+\omega}\right)-i \int_{C^{\prime}} \frac{T_{1}\left(\omega^{\prime}, Q^{2}\right)}{\omega^{\prime}-\omega}\right] \tag{2.72}
\end{equation*}
$$



Figure 2.13: The "Deathstar" dispersion integral of the Compton amplitude with the usual shape around the branch cuts.

As discussed later in $\S 8$, the boundary term does not vanish as $|\omega| \rightarrow \infty$ and a subtracted dispersion relation needs to be formed. This subtracted dispersion integral Figure 2.14, with boundary term removed is

$$
\begin{equation*}
T_{1}\left(\omega, Q^{2}\right)-T_{1}\left(0, Q^{2}\right)=\frac{2}{2 \pi} \int_{1}^{\infty} d \omega^{\prime} \operatorname{Im} T_{1}\left(\omega^{\prime}+i \epsilon, Q^{2}\right)\left(\frac{1}{\omega^{\prime}-\omega}+\frac{1}{\omega^{\prime}+\omega}-\frac{2}{\omega^{\prime}}\right) \tag{2.73}
\end{equation*}
$$

which simplifies to

$$
\begin{equation*}
T_{1}\left(\omega, Q^{2}\right)-T_{1}\left(0, Q^{2}\right)=\frac{4 \omega^{2}}{2 \pi} \int_{1}^{\infty} d \omega^{\prime} \operatorname{Im} T_{1}\left(\omega^{\prime}+i \epsilon, Q^{2}\right) \frac{1}{\omega^{\prime}\left(\omega^{\prime 2}-\omega^{2}\right)} \tag{2.74}
\end{equation*}
$$

The imaginary part of the Compton amplitude structure function $T_{1}$ is related via optical theorem to the hadron tensor structure function $F_{1}$

$$
\begin{equation*}
\frac{1}{2 \pi} \operatorname{Im} T_{1}\left(\omega, Q^{2}\right)=F_{1}\left(\omega, Q^{2}\right) \tag{2.75}
\end{equation*}
$$

and $\omega^{\prime}$ is related to the momentum fraction $x$ by

$$
\begin{equation*}
\omega^{\prime}=\frac{1}{x} \tag{2.76}
\end{equation*}
$$

which then gives us

$$
\begin{equation*}
T_{1}\left(\omega, Q^{2}\right)-T_{1}\left(0, Q^{2}\right)=4 \omega^{2} \int_{0}^{1} d x \frac{x F_{1}\left(x, Q^{2}\right)}{1-(\omega x)^{2}} \tag{2.77}
\end{equation*}
$$

The same steps can be performed for $T_{2}$, starting with the same dispersion integral Figure 2.12 the analogous equation to (2.69) is

$$
\begin{equation*}
T_{2}\left(\omega, Q^{2}\right)=\frac{1}{2 \pi i} \oint_{C} \frac{T_{2}\left(\omega^{\prime}, Q^{2}\right)}{\omega^{\prime}-\omega} . \tag{2.78}
\end{equation*}
$$



Figure 2.14: The subtracted dispersion integral for the Compton amplitude structure function $T_{2}$.

Unlike $T_{1}$, the boundary term for $T_{2}$ vanishes and hence $T_{2}$ does not require subtraction, as evident from it's skewness in $\omega$. The Callan-Gross gross relationship (2.62) gives us an indication as to why, the limit $|\omega| \rightarrow \infty$, is roughly equivalent to $x \rightarrow 0$. More easily if one performs the subtraction the resultant dispersion relationship is unchanged due to the structure function being odd in $\omega$, which we shall discuss in more depth in §8.1. Following the same steps as for $T_{1}$ the resulting dispersion relationship becomes

$$
\begin{equation*}
T_{2}\left(\omega, Q^{2}\right)=4 \omega \int_{0}^{1} d x \frac{F_{2}\left(x, Q^{2}\right)}{1-(\omega x)^{2}} . \tag{2.79}
\end{equation*}
$$

In this section we have seen derivation of dispersion relationship for structure functions that are both even or odd in $\omega$ in terms of geometric sums

$$
\begin{align*}
T_{1}\left(\omega, Q^{2}\right)-T_{1}\left(0, Q^{2}\right) & =4 \omega^{2} \int_{0}^{1} d x \frac{x F_{1}\left(x, Q^{2}\right)}{1-(\omega x)^{2}}  \tag{2.80}\\
T_{2}\left(\omega, Q^{2}\right) & =4 \omega \int_{0}^{1} d x \frac{F_{2}\left(x, Q^{2}\right)}{1-(\omega x)^{2}} \tag{2.81}
\end{align*}
$$

### 2.3.4 Weak Charge of the Proton

The proton has a vector coupling $G_{V}$ to the vector current, formed from the underlying vector charges of it's constituents. The same way we can define the weak charge $Q_{W}$ of a composite object. In the case of the proton the weak charge is given at tree level by

$$
\begin{equation*}
Q_{W}^{P}=1-4 \sin ^{2} \theta_{W} . \tag{2.82}
\end{equation*}
$$

Coincidentally the weak mixing $\sin ^{2} \theta_{W} \approx \frac{1}{4}$, so the weak charge of the proton is incredibly sensitive to $\sin ^{2} \theta_{W}$, unlike the neutron which has approximate weak charge of -1 . This natural SM suppression provides a natural test bed for the RGE scaling of the electroweak sector. The quantity would be sensitive to various parity violating BSM theories, notably SUSY, $Z^{\prime}$, and leptoquark theories [93].

With radiative corrections the weak charge of the proton becomes

$$
\begin{equation*}
Q_{W}^{P}=\left[\rho_{N C}+\Delta_{e}\right]\left[1-4 \sin ^{2} \theta_{W}+\Delta_{e}^{\prime}\right]+\square_{W W}+\square_{Z Z}+\square_{\gamma Z} \tag{2.83}
\end{equation*}
$$

where $\rho_{N C}$ renormalises the ratio of neutral and charged current interactions, $\Delta_{e}$ and $\Delta_{e}^{\prime}$ correspond to $Z e e$ and $\gamma e e$ couplings. The box diagrams are divided into purely electroweak box diagrams $\square_{W W}$ and $\square_{Z Z}$ whose contributions are perturbatively calculated using OPE methods.


Figure 2.15: The $\gamma Z$ box diagram, with ingoing and outgoing proton $P$ and electron $e^{-}$

The $\square_{\gamma Z}$ box diagram (Figure 2.15) however includes significant long distance (small $Q$ ) contributions, that can't be determined with perturbative QCD.

Various model dependent determinations of $\square_{\gamma Z}$ are available [94-99] and are in good agreement with each other. However their determination still has some contribution in the uncertainty when compared to state of the art experimental measurement of $Q_{W}^{P}$ [100-102]. An improvement in the uncertainty in this quantity then increases the precision of our understanding of the scaling of $\sin ^{2} \theta_{W}$ and hence constraints on BSM physics. In addition to the electroweak charge, such box diagrams are also inputs on atomic parity violating experiments.

Models of the $\square_{\gamma Z}$ box diagram differ in technique, but are all built from integrals of structure functions. These structure functions are fitted from experiment, but some kinematic regions are not as precisely determined. The determination of any form of these structure functions whether integrated over $x$, or not, can lead to better constraints on the models, hence a better theoretical prediction of $\square_{\gamma Z}$. The end result of such an improved calculation would be a better extraction of $\sin ^{2} \theta_{W}$.

The accurate determination of $\sin ^{2} \theta_{W}$ then allows us to test the RGE scaling properties against the SM predictions. Even if in agreement, the combined SM and experimental combination can be turned into bounds on different types of BSM particles. For instance current bounds from $Q_{W}^{P}$ experiments give a mass exclusion for generic semi-leptonic parity violating BSM particles below 3.5 TeV [102].

### 2.3.5 Two Photon Exchange

The ratio of proton electric (2.27) and magnetic (2.28) form factors

$$
\begin{equation*}
\mu_{p} \frac{G_{E}^{p}}{G_{m}^{p}} \tag{2.84}
\end{equation*}
$$

where $\mu_{p}$ is the magnetic moment has two different apparent values when measured using two different techniques as shown in Figure 2.16. Using Rosenbluth separation [59] this value is approximately constant [103-105]. When the same ratio is extracted using recoil polarisation experiments [106-110], the value dies off linear with $Q^{2}$, although the fascinating question of whether there is a zero and it's nature has profound implications [111]. Currently both experiment and theory [112] are in the process of improving their determination of this ratio.

The deviation between the two methods has been largely attribute to a hard two photon exchange, although the effect is much larger for the Rosenbluth method [111]. In response the determination of two photon exchange has improved [113-115], largely resolving the discrepancy.

For the QCD prediction, only model dependent determinations are available. While some models predict the two photon exchange to remove the discrepancy [116-119], others do not


Figure 2.16: The ratio $\mu_{p} \frac{G_{F}^{p}}{G_{M}^{D}}$ shown against $Q^{2}$ extracted from Rosenbluth [103-105] (blue) and recoil polarisation [106-110] (orange) experiments.
[120, 121]. Such a discrepancy can be solved by providing an ab initio calculation, which in addition can be used to improve the sensitivity of affected experiments.

### 2.4 Generalised Parton Distribution Functions

We have encoded the spatial distributions within the hadron using form factors in $\S 2.2$ and the momentum distributions using structure functions in $\S 2.3$, but these two concepts can be combined in one function; the GPD. Where the structure functions encode diagonal operators, the GPDs additionally encode off-diagonal elements, of the very same matrix elements. The GPDs are defined in the same way as our GFFs shown in §2.2.1, but with quark longitudinal momentum fraction $x$ dependence on the operators which are defined at leading-twist for the vector operator on a spin-half particle $X$

$$
\begin{equation*}
\left\langle X, \vec{p}^{\prime}\right| \mathcal{O}_{\mu}^{q V}(x)|X, \vec{p}\rangle=\bar{u}_{X}\left(p^{\prime}\right)\left[\gamma_{\mu} H\left(x, \xi, Q^{2}\right)+\frac{i \sigma_{\mu \alpha} q^{\alpha}}{2 m} E\left(x, \xi, Q^{2}\right)\right] u_{X}(p)+\mathcal{O}(\tau) \tag{2.85}
\end{equation*}
$$

Here $\mathcal{O}(\tau)$ represents the higher twist contributions, $x$ the momentum fraction and $\xi=-\frac{1}{2} n \cdot q$ the skewness as defined on the light-cone vector $n$ satisfying $P \cdot n=1$.

There are six additional GPDs defined for the axial and tensor currents, but we are only interested in the vector GPDs throughout this work. Like the vector current the GPDs can be separated by flavour to define flavour dependent GPDs $H^{q_{f}}\left(x, \xi, Q^{2}\right)$ and $E^{q_{f}}\left(x, \xi, Q^{2}\right)$. In the limit of zero skewness $\xi$ and $Q^{2}$ the GPDs can be related to the PDFs by

$$
\begin{align*}
H^{q_{f}}(x, 0,0) & =q_{f}(x)  \tag{2.86}\\
H^{g}(x, 0,0) & =x g(x) . \tag{2.87}
\end{align*}
$$

A PDF is the probability of finding the parton of momentum fraction $x$, with negative $x$ typically corresponding to anti-quark distributions.


Figure 2.17: The information encoded in a GPD for a particle with momentum $P_{\mu}$, that at high boost looks like a pancake, where each parton carries fractional momentum $x P_{\mu}$ of that momentum at transverse distance $b_{\perp}$ as encoded by $q=q_{\perp}$ for $\xi=0$. The form factor (left) Figure 2.3 is shown to highlight how the GPD encapsulates the impact parameter $b_{\perp}$ distribution, and the partons are shown Figure 2.4, with their additional information.

The GPDs are relateable to the GFFs by

$$
\begin{align*}
\int_{-1}^{1} d x x^{n-1} H\left(x, \xi, Q^{2}\right) & =\sum_{i \text { even }}^{n-1} A_{n, i}\left(Q^{2}\right)(2 \xi)^{i}+[(n+1) \% 2] C_{n, 0}\left(Q^{2}\right)(2 \xi)^{n}  \tag{2.88}\\
\int_{-1}^{1} d x x^{n-1} E\left(x, \xi, Q^{2}\right) & =\sum_{i \text { even }}^{n-1} B_{n, i}\left(Q^{2}\right)(2 \xi)^{i}-[(n+1) \% 2] C_{n, 0}\left(Q^{2}\right)(2 \xi)^{n} \tag{2.89}
\end{align*}
$$

Hence the Dirac and Pauli form factors defined in (2.26) are then given by integrals

$$
\begin{align*}
\int_{-1}^{1} d x H\left(x, \xi, Q^{2}\right) & =F_{1}\left(Q^{2}\right)  \tag{2.90}\\
\int_{-1}^{1} d x E\left(x, \xi, Q^{2}\right) & =F_{2}\left(Q^{2}\right) \tag{2.91}
\end{align*}
$$

This means that the GPDs encode not only the longitudinal structure of the partons, but also their internal distributions as well. For skewness $\xi=0$, the momentum transfer is the purely in the transverse direction $q_{\perp}$. The Fourier transform with respect to $q_{\perp}$ leads to distribution in the impact parameter $b_{\perp}$. Hence GPDs encode the information of both the form factors and the PDFs, pictured in Figure 2.17.

We now have sufficient background in QCD for the work presented in subsequent chapters. We shall look at structure functions in $\S 7$ and $\S 8$, as well as GFFs, namely the EMT in $\S 9$.

## Chapter 3

## Lattice Quantum Chromodynamics

At large energy scales QCD is a perturbative theory, offering precise predictions that can be tested against experiment, but leaving gaps in understanding at smaller energy scales. For a more full understanding of the phenomena of QCD such gaps need to be filled with other methods. We shall explore one method in particular; lattice QCD.

Lattice QCD is a model-independent discretisation of QCD on a finite volume, first proposed by Wilson in 1974 [122]. It is the only known fundamental probe of QCD in the non-perturbative regime. At lower energies calculations in lattice QCD allow us to test the SM, whether directly in comparison to experiment or as complementary input to experiment or phenomenology. The approach can take advantage of modern high performance computational practices, improvable, in theory, to any desired accuracy. Underpinning lattice QCD is the path-integral formalism [123], on a finite extent four dimensional Euclidean space-time lattice of gauge fields and fermions. The finite volume provides an infrared cut-off and the discretisation an ultraviolet one, which with appropriate care can be compared to continuum results.

In this chapter we outline the mathematical formulation and terminology of QCD on a lattice, first by introducing the lattice $\S 3.1$, followed by reducing this to a finite volume §3.2, before finally looking at our reduced symmetry groups $\S 3.3$ and scale setting $\S 3.4$. To see this in practice we show how to calculate correlation functions $\S 3.5$, with some examples for states that shall be the focus throughout this work $\S 3.6$. For a more comprehensive background see [124, 125] and references therein.

### 3.1 Path Integrals

In practice to calculate observables on the lattice we use expectation values using the path integral formalism. We shall start with the Minkowski space-time path integral, discuss it's disadvantages and then Wick rotate it. The Minkowski path integral is

$$
\begin{equation*}
\langle\mathcal{O}\rangle:=\frac{1}{Z} \int D A_{\mu} \prod_{f} D \bar{q}_{f} D q_{f} \mathcal{O}\left[A_{\mu}, \bar{q}_{f}, q_{f}\right] e^{i S\left[A_{\mu}, \bar{q}_{f}, q_{f}\right]} \tag{3.1}
\end{equation*}
$$

where the partition function $Z$ is defined as

$$
\begin{equation*}
Z:=\int D A_{\mu} \prod_{f} D \bar{q}_{f} D q_{f} e^{i S\left[A_{\mu}, \bar{q}_{f}, q_{f}\right]} \tag{3.2}
\end{equation*}
$$

with gluon gauge field $A_{\mu}$, quark fields $q_{f}$ for each flavour $f$, corresponding adjoint quark field $\bar{q}_{f}$, action $S$, and arbitrary time-ordered operator $\mathcal{O}$. The action is defined in the usual way as the integral of the Lagrangian density $\mathcal{L}$, as

$$
\begin{equation*}
S:=\int d^{4} x \mathcal{L}(x) \tag{3.3}
\end{equation*}
$$

The evaluation of (3.1) is problematic because of the so called sign problem. The origin of the problem is the oscillatory behaviour of the Boltzmann factor $e^{i S}$, causing large cancellation in the integral from different regions of phase space. To combat this problem we map the integral to Euclidean space, by performing a Wick rotation. There are multiple ways to perform the rotation and we choose the convention where our vectors are related by

$$
\begin{align*}
& x_{(M)}^{\mu}:=\left(x_{(M)}^{0}, \quad \vec{x}_{(M)}\right) \rightarrow\left(\vec{x}_{(M)}, i x_{(M)}^{0}\right)=\left(\vec{x}^{(E)}, x_{4}^{(E)}\right)=: x_{\mu}^{(E)}  \tag{3.4}\\
& x_{\mu}^{(M)}=\left(x_{(M)}^{0},-\vec{x}_{(M)}\right) \rightarrow\left(-\vec{x}_{(M)}, i x_{(M)}^{0}\right) \tag{3.5}
\end{align*}
$$

and the corresponding Dirac matrix transforms

$$
\begin{equation*}
\gamma_{\mu}^{(M)}:=\left(\gamma_{0}^{(M)}, \vec{\gamma}^{(M)}\right) \rightarrow\left(i \vec{\gamma}^{(M)}, \gamma_{0}^{(M)}\right)=: \gamma_{\mu}^{(E)} . \tag{3.6}
\end{equation*}
$$

Here the super and sub-script $(M)$ and ( $E$ ) note Minkowski and Euclidean space values respectively. The rest of the Clifford algebra transformations are fixed once we have chosen

$$
\begin{align*}
\gamma_{5}^{(M)} & :=i \gamma_{0} \gamma_{1} \gamma_{2} \gamma_{3}  \tag{3.7}\\
\gamma_{5}^{(E)} & :=\gamma_{1} \gamma_{2} \gamma_{3} \gamma_{4} \tag{3.8}
\end{align*}
$$

such that $\gamma_{5}^{(M)}$ Wick rotates to $\gamma_{5}^{(E)}$. A consequence of these choices is that quantities such as a dot product will transform

$$
\begin{equation*}
(q \cdot x)^{(M)} \rightarrow-(q \cdot x)^{(E)} \tag{3.9}
\end{equation*}
$$

The resulting properties of all the transformations, including of Clifford algebras and covariant derivatives are given in $\S \subset$.1. Under the Wick rotation the Lagrangian density transforms

$$
\begin{equation*}
\mathcal{L}^{(M)}=-\mathcal{L}^{(E)} \tag{3.10}
\end{equation*}
$$

where in terms of our quark and gluon on fields the Euclidean Lagrangian density reads

$$
\begin{equation*}
\mathcal{L}_{Q C D}^{(E)}=\sum_{f} \bar{q}_{f}\left(\mathcal{D}+m_{f}\right) q_{f}+\frac{1}{4} F_{\mu \nu} F_{\mu \nu} \tag{3.11}
\end{equation*}
$$

Using (C.34) the path integral for Euclidean space now reads

$$
\begin{equation*}
\langle\mathcal{O}\rangle:=\frac{1}{Z} \int D A_{\mu} \prod_{f} D q_{f} D \bar{q}_{f} \mathcal{O}\left[A_{\mu}, \bar{q}_{f}, q_{f}\right] e^{-S\left[A_{\mu}, \bar{q}_{f}, q_{f}\right]} \tag{3.12}
\end{equation*}
$$

with partition function

$$
\begin{equation*}
Z:=\int D A_{\mu} \prod_{f} D q_{f} D \bar{q}_{f} e^{-S\left[A_{\mu}, \bar{q}_{f}, q_{f}\right]} \tag{3.13}
\end{equation*}
$$

Now we no longer have the sign problem, caused by the Boltzmann factor, which now is precisely the Boltzmann weighting, which we will take advantage of with importance sampling later. The interpretation of a path integral is a summation of all possible paths, weighted by their action. We now have the necessary pieces to work towards Euclidean observables on a lattice, that can then be related back to Minkowski observables.

### 3.2 Lattice Quantum Field Theory in a Box

It was simple to express quantities of Quantum Field Theory (QFT) to those expressed in a still continuum Euclidean path integral, but to transform this into one with a finite set of points; as required by limits of computational resources, introduces a lot of obstacles. In this section, we present how to realise quark and gluon fields on an a lattice with infinite extent, then how to reduce it to a finite sized box, and finally we shall present some optimisations to make computations feasible.


Figure 3.1: The graphical form of a discretised form of the naïve fermion part of the Lagrangian, where the quark fields $q$ sit on each of the sites.

### 3.2.1 Discretisation

The first step in achieving a computationally solvable path integral is to introduce discretised space-time, separated by isotropic distance $a$ in each dimension. Anisotropic lattices with a differing spacing in one direction have their uses [126], but are not the focus of this work. This lattice spacing $a$ is usually of the order of tenths of a femtometre, and acts a natural regulator of ultraviolet divergences for the theory. In order to realise this we need to construct a lattice which has the correct continuum limit, we start with the naïve approach and demonstrate the need for link variables.

## Fermion Lagrangian

Consider the non-interacting fermion part of the Euclidean action

$$
\begin{equation*}
\mathcal{L}_{F}^{N I}\left[\bar{q}_{f}, q_{f}\right](x)=\bar{q}_{f}(x)\left(\not \partial+m_{f}\right) q_{f}(x) . \tag{3.14}
\end{equation*}
$$

This puts each of our quark fields on the lattice, where they now depend on the lattice point $q(x) \rightarrow q(n)$ where $n \in \mathbb{Z}^{4}$, as seen diagrammatically as Figure 3.1. It should be noted that we implicitly use the lattice spacing $x=a n$ to compare these fields. Now we shall drop the flavour level $f$ where appropriate to simplify equations. We take the free fermion Lagrangian (3.14), convert it to these lattice fields, and then transform the derivative into an simple numerical approximation

$$
\begin{equation*}
\mathcal{L}_{F}^{N I}[\bar{q}, q](n)=\bar{q}(n)\left(\sum_{\mu} \gamma_{\mu} \frac{q(n+\hat{\mu})-q(n-\hat{\mu})}{2 a}+m q(n)\right) . \tag{3.15}
\end{equation*}
$$

Clearly as $a \rightarrow 0$ we recover the continuum form. This formulation however has a problem, the action will not be invariant under a local $S U(3)$ gauge transformation, to see this consider a transformation $\Omega(n)$ on $\bar{q}(n) q(n+\hat{\mu})$

$$
\begin{equation*}
\bar{q}(n) q(n+\hat{\mu}) \rightarrow \bar{q}(n) \Omega^{\dagger}(n) \Omega(n+\hat{\mu}) q(n+\hat{\mu}) \tag{3.16}
\end{equation*}
$$



Figure 3.2: The representation of our lattice, with quark fields $q$ on lattice sites and link variables $U_{\mu}$, representing the gauge fields $A_{\mu}$ on links between the sites.
and as $\Omega$ can be chosen differently at each point in space-time this would break local $S U(3)$ symmetry. Just as in the continuum case where we needed to add a gauge field to the derivative to construct the covariant derivative, we add a term that transforms like

$$
\begin{equation*}
U_{\mu}(n) \rightarrow \Omega(n) U_{\mu}(n) \Omega^{\dagger}(n+\hat{\mu}) . \tag{3.17}
\end{equation*}
$$

Inserting these so called link variable $U_{\mu}$ into our Lagrangian yields an now gauge invariant expression, of the fermion part of the Lagrangian, now with interactions

$$
\begin{equation*}
\mathcal{L}_{F}[\bar{q}, q](n)=\bar{q}(n)\left(\sum_{\mu} \gamma_{\mu} \frac{U_{\mu}(n) q(n+\hat{\mu})-U_{-\mu}(n) q(n-\hat{\mu})}{2 a}+m q(n)\right) \tag{3.18}
\end{equation*}
$$

where for convenience we have defined

$$
\begin{equation*}
U_{-\mu}(n):=U_{\mu}^{\dagger}(n-\mu) . \tag{3.19}
\end{equation*}
$$

In the continuum limit this operator is the so-called gauge transporter, a path-ordered integral along some curve that connect the two points

$$
\begin{equation*}
G(x, y):=P \exp \left(i \int_{C_{x y}} A \cdot d s\right) . \tag{3.20}
\end{equation*}
$$

These link variables encode the gluon fields, represented as elements of $S U(3)$ rather than elements of it's Lie algebra

$$
\begin{equation*}
U_{\mu}(n)=P e^{i g \int_{0}^{a} A_{\mu}(x+s \hat{\mu}) d s} \approx e^{i a A_{\mu}(n)} \tag{3.21}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{\mu}(n)=G(n, n+\hat{\mu})+\mathcal{O}(a) \tag{3.22}
\end{equation*}
$$

With this in place we have the basic form of the lattice, diagrammatically presented by Figure 3.2. By using the fact that $U_{\mu}(n)=1+i a A_{\mu}(n)+\mathcal{O}\left(a^{2}\right)$ we can verify that in the continuum limit, we get the equivalent part of the QCD Lagrangian.


Figure 3.3: A lattice plaquette formed as the product of four gauge links, forming a closed loop on the lattice.

## Gluon Lagrangian

To calculate the purely gluonic contribution to the action we need to introduce a particular Wilson loop, the plaquette

$$
\begin{equation*}
P_{\mu \nu}:=U_{\mu}(n) U_{\nu}(n+\hat{\mu}) U_{\mu}^{\dagger}(n+\hat{\nu}) U_{\nu}^{\dagger}(n) \tag{3.23}
\end{equation*}
$$

which we depict in Figure 3.3 and is clearly gauge independent after trace. By using the Baker-Campbell-Hausdorff formula for products of exponentials one can show that the action defined as

$$
\begin{equation*}
S_{G}\left[U_{\mu}\right]:=\frac{2}{g^{2}} \sum_{n \in \mathbb{Z}^{4}} \sum_{\mu \leq \nu} \operatorname{Re} \operatorname{tr}\left[I-P_{\mu \nu}\right]=\frac{a^{4}}{2 g^{2}} \sum_{n \in \mathbb{Z}^{4}} \sum_{\mu, \nu} \operatorname{tr}\left[F_{\mu \nu}(n)^{2}\right]+\mathcal{O}\left(a^{2}\right) \tag{3.24}
\end{equation*}
$$

and has the correct $a \rightarrow 0$ continuum limit. It is clear that this term is also invariant under gauge transformations. With both the fermion and gluonic parts of our action we now have the discretised path integrals

$$
\begin{equation*}
\langle\mathcal{O}\rangle=\frac{1}{Z} \int \prod_{n \in Z^{4}}\left(D U_{\mu}(n) \prod_{f} D q_{f}(n) D \bar{q}_{f}(n)\right) \mathcal{O}\left[U_{\mu}, \bar{q}_{f}, q_{f}\right] e^{-S_{F}\left[U_{\mu}, \bar{q}_{f}, q_{f}\right]-S_{G}\left[U_{\mu}\right]} \tag{3.25}
\end{equation*}
$$

with partition function

$$
\begin{equation*}
Z=\int \prod_{n \in Z^{4}}\left(D U_{\mu}(n) \prod_{f} D q_{f}(n) D \bar{q}_{f}(n)\right) e^{-S_{F}\left[U_{\mu}, \bar{q}_{f}, q_{f}\right]-S_{G}\left[U_{\mu}\right]} \tag{3.26}
\end{equation*}
$$

and have seen that in the continuum limit we recover the continuum expression. We are now ready to put this expression into a box.

### 3.2.2 QCD in a Box

An infinite lattice is still impossible to fit into the memory of a computer and so unless an analytical solution is possible we must reduce our problem to a finite set of points. In addition to
making the equations computationally solvable, the restriction to a finite volume automatically regularises infrared divergences from our theory. Suppose we take (3.25) and limit the lattice to some hypercubic region $\Lambda \subset \mathbb{Z}^{4}$ of extent $L$ in each direction, all our degrees of freedom in our path integral are now finite. This means we introduce additional artefacts into our resulting expectation values. The path integral for this system becomes

$$
\begin{equation*}
\langle\mathcal{O}\rangle=\frac{1}{Z} \int \prod_{n \in \Lambda}\left(D U_{\mu}(n) \prod_{f} D q_{f}(n) D \bar{q}_{f}(n)\right) \mathcal{O}\left[U_{\mu}, \bar{q}_{f}, q_{f}\right] e^{-S_{F}\left[U_{\mu}, \bar{q}_{f}, q_{f}\right]-S_{G}\left[U_{\mu}\right]} \tag{3.27}
\end{equation*}
$$

an evaluatable set of integrals, however the number of integration variables scales with the volume, which for typical lattices sizes range from order of millions to hundreds of millions of sites. Clearly more analytic reduction needs to be done. In order to reduce the problem to a solvable problem we introduce Grassmann variables and the Fermion determinant.

## Fermion Determinant

As the fermionic degrees of freedom anti-commute with each other, care has to be made when introducing the interacting part of the fermion action. To perform such an integration we use so called Grassmann numbers, which display these very properties and relate these to the fermionic part of the lattice QCD action we denote $q_{i}$ and $\bar{q}_{i}$. First we need the Matthew-Salam formula [127, 128]

$$
\begin{equation*}
\int d q_{N} d \bar{q}_{N} \ldots d q_{1} d \bar{q}_{1} \exp \left(\bar{q}_{i} M_{i j} q_{j}\right)=\operatorname{det}(M) \tag{3.28}
\end{equation*}
$$

where there is implicit summation of $i$ and $j$. The other important tool we need is Wick's theorem, stated with only fermionic degrees of freedom

$$
\begin{align*}
\left\langle q_{i_{1}} \bar{q}_{j_{1}} \ldots q_{i_{n}} \bar{q}_{j_{n}}\right\rangle & =\frac{1}{Z} \int d q_{N} d \bar{q}_{N} \ldots d q_{1} d \bar{q}_{1} q_{i_{1}} \bar{q}_{j_{1}} \ldots q_{i_{n}} \bar{q}_{j_{n}} \exp \left(\bar{q}_{i} M_{i j} q_{j}\right) \\
& =(-1)^{n} \sum_{P} \operatorname{sign}(P)\left(M^{-1}\right)_{i_{1} j_{P_{1}}} \ldots\left(M^{-1}\right)_{i_{n} j_{P_{n}}} \tag{3.29}
\end{align*}
$$

where $P$ is the set of all permutations of $n$ numbers in $N$. To realise this in our box we take our action

$$
\begin{equation*}
S_{F}\left[U_{\mu}, \bar{q}, q\right]=a^{4} \sum_{n, m \in \Lambda} \bar{q}(n)_{a}^{\alpha} \mathcal{D}(n, m)_{a b}^{\alpha \beta} q(m)_{b}^{\beta} \tag{3.30}
\end{equation*}
$$

with for instance if we take $\mathcal{D}$ of (3.18) we have

$$
\begin{equation*}
\mathcal{D}(n, m)_{a b}^{\alpha \beta}:=\sum_{\mu}\left(\gamma_{\mu}\right)^{\alpha \beta} \frac{U_{\mu}(n)_{a b} \delta_{n+\hat{\mu}, m}-U_{-\mu}(n)_{a b} \delta_{n-\hat{\mu}, m}}{2 a}+m(I)^{\alpha \beta} \delta_{a b} \delta_{n, m} . \tag{3.31}
\end{equation*}
$$

Our inverses as defined in Wick's theorem are of fully contracted operators of fermions. To deal with the fact that our fermion action is dependent on the link variables we would then subsequently perform integration on our gluonic degrees of freedom, which transform our lattice observables (3.27) to

$$
\begin{equation*}
\langle\mathcal{O}\rangle=\frac{1}{Z} \int \prod_{n \in \Lambda} D U_{\mu}(n) \mathcal{O}^{\mathcal{O}}\left[U_{\mu}\right] \prod_{f} \operatorname{det}\left(\mathcal{D}_{f}\left[U_{\mu}\right]\right) e^{-S_{G}\left[U_{\mu}\right]} \tag{3.32}
\end{equation*}
$$

where $\mathcal{O}$ is our operator $\mathcal{O}$ with all possible Wick contractions performed, and are formed in our case by contracted quark propagators which can be calculated by

$$
\begin{equation*}
\left(S_{f}\right)_{a b}^{\alpha \beta}(n, m)=\mathcal{D}_{f}^{-1}(n, m)_{a b}^{\alpha \beta} \tag{3.33}
\end{equation*}
$$

with inverse defined by

$$
\begin{equation*}
\sum_{m \in \Lambda} \mathcal{D}_{f}^{-1}(n, m)_{a b}^{\alpha \beta} \mathcal{D}_{f}(m, l)_{b c}^{\beta \gamma}=\delta^{\alpha \gamma} \delta_{a c} \delta^{(4)}(n-l) . \tag{3.34}
\end{equation*}
$$

As a consequence, the propagator inherits $\gamma_{5}$-Hermitticitty from the Dirac operator defined in §C.2.4.

## Importance Sampling

We can now begin to statistically evaluate (3.32), by using Monte-Carlo techniques. Suppose we took $N$ random samples of $U_{\mu}^{(i)}$, our expectation value can be approximated by

$$
\begin{align*}
\langle\mathcal{O}\rangle & \approx \frac{1}{Z} \sum_{i=1}^{N} \boldsymbol{\mathcal { O }}\left[U_{\mu}^{(i)}\right] \prod_{f} \operatorname{det}\left(\mathcal{D}_{f}\left[U_{\mu}^{(i)}\right]\right) e^{-S_{G}\left[U_{\mu}^{(i)}\right]}  \tag{3.35}\\
Z & \approx \sum_{i=1}^{N} \prod_{f} \operatorname{det}\left(\mathcal{D}_{f}\left[U_{\mu}^{(i)}\right]\right) e^{-S_{G}\left[U_{\mu}^{(i)}\right]} . \tag{3.36}
\end{align*}
$$

The problem we are left with now is that the weighting factor

$$
\begin{equation*}
\rho\left(U_{\mu}^{(i)}\right)=\prod_{f} \operatorname{det}\left(\mathcal{D}_{f}\left[U_{\mu}^{(i)}\right]\right) e^{-S_{G}\left[U_{\mu}^{(i)}\right]} \tag{3.37}
\end{equation*}
$$

will be small for almost all samples of $U_{\mu}^{(i)}$, which can be overcome by generating the samples with weighting (3.37) which reduces our problem to a simple sum

$$
\begin{equation*}
\langle\mathcal{O}\rangle \approx \frac{1}{N} \sum_{i=1}^{N} \mathcal{O}\left[U_{\mu}^{(i)}\right] \tag{3.38}
\end{equation*}
$$

over such generated lattices.
There are two ways relevant to this body of work to generate lattices with such weighting, first is to set the fermion determinant to $\operatorname{det}(\mathcal{D})=1$, called 'quenched' and the other a hybrid Monte-Carlo algorithm [129] based approach. As the heavier quarks are expected to have minimal effect on hadron matrix elements, the $c, b$ and $t$ quarks have been absorbed into $\alpha_{Q C D}$ at $N_{f}=3$ in this work, but it should be noted that some quantities are reaching precisions where $c$ sea effects are significant [130]. As the $u$ and $d$ masses are similar and very small, we can take them to be degenerate to further optimise computational cost.

With the basic implementation of QCD on a lattice proscribed, we now briefly go through some optimisations performed to systematically reduce artefacts, introduced by discretisation.

### 3.2.3 Wilson Fermions

As consequence to the discretisation unphysical poles are introduced into our momentum space fermion propagator. To see this we construct the free fermion $\left(U_{\mu}(n)=1\right)$ propagator

$$
\begin{equation*}
\tilde{S}(p)=\frac{m-i a^{-1} \sum_{\mu} \gamma_{\mu} \sin \left(a p_{\mu}\right)}{m^{2}+a^{-2} \sum_{\mu} \sin ^{2}\left(a p_{\mu}\right)} . \tag{3.39}
\end{equation*}
$$

In the massless limit this becomes

$$
\begin{equation*}
\left.\tilde{S}(p)\right|_{m=0}=-i a \frac{\sum_{\mu} \gamma_{\mu} \sin \left(a p_{\mu}\right)}{\sum_{\mu} \sin ^{2}\left(a p_{\mu}\right)} \tag{3.40}
\end{equation*}
$$

which has 15 unphysical poles. The additional poles are referred to as 'doublers' and need to be removed. Fundamentally it is impossible to write a fermion discretisation that simultaneously is free from 'doublers', invariant under continuum chiral symmetry and has a local fermion operator while giving the correct continuum limit [131-133].

By including an extra term in the action (3.18), one possible solution to this problem is introducing an extra term that violates chiral symmetry

$$
\begin{equation*}
\mathcal{L}_{W}[\bar{q}, q](n)=\bar{q}(n)\left(\frac{1}{2 a} \sum_{\mu}\left[\left(r-\gamma_{\mu}\right) U_{\mu}(n) q(n+\hat{\mu})+\left(r+\gamma_{\mu}\right) U_{-\mu}(n) q(n-\hat{\mu})\right]+\left(m+\frac{4 r}{a}\right) q(n)\right) \tag{3.41}
\end{equation*}
$$

which by freedom of choice of field normalisation can be defined

$$
\begin{equation*}
\mathcal{L}_{W}[\bar{q}, q](n)=\bar{q}(n)\left(\kappa \sum_{\mu}\left[\left(r-\gamma_{\mu}\right) U_{\mu}(n) q(n+\hat{\mu})+\left(r+\gamma_{\mu}\right) U_{-\mu}(n) q(n-\hat{\mu})\right]+q(n)\right) \tag{3.42}
\end{equation*}
$$

with

$$
\begin{align*}
q & \rightarrow \frac{q}{\sqrt{2 a \kappa}}  \tag{3.43}\\
\kappa & :=\frac{1}{2 m a+8 r} \tag{3.44}
\end{align*}
$$

for any $r \in(0,1]$ typically chosen to be 1 . We refer to $\kappa$ as the hopping parameter and often use it as

$$
\begin{equation*}
a m=\frac{1}{2}\left(\frac{1}{\kappa}-\frac{1}{\kappa_{c}}\right) \tag{3.45}
\end{equation*}
$$

where $\kappa_{c}:=\frac{1}{8 r}$ is the critical hopping parameter, that $\kappa$ has in the chiral limit. With this improvement the mass of these 'doublers' receive extra contribution to their mass inversely proportional to $a$ and hence tend to infinite mass in the continuum limit, decoupling from our theory entirely. The corresponding quark action is

$$
\begin{equation*}
S_{W}[\bar{q}, q](n)=a^{4} \sum_{n \in \Lambda} \bar{q}(n)\left(\kappa \sum_{\mu}\left[\left(r-\gamma_{\mu}\right) U_{\mu}(n) q(n+\hat{\mu})+\left(r+\gamma_{\mu}\right) U_{-\mu}(n) q(n-\hat{\mu})\right]+q(n)\right) . \tag{3.46}
\end{equation*}
$$

### 3.2.4 Symanzik Improvement

The gluon action (3.24) and quark action (3.46) used have discretisation artefacts of order $\mathcal{O}\left(a^{2}\right)$ and $\mathcal{O}(a)$ respectively, meaning that calculations have to be performed at very fine computationally expensive lattice spacings in order to compare to continuum results. To allow simulation on coarser lattice spacings, it is standard to reduce discretisation errors through Symanzikimprovement [134], through introduction of higher order operators. We now present the improvement used for both fermions and gluons.

## Clover Improved Fermions

To improve the Wilson fermion action (3.46) we use the Sheikholeslami-Wohlert action [135] which introduces a clover improvement term

$$
\begin{equation*}
S_{S W}[\bar{q}, q](n)=S_{W}[\bar{q}, q]+a^{4} \sum_{n \in \Lambda} \frac{\operatorname{arc} c_{S W}}{4} \bar{q}(n) \sigma_{\mu \nu} F_{\mu \nu}(n) q(n) \tag{3.47}
\end{equation*}
$$

where the clover term is written

$$
\begin{equation*}
F_{\mu \nu}:=-\frac{i}{2}\left[C_{\mu \nu}-C_{\mu \nu}^{\dagger}\right] \tag{3.48}
\end{equation*}
$$



Figure 3.4: The clover plaquette, made up of four plaquette to form a staple.
where $C_{\mu \nu}$ is defined in terms of plaquettes (3.23)

$$
\begin{equation*}
C_{\mu \nu}(n):=\frac{1}{4 a^{2}}\left[P_{\mu, \nu}(n)+P_{\nu,-\mu}(n)+P_{-\mu,-\nu}(n)+P_{-\nu, \mu}(n)\right] \tag{3.49}
\end{equation*}
$$

which get their name from their shape, see Figure 3.4 The clover parameter $c_{S W}$ is tuned to remove $\mathcal{O}(a)$ discretisation artefacts.

## Lüscher-Weisz Gluons

The gauge parts of the action are improved by observing that for differently shaped Wilson loops in (3.24), different discretisation artefacts of order $\mathcal{O}\left(a^{2}\right)$ are obtained. Combinations of such different shapes can then be combined to construct a gauge action without errors at $\mathcal{O}\left(a^{2}\right)$. By using Wilson loops in the form

$$
\begin{equation*}
S_{G}\left[U_{\mu}\right]:=\frac{2}{g^{2}} \sum_{n \in \mathbb{Z}^{4}}\left(c_{1} \sum \operatorname{Retr}\left[I-P^{\text {plaq }}\right]+c_{2} \sum \operatorname{Retr}\left[I-P^{\text {rect }}\right]+c_{3} \sum \operatorname{Retr}\left[I-P^{\text {parra }}\right]\right) \tag{3.50}
\end{equation*}
$$

with correct parameters $c_{i}$ the action improves to $\mathcal{O}\left(a^{4}\right)$ [136]. The two new Wilson loops are the next simplest extensions to the plaquette, forming $2 \times 1$ rectangles and $1 \times 1 \times 1$ 'parallelograms', which are six sided in three dimensions. With only one term needing cancellation there is freedom in choice of $c_{i}$ resulting in constraining equation

$$
\begin{equation*}
c_{1}+8 c_{2}+8 c_{3}=1 . \tag{3.51}
\end{equation*}
$$

A common choice for this action, as we shall use throughout this work is the tree-level improved action [137], corresponding to

$$
\begin{align*}
& c_{1}=\frac{20}{12}  \tag{3.52}\\
& c_{2}=-\frac{1}{12}  \tag{3.53}\\
& c_{3}=0 . \tag{3.54}
\end{align*}
$$

### 3.3 Lattice Symmetries

Due to discretisation and finite volume we have broken many of our continuum symmetries. The Euclidianisation shifts the Lorentz group to the four-dimensional rotation group $O(4)$, before being further broken by discretisation to the group of hypercubic rotations $H(4)$. Due to this reduced symmetry, causing less stringent requirements for covariance, one has to be careful with extraction of operators on the lattice. By working with operators in a particular irreducible representation of $H(4)$ that avoid mixing with same or lower dimensional operators, continuum comparable matrix elements can be extracted. For a more in depth look at problems arising due to mixing see [138].

This reduction in symmetry shall become important in our calculations involving gluonic operators later in $\S 9$. We shall also investigate the higher moments of PDFs §7.2, where the mixing is important for the comparable conventional techniques.

Our discretised theory also inherits symmetries from the continuum theory. Euclidean space lacks distinguished directions present in Minkowski space, which split temporal and spatial directions. As any of the four dimensions can act as the temporal direction, the Euclidean theory must also have additional symmetries the Minkowski theory does not have. Of interest to us are parity and charge conjugation.

On the lattice a parity transformation $P$ acts on fields as

$$
\begin{align*}
& P q\left(\vec{n}, n_{4}\right)=\gamma_{4} q\left(-\vec{n}, n_{4}\right)  \tag{3.55}\\
& P \bar{q}\left(\vec{n}, n_{4}\right)=\bar{q}\left(-\vec{n}, n_{4}\right) \gamma_{4} . \tag{3.56}
\end{align*}
$$

The lack of singled out direction means that there are three additional symmetries, collectively all four can be labelled $P_{\mu}$ with $\gamma_{\mu}$ instead of just $\gamma_{4}$. Consequently the product of three of them $P_{1} P_{2} P_{3}$ corresponds to the time reflection operator.

The form for time reflection has consequences for Hilbert space reconstructions, which are then only well defined when anti-periodic temporal boundary conditions are imposed on fermions. For this reason we use such boundary conditions in our formulation and periodic boundary conditions for all spatial, and non-fermionic temporal quantities.

The charge conjugation operator $C$, that transforms particles into their anti-particle counterpart, is defined by the relation to Dirac matrices

$$
\begin{equation*}
C \gamma_{\mu} C^{-1}=-\gamma_{\mu}^{T} \tag{3.57}
\end{equation*}
$$

which determines it's form for a particular choice of representation for the Dirac matrices.

### 3.4 Quark Masses and Scale Setting

The formulation of the lattice QCD requires some calculations to be able to compare results to physical observables. We discuss scale setting and quark masses as they pertain to this work.

Lattice simulations are done at larger than physical quark masses, to improve inversion speed for the Dirac matrix (3.34). The common choice is to use heavy quark masses at their physical values and vary the $u$ and $d$ quark masses. Our simulations take a different approach, instead of
using the physical strange mass, the average mass of the three light quarks (with $u$ and $d$ quarks degenerate)

$$
\begin{equation*}
\bar{m}=\frac{1}{3}\left(2 m_{l}+m_{s}\right) \tag{3.58}
\end{equation*}
$$

is kept constant, at the physical value. This approach has several advantages [139], it constrains flavour-symmetry breaking expansions and keeps flavour-singlet quantities constant at leading order.

All quantities in lattice calculations are done in terms of the lattice spacing $a$. This spacing has not set directly, rather indirectly by bare coupling parameter $\beta$ and so must be determined by scale setting. The scale setting has been performed for fixed $\beta$ and varying $\kappa$ by extrapolating a number of $S U(3)_{\text {flav }}$-singlet quantities to their physical values [137, 139-141]. The use of quark mass trajectory (3.58) then ensures that these flavour-singlet quantities are constant to leading order. The determined $a$ from this procedure is then constant for fixed $\beta$.

### 3.5 Correlators

With a working theory of QCD in a box, we now shift focus on how to use this to calculate meaningful quantities, which for this body of work deals with $n$-point correlation functions. These correlators allow us to extract energies and matrix elements which we can relate to continuum phenomena. In this section, the basic two-point correlator is defined, and extended to include intermediate currents.

### 3.5.1 Two-point Correlator

To calculate the value of energy eigenstates on the lattice we use a two-point correlator. The basis of the two point function is a momentum projected pair of creation and annihilation interpolating operators $\chi^{\dagger}$ and $\chi$, with quantum numbers corresponding to the state of interest. These operators create and annihilate a towers of states on a lattice, which have these quantum numbers. We start with the general form of a two-point correlation function

$$
\begin{equation*}
G_{\chi}^{(2)}(x, y):=\left\langle\chi(x) \chi^{\dagger}(y)\right\rangle:=\langle\Omega| \chi(x) \chi^{\dagger}(y)|\Omega\rangle \tag{3.59}
\end{equation*}
$$

with creation operator at space-time point $y$ referred to as the source and annihilation operator at $x$ referred to as the sink. In theory the interpolating operators on each end can be different but we shall restrict ourselves to a single interpolator with it's Hermitian conjugate.

The completeness relation on the lattice is

$$
\begin{equation*}
\mathbf{1}=\sum_{X} \int \frac{d^{3} p}{(2 \pi)^{3}} \frac{1}{2 E_{X, \vec{p}}}|X, \vec{p}\rangle\langle X, \vec{p}| \tag{3.60}
\end{equation*}
$$

as determined by the normalisation

$$
\begin{equation*}
\langle Y, \vec{k} \mid X, \vec{p}\rangle:=2 E_{X, \vec{p}} \delta_{X Y}(2 \pi)^{3} \delta^{(3)}(\vec{p}-\vec{k}) . \tag{3.61}
\end{equation*}
$$

The state $X$ of momentum $\vec{p}$ quantised to $\vec{p}=\frac{2 \pi n}{L}$ for integer $n$, has energy $E_{X, \vec{p}}$. We often use lattice momenta and lattice momentum numbers interchangeably, which have been multiplied by $\frac{L}{2 \pi}$ to turn them into integers.

On a lattice the integrals over space and momenta become sums, however we shall keep the notation of the continuum, the derivations in either form are equivalent and hence we can
calculate both forms at the same time. This correspondence is

$$
\begin{align*}
\int \frac{d^{3} p}{(2 \pi)^{3}} & \rightarrow \frac{(2 \pi)^{3}}{|\vec{\Lambda}|} \sum_{\vec{p}}  \tag{3.62}\\
\int d^{3} x & \rightarrow \sum_{\vec{x}}  \tag{3.63}\\
(2 \pi)^{3} \delta^{(3)}(\vec{p}-\vec{k}) & \rightarrow \frac{|\vec{\Lambda}|}{(2 \pi)^{3}} \delta_{\vec{p} \vec{k}} \tag{3.64}
\end{align*}
$$

Using the continuum normalisation we can work out the spectral form of (3.59), by inserting a complete set of states

$$
\begin{equation*}
G_{\chi}^{(2)}(x, y)=\sum_{X} \int \frac{d^{3} k}{(2 \pi)^{3}} \frac{1}{2 E_{X, \vec{k}}} \frac{1}{2 E_{X, \vec{k}}}\langle\Omega| \chi(x)|X, \vec{k}\rangle\langle X, \vec{k}| \chi^{\dagger}(y)|\Omega\rangle . \tag{3.65}
\end{equation*}
$$

To use this to extract an energy we use translational invariance to identify a $x_{4}-y_{4}$ varying term. Using the translation invariance we can redefine our interpolating fields using the fourmomentum operator $P$

$$
\begin{equation*}
\chi(x)=e^{-i P \cdot x} \chi(0) e^{i P \cdot x} \tag{3.66}
\end{equation*}
$$

where $P_{4}|X, \vec{p}\rangle=i E_{X, \vec{p}}|X, \vec{p}\rangle$ the two point function becomes

$$
\begin{equation*}
G_{\chi}^{(2)}(x, y)=\sum_{X} \int \frac{d^{3} k}{(2 \pi)^{3}} e^{-E_{X, \vec{k}}\left(x_{4}-y_{4}\right)} e^{i \vec{k} \cdot(\vec{x}-\vec{y})} \frac{1}{2 E_{X, \vec{k}}}\langle\Omega| \chi(0)|X, \vec{k}\rangle\langle X, \vec{k}| \chi^{\dagger}(0)|\Omega\rangle . \tag{3.67}
\end{equation*}
$$

It is clear that the two point function only depends on the separation between the two interpolating fields and hence we define two-point function with source-sink separation $x$ as

$$
\begin{equation*}
G_{\chi}^{(2)}(x):=G_{\chi}^{(2)}(x, 0) \tag{3.68}
\end{equation*}
$$

which can be diagrammatically represented by Figure 3.5. The momentum projected correlator, we define as

$$
\begin{equation*}
G_{\chi}^{(2)}\left(x_{4}, \vec{p}\right)=\int d^{3} x e^{-i \vec{p} \cdot \vec{x}} G_{\chi}^{(2)}(x) \tag{3.69}
\end{equation*}
$$

which has form

$$
\begin{equation*}
G_{\chi}^{(2)}\left(x_{4}, \vec{p}\right):=\sum_{X} e^{-E_{X, \vec{p}} x_{4}} \frac{1}{2 E_{X, \vec{p}}}\langle\Omega| \chi(0)|X, \vec{p}\rangle\langle X, \vec{p}| \chi^{\dagger}(0)|\Omega\rangle . \tag{3.70}
\end{equation*}
$$

In the large separation limit $x_{4} \gg 0$, the lowest energy state with non-zero vacuum overlap saturates (3.70). The lowest energy state $X$, at large $x_{4} \gg 0$ then has form

$$
\begin{equation*}
G_{\chi}^{(2)}\left(x_{4}, \vec{p}\right) \rightarrow e^{-E_{X, \vec{p} x_{4}}} g_{\chi}^{(2)}[X, \vec{p}] \tag{3.71}
\end{equation*}
$$

where the constant overlap $g_{\chi}^{(2)}[X, \vec{p}]$ is defined by

$$
\begin{align*}
& g_{\chi}^{(2)}[X, \vec{p}](x):=\frac{1}{2 E_{X, \vec{p}}}\langle\Omega| \chi(x)|X, \vec{p}\rangle\langle X, \vec{p}| \chi^{\dagger}(0)|\Omega\rangle .  \tag{3.72}\\
& g_{\chi}^{(2)}[X, \vec{p}] \quad:=g_{\chi}^{(2)}[X, \vec{p}](0) . \tag{3.73}
\end{align*}
$$

From (3.71), the energy $E_{X, \vec{p}}$ can then be extracted from the time dependence of the exponential. Using this we are able to calculate energies, such as nucleon energies.


Figure 3.5: The two point function for interpolators $\chi$, with source created at 0 and annihilated at $x$. The intermediate line represent quark propagators, of all possible contractions between the two interpolators.

### 3.5.2 Three and Four-Point Correlators

While the two-point correlators allow the extraction of energy eigenstates, the three and fourpoint correlators allow the extraction matrix elements. The derivation of forms equivalent to (3.71) use the same basics steps as for the two-point correlator and are presented in §A. We present a few of the results now.

The steps for the equivalent three-point correlator are presented in $\S A .1$, the main definitions needed for later chapters are

$$
\begin{align*}
G_{\chi, J}^{(3)}(x, y) & :=\left\langle\chi(x) J(y) \chi^{\dagger}(0)\right\rangle  \tag{3.74}\\
g_{\chi \chi^{\dagger}}^{(3)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{2} ; x, y\right] & :=\frac{1}{2 E_{X, \overrightarrow{k_{1}}}} \frac{1}{2 E_{Y, \overrightarrow{k_{2}}}}\langle\Omega| \chi(x)\left|X, \vec{k}_{1}\right\rangle\left\langle X, \vec{k}_{1}\right| J(y)\left|Y, \vec{k}_{2}\right\rangle\left\langle Y, \vec{k}_{2}\right| \chi^{\dagger}(0)|\Omega\rangle \\
G_{\chi, J}^{(3)}\left(x_{4}, y_{4}, \vec{p}, \vec{q}\right) & :=\int d^{3} x \int d^{3} y e^{-i \vec{p} \cdot \vec{x}} e^{i \vec{q} \cdot \vec{y}} G_{\chi, J}^{(3)}(x, y) \operatorname{tag} 3.76  \tag{3.75}\\
& =\sum_{X, Y} e^{-E_{X, \vec{p}} x_{4}} e^{-\left(E_{Y,(\vec{p}-\vec{q})}-E_{X, \vec{p}}\right) y_{4}} g_{\chi J \chi^{\dagger}}^{(3)}[X, \vec{p} ; Y,(\vec{p}-\vec{q})] . \tag{3.77}
\end{align*}
$$

The same definitions have also been constructed for four-point correlators in §A.2, which in terms of

$$
\begin{equation*}
G_{\chi, J_{1}, J_{2}}^{(4)}(x, y, z, w):=\left\langle\chi(x) J_{2}(y) J_{1}(z) \chi^{\dagger}(w)\right\rangle \tag{3.78}
\end{equation*}
$$

give

$$
\begin{align*}
g_{\chi, J_{1}, J_{2}}^{(4)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{2} ; Z, \vec{k}_{3} ; x, y, z, w\right] & :=\frac{1}{2 E_{X, \vec{k}_{1}}} \frac{1}{2 E_{Y, \vec{k}_{2}}} \frac{1}{2 E_{Z, \vec{k}_{3}}} \\
& \times\langle\Omega| \chi(x)\left|X, \vec{k}_{1}\right\rangle\left\langle X, \vec{k}_{1}\right| J_{2}(y)\left|Y, \vec{k}_{2}\right\rangle  \tag{3.79}\\
& \times\left\langle Y, \vec{k}_{2}\right| J_{1}(z)\left|Z, \vec{k}_{3}\right\rangle\left\langle Z, \vec{k}_{3}\right| \chi^{\dagger}(w)|\Omega\rangle .
\end{align*}
$$

and

$$
\begin{align*}
G_{\chi, J_{1}, J_{2}}^{(4)}\left(x_{4}, y_{4}, z_{4}, w_{4}, \vec{p}, \vec{q}_{1}, \vec{q}_{2}\right) & =\int d^{3} x \int d^{3} y \int d^{3} z e^{-i \vec{p} \cdot(\vec{x}-\vec{w})} e^{i \overrightarrow{\vec{q}_{2}} \cdot(\vec{y}-\vec{w})} e^{i \vec{q}_{1} \cdot(\vec{z}-\vec{w})}  \tag{3.80}\\
& \times G_{\chi, J_{1}, J_{2}}^{(4)}(x, y, z, w) .
\end{align*}
$$

Useful also is a definition of (3.79) with no state specified in between currents

$$
\begin{align*}
g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4, p)}\left[X, \vec{k}_{1} ; Z, \vec{k}_{3} ; x, y, z, w\right] & : \\
& \times \frac{1}{2 E_{X, \vec{k}_{1}}} \frac{1}{2 E_{Z, \vec{k}_{3}}}  \tag{3.81}\\
& \times\langle\Omega| \chi(x)\left|X, \vec{k}_{1}\right\rangle\left\langle X, \vec{k}_{1}\right| J_{2}(y) J_{1}(z)\left|Z, \vec{k}_{3}\right\rangle \\
& \times\left\langle Z, \vec{k}_{3}\right| \chi^{\dagger}(w)|\Omega\rangle
\end{align*}
$$

and current ordering swap

$$
\begin{align*}
G_{\chi, J_{\{1}, J_{2\}}}^{(4)}\left(x_{4}, y_{4}, z_{4}, w_{4}, \vec{p}, \vec{q}_{1}, \vec{q}_{2}\right):=\frac{1}{2}[ & G_{\chi, J_{1}, J_{2}}^{(4)}\left(x_{4}, y_{4}, z_{4}, w_{4}, \vec{p}, \vec{q}_{1}, \vec{q}_{2}\right)  \tag{3.82}\\
& \left.+G_{\chi, J_{2}, J_{1}}^{(4)}\left(x_{4}, y_{4}, z_{4}, w_{4}, \vec{p}, \vec{q}_{2}, \vec{q}_{1}\right)\right]
\end{align*}
$$

where the momentum transfer $q_{1}$ and $q_{2}$ are properties of $J_{1}$ and $J_{2}$ rather than $y-w$ and $z-w$ respectively, which naturally arises from temporal integrals of time ordered pairs of currents.

One of the difficulties in calculating the three and four-point functions on the lattice arises from the fact that one has more than one temporal variable to deal with. For regular three-point functions inversions require either the source-sink or current-sink separation to be fixed for each simulation, requiring multiple simulations for different separations to determine adequate systematic control. In addition, the source-sink separation must be increased as the current must be inserted at a time the ground state dominates, which further decreases signal. In practice through prior knowledge of approximate required separations, and use of multiple simulations at different fixed separations this problem can be overcome.

However when we look at four-point functions there are now three different temporal separations, two of which must be fixed. First the source-sink separation must become even larger, which combined with the fact that one has to pick two separations ahead of time makes the calculation complicated. This is before the challenge presented converting Euclidean four-point function methods to their Minkowski counterparts [142, 143]. In this work we shall present new ways of calculating four-point functions $\S 4.2 .2$ and use them to avoid this problem $\S 7$.

### 3.6 Hadron Spectroscopy

In $\S 3.5$ we defined correlators on the lattice, which we shall now use to demonstrate how to calculate pion and nucleon energies. In (3.70) we saw that any correlator comes with a tower of excited states, requiring us to fit our correlator at large source-sink separation $x_{4}$ to isolate the ground state. However except for the lowest energy hadronic state, the pion, fitting at large $x_{4}$ leads to fitting in areas of low signal-to-noise. The signal-to-noise for the nucleon $n$ with $N$ measurements has form [144]

$$
\begin{equation*}
\frac{\sigma_{G_{\chi}^{(2)}}}{G_{\chi}^{(2)}} \propto \frac{1}{\sqrt{N}} e^{\left(m_{n}-\frac{3}{2} m_{\pi}\right) x_{4}} \tag{3.83}
\end{equation*}
$$

To reduce the time required to saturate to the ground state, interpolators are smeared by replacing the delta function in (3.34) with an appropriate non-local function. It is expected that the ground state wave functions are approximately Gaussian, hence by tuning the smearing of the source, linking nearby lattice sites via some smooth function, to approximate the radius of our intended state we can fit earlier. The same step can be performed at the sink of the correlators, to further improve this method. Our method is to use gauge-invariant Jacobi smearing [145], with smearing tuned for the ground state nucleon size.

Much more sophisticated methods are possible, such as correlator matrix based techniques [146-150] that use multiple operators and smearing levels to construct almost perfect operators.

To drastically reduce the earlier onset of the signal-to-noise problem at higher momenta, modifying the smearing to better couple to high momentum states is also possible [151], but other methods have also been developed [152]

The two examples of two-point correlators we now present are of the pion §3.6.1 followed by the nucleon §3.6.2.

### 3.6.1 Example: Pion

As a consequence of spontaneous chiral symmetry breaking and the small explicit quark mass, the pion is a pseudo-Nambu-Goldstone boson. As the lowest mass hadronic state on the lattice, this means that it does not have problems with signal-to-noise, but instead the backwards propagating state affects our fits. The basic interpolator we can use to extract mesons is of the form

$$
\begin{equation*}
\chi_{f_{1} f_{2}}(x):=\bar{q}_{f_{1}}(x)_{a}^{\alpha} \Gamma^{\alpha \beta} q_{f_{2}}(x)_{a}^{\beta} \tag{3.84}
\end{equation*}
$$

for some $\gamma_{4}$-Hermitian (§C.2.3) element $\Gamma^{\alpha \beta}$ of the Clifford algebra .
By performing our calculation in the isospin-symmetric limit, the isospin triplet $\left(\pi^{+}, \pi^{0}, \pi^{-}\right)$ is mass degenerate, so we can work out pion masses by calculating any one of them. The $\pi^{+}$ interpolator has form

$$
\begin{equation*}
\chi_{\pi^{+}}=\bar{d}(x)_{a}^{\alpha} \gamma_{5}^{\alpha \beta} u(x)_{a}^{\beta} . \tag{3.85}
\end{equation*}
$$

We note that under a parity transformation $\$ 3.3$ our interpolator is transformed as

$$
\begin{equation*}
P \chi_{\pi^{+}}\left(\vec{x}, x_{4}\right)=-\chi_{\pi^{+}}\left(-\vec{x}, x_{4}\right) . \tag{3.86}
\end{equation*}
$$

If we restrict our case to $\vec{p}=0$ then the mirroring of the spatial coordinates is not important, and the interpolator has parity of the pion state. Care has to be taken in analysis of non-zero momentum state parity mixing, especially for excited state analysis [147, 150].

We now construct our correlator from interpolator, using quark propagators. By using Wick's theorem on our correlator $G_{\chi}^{(2)}(x)$ we can construct our correlator in terms of quark propagators

$$
\begin{equation*}
\left\langle\chi_{\pi}(x) \chi_{\pi}^{\dagger}(0)\right\rangle=\left\langle\stackrel{\bar{d}(x) \gamma_{5} u(x) \bar{u}(0) \gamma_{5}}{ } d(0)\right\rangle \tag{3.87}
\end{equation*}
$$

which in terms of quark propagators (3.33) is

$$
\begin{equation*}
\left\langle\chi_{\pi}(x) \chi_{\pi}^{\dagger}(0)\right\rangle=-\left\langle\operatorname{tr}\left[\gamma_{5} S_{d}(0, x) \gamma_{5} S_{u}(x, 0)\right]\right\rangle \tag{3.88}
\end{equation*}
$$

The problematic propagator is $S_{d}$, in order to calculate this correlator an all-to-all correlator is necessary, however due to the $\gamma_{5}$-Hermiticity ( $\S C .2 .4$ ) of our quark propagators we can write this

$$
\begin{equation*}
S_{d}^{\dagger}(0, x)=\gamma_{5} S_{d}(x, 0) \gamma_{5} . \tag{3.89}
\end{equation*}
$$

The momentum projected correlator form from this then has form

$$
\begin{equation*}
G_{\chi \pi}^{(2)}\left(\overrightarrow{0}, x_{4}\right)=\sum_{X} g_{\chi \pi}^{(2)}[X, \overrightarrow{0}]\left(e^{-E_{X, \overrightarrow{0}} x_{4}}+e^{-E_{X, \overrightarrow{0}}\left(T-x_{4}\right)}\right) \tag{3.90}
\end{equation*}
$$

where the extra term when compared to (3.71) comes from the backwards propagating state introduced by the boundary conditions. We can rewrite the forwards and backwards propagating state together as a cosh

$$
\begin{equation*}
G_{\chi \pi}^{(2)}\left(\overrightarrow{0}, x_{4}\right)=\sum_{X} g_{\chi \pi}^{(2)}[X, \overrightarrow{0}] e^{-E_{X, \overrightarrow{0}} \frac{T}{2}} \cosh \left[E_{X, \overrightarrow{0}}\left(x_{4}-\frac{T}{2}\right)\right] \tag{3.91}
\end{equation*}
$$

which for large enough $x_{4}$ and $T-x_{4}$ reduces to

$$
\begin{equation*}
G_{\chi \pi}^{(2)}\left(\overrightarrow{0}, x_{4}\right) \rightarrow g_{\chi \pi}^{(2)}[\pi] e^{-m_{\pi} \frac{T}{2}} \cosh \left[m_{\pi}\left(x_{4}-\frac{T}{2}\right)\right] . \tag{3.92}
\end{equation*}
$$

The fit is then guided by an effective mass ratio

$$
\begin{equation*}
R_{e f f}=\ln \left[\frac{G_{\chi_{\pi}}^{(2)}\left(x_{4}\right)}{G_{\chi \pi}^{(2)}\left(x_{4}+a\right)}\right] \tag{3.93}
\end{equation*}
$$

which allows us to see visually when our fit is late enough for excited state artefacts.
We perform this calculation on our $\beta=5.5, S U(3)_{\text {flavour }}$ symmetric, $32^{3} \times 64$ ensemble from Table E.2. The results are taken from $N_{s}=7001$ random sources evenly distributed over $N_{c f g}=$ 1763 of the configurations, which accounts to roughly $N_{s / c f g} \approx 4$ sources per configuration. As we see in the correlator and effective mass Figure 3.6, with such high statistics, to have negligible systematic error from the excited states, a fairly late fitting range $x_{4} \in[9,55]$ had to be chosen. The resultant mass in lattice units is

$$
\begin{equation*}
a m_{\pi}=0.17534(23) . \tag{3.94}
\end{equation*}
$$

Scale setting $\S 3.4$ has been used on these lattice to calculate $a$ [137, 139-141], which can use with appropriate factors of $\hbar c$ to get the corresponding pion mass in GeV

$$
\begin{equation*}
m_{\pi}=0.467(12) \mathrm{GeV} . \tag{3.95}
\end{equation*}
$$

This is the simplest mass calculation possible on the lattice, which we shall build upon throughout this work.

### 3.6.2 Example: Nucleon

In §3.6.1, you might have noticed that we only formed our particle from quark propagators with single source locations. As the inversion is the most expensive part of the calculation, it is possible to calculate a nucleon correlator from the same quark propagators as well. A nucleon interpolator, naturally has three quark fields, with appropriate spin structure. The general form of particle operators are

$$
\begin{equation*}
\chi_{f_{1} f_{2} f_{3}}(x)^{\alpha}:=e_{a b c} q_{f_{1}}(x)_{a}^{\alpha}\left[q_{f_{2}}(x)_{b}^{\beta} \Gamma^{\beta \gamma} q_{f_{3}}(x)_{c}^{\gamma}\right]+\text { similar terms } \tag{3.96}
\end{equation*}
$$

which ensures colour asymmetry and a spin degree of freedom. Just like in the pion case §3.6.1, the neutron and proton are mass degenerate in pure QCD with degenerate $u$ and $d$ quarks. One choice for nucleon interpolator is one that couples to the proton

$$
\begin{equation*}
\chi_{N}(x)^{\alpha}:=e_{a b c} u(x)_{a}^{\alpha}\left[u(x)_{b}^{\beta}\left(C \gamma_{5}\right)^{\beta \gamma} d(x)_{c}^{\gamma}\right] . \tag{3.97}
\end{equation*}
$$

If we form a correlator then Wick's theorem will give us a correlator made up of quark propagators. The correlator

$$
\begin{equation*}
G_{\chi N}^{(2)}(x)^{\alpha \beta}=\left\langle\chi_{N}(x)^{\alpha} \chi_{N}^{\dagger}(0)^{\beta}\right\rangle \tag{3.98}
\end{equation*}
$$

has some Dirac dependency $\alpha$ and $\beta$, and use a projector $\Gamma^{\alpha \beta}$ (not the same $\Gamma$ as (3.96)) in to project to the right spin and parity. For now we restrict ourselves to the unpolarised case, where we only project parity

$$
\begin{equation*}
\Gamma^{ \pm}:=\frac{1}{2}\left(I \pm \gamma_{4}\right) . \tag{C.79}
\end{equation*}
$$

We use both parity projections as the backwards propagating state will be the parity partner of the forward propagating state, so to maximise our statistics, we fit the forward propagating positive parity projected nucleon and the backwards propagating negative parity projected nucleon. With the forward and backward propagating states being much heavier, at early times, at least before the noise wall, the correlator is saturated by the forward propagating state. For sufficiently large $x_{4}$, but not too large we then have

$$
\begin{equation*}
G_{\chi N}^{(2)}\left(\overrightarrow{0}, x_{4}\right) \rightarrow g_{\chi_{N}}^{(2)}[N] e^{-m_{N} x_{4}} \tag{3.99}
\end{equation*}
$$



Figure 3.6: Shown are the pion correlator (a) and corresponding effective mass (b). The data points are the raw correlator and effective mass values, shown with coshine fit of the correlator. The errors bars on the data points and the shaded error on the fit are too small to be visible by eye. The fit has chosen to be $x_{4} \in[9,55]$, as guided by $\chi_{\text {dof }}^{2}$ by varying start and end time symmetrically.
from which we can form an effective mass ratio (3.93), to fit on the same ensemble, from the same quark propagators as $\S 3.6 .1$, which is summarised in Figure 3.7. We can clearly see the expected signal-to-noise reduction at large time steps in both the correlator and effective mass. The calculated nucleon mass in lattice and physical units respectively is then

$$
\begin{align*}
a m_{N} & =0.4698(56)  \tag{3.100}\\
m_{N} & =1.250(39) \mathrm{GeV} \tag{3.101}
\end{align*}
$$



Figure 3.7: The nucleon correlator (a) and corresponding effective mass (b). The data points are the raw correlator and effective mass values, where in both the line is an exponential fit to the correlator. Errors are shown to on standard deviation including shaded errors bars. From the slope of the backwards propagating state in (a), it is clear that the backwards propagating state has higher mass than the forward one, a consequence of the interpolator as described in the text. The fitting range $x_{4} \in[11,31]$, has been chosen by picking the starting slice such that $\chi_{d o f}^{2}$ is close to 1 .

### 3.7 Summary

In this chapter we presented the formulation of lattice QCD with various improvements that will be used in subsequent chapters. We showed how to extract masses from lattice two-point functions, which we shall use extensively throughout this work in all remaining chapters.

## Chapter 4

## The Feynman-Hellmann Theorem

The first formulations of the FHT were presented in the 1930s, first by Göttinger in 1932 [153], followed by Pauli in 1933 [154], finally in 1937 and 1939 by Hellmann [155] and Feynman [156] respectively, from which the theorem derives it's name. On the lattice it is widely used to calculate sigma terms [157-169]. Various similar methods are in use on the lattice as well, such as the background field method [170-172] to calculate polarisabilities [173-177], including with momentum transfer [178, 179], hadron vacuum polarisation [180], as well double- $\beta$ decay [181, 182]. Other than the sigma terms, it has been used to calculate gluonic moments of the nucleon [183], by using anisotropy to provide an effective shift in the 'gluonic' magnetic and electric fields, via shifting temporal and spatial plaquettes. It can provide both connected [112, 184] and disconnected [185] form factors, as well as calculate renormalisation factors [186] and provide insight into resonance states [187].

The FHT is underpinned by a simple idea, a reverse of renormalisation. We renormalise a quantity, we expand it in terms of unperturbed diagrams, grouped by orders of powers of the introduced new Yukawa couplings. The renormalised propagators can be calculated to some order by calculating the appropriate diagrams. Suppose it were easier to calculate the renormalisation of a quantity, to all orders, than it was to calculate any of the diagrams involved in that renormalisation. If this were the case, then one could infer the value of the diagrams by changing the value of the coupling. The advantage of this is that one can calculate the renormalisation diagrams for non-perturbative objects, such as a low energy neutron or proton propagator. This is realised by introducing a weak external field to the Lagrangian and calculating the response to this field for various coupling strengths. We can determine the relation between a shift in Lagrangian to a shift in energy in multiple different spaces. In Quantum Mechanics (QM) the FHT relates shifts in the Hamiltonian, to matrix elements. In lattice QCD, this corresponds to shifts in Lagrangian density, with resultant shift in hadron energies.

Although alternative lattice approaches exist [188-191], we shall follow the approach of [112, 161, 183-185], deriving the FHT first for QM §4.1.1 and then extending it to second order $\S 4.1 .2$. While the formulation of the theorem in QFT is possible [192], we shall derive it for path integrals directly $\S 4.2$, including to multiple forms at second order, each with their advantages and disadvantages. A short discussion is given on problems extending these results to a more general form §4.3. Finally we finish with some comments about Euclidean and Minkowski connections in §4.4.

### 4.1 For QM

The principle of the FHT is most easily shown in the form originally presented by Feynman, in QM, which we then compare to the result from perturbation theory.

To derive the FHT for QM we first define the unperturbed system of states as an inner-
product space, diagonalised with respect to the Hamiltonian $H$

$$
\begin{align*}
\left\langle\psi_{n} \mid \psi_{m}\right\rangle & =\delta_{n m}  \tag{4.1}\\
H\left|\psi_{n}\right\rangle & =E_{n}\left|\psi_{n}\right\rangle . \tag{4.2}
\end{align*}
$$

Suppose that one varies the Hamiltonian by some continuous parameter $\lambda$, the modified system obeys

$$
\begin{align*}
\left\langle\psi_{n}(\lambda) \mid \psi_{m}(\lambda)\right\rangle_{\lambda} & =\delta_{n m}  \tag{4.3}\\
H(\lambda)\left|\psi_{n}(\lambda)\right\rangle_{\lambda} & =E_{n}(\lambda)\left|\psi_{n}(\lambda)\right\rangle_{\lambda} \tag{4.4}
\end{align*}
$$

where the states and measure both vary with $\lambda$. The energy of any particle can easily be obtained by

$$
\begin{equation*}
E_{n}(\lambda)=\left\langle\psi_{n}(\lambda)\right| H(\lambda)\left|\psi_{n}(\lambda)\right\rangle_{\lambda} \tag{4.5}
\end{equation*}
$$

which we shall now use to derive the FHT as presented in [156].

### 4.1.1 First Order

Taking derivatives of both sides of (4.5) gives

$$
\begin{equation*}
\frac{d E_{n}}{d \lambda}=\left\langle\psi_{n}(\lambda)\right| \frac{d H}{d \lambda}\left|\psi_{n}(\lambda)\right\rangle_{\lambda}+\left\langle\frac{d \psi_{n}}{d \lambda}\right| H(\lambda)\left|\psi_{n}(\lambda)\right\rangle_{\lambda}+\left\langle\psi_{n}(\lambda)\right| H(\lambda)\left|\frac{d \psi_{n}}{d \lambda}\right\rangle_{\lambda} \tag{4.6}
\end{equation*}
$$

where we use shorthand

$$
\begin{equation*}
\left\langle\frac{d \psi_{n}}{d \lambda}\right|=\frac{d}{d \lambda}\left\langle\left.\psi_{n}(\lambda)\right|_{\lambda}\right. \tag{4.7}
\end{equation*}
$$

Using (4.4) this becomes

$$
\begin{equation*}
\frac{d E_{n}}{d \lambda}=\left\langle\psi_{n}(\lambda)\right| \frac{d H}{d \lambda}\left|\psi_{n}(\lambda)\right\rangle_{\lambda}+E_{n}(\lambda)\left[\left\langle\left.\frac{d \psi_{n}}{d \lambda} \right\rvert\, \psi_{n}(\lambda)\right\rangle_{\lambda}+\left\langle\psi_{n}(\lambda) \left\lvert\, \frac{d \psi_{n}}{d \lambda}\right.\right\rangle_{\lambda}\right] . \tag{4.8}
\end{equation*}
$$

The latter two terms can be transformed via the product rule giving

$$
\begin{equation*}
\frac{d E_{n}}{d \lambda}=\left\langle\psi_{n}(\lambda)\right| \frac{d H}{d \lambda}\left|\psi_{n}(\lambda)\right\rangle_{\lambda}+E_{n}(\lambda) \frac{d}{d \lambda}\left\langle\psi_{n}(\lambda) \mid \psi_{n}(\lambda)\right\rangle_{\lambda} \tag{4.9}
\end{equation*}
$$

which disappears via (4.3) leaving just

$$
\begin{equation*}
\frac{d E_{n}}{d \lambda}=\left\langle\psi_{n}(\lambda)\right| \frac{d H}{d \lambda}\left|\psi_{n}(\lambda)\right\rangle_{\lambda} . \tag{4.10}
\end{equation*}
$$

By evaluating this expression in the limit of $\lambda \rightarrow 0$, the FHT in QM is

$$
\begin{equation*}
\left.\frac{d E_{n}}{d \lambda}\right|_{\lambda=0}=\left\langle\psi_{n}(0)\right| \frac{d H}{d \lambda}\left|\psi_{n}(0)\right\rangle_{0} \tag{4.11}
\end{equation*}
$$

It is obvious that this result is equivalent to the first order energy shift in perturbation theory for a linear shift in Lagrangian

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{0}+\lambda V . \tag{4.12}
\end{equation*}
$$

Like perturbation theory it is straightforward to extend to the degenerate case.

### 4.1.2 Second Order

To extend this to second order we take the derivative of (4.10), dropping explicit $\lambda$ dependence labels

$$
\begin{equation*}
\frac{d^{2} E_{n}}{d \lambda^{2}}=\left\langle\psi_{n}\right| \frac{d^{2} H}{d \lambda^{2}}\left|\psi_{n}\right\rangle+\left\langle\frac{d \psi_{n}}{d \lambda}\right| \frac{d H}{d \lambda}\left|\psi_{n}\right\rangle+\left\langle\psi_{n}\right| \frac{d H}{d \lambda}\left|\frac{d \psi_{n}}{d \lambda}\right\rangle . \tag{4.13}
\end{equation*}
$$

The former term looks just like the (4.10) but for the quadratic shift of the Hamiltonian, so we first focus on the latter two terms. Inserting a complete set of states

$$
\begin{equation*}
\frac{d^{2} E_{n}}{d \lambda^{2}}=\left\langle\psi_{n}\right| \frac{d^{2} H}{d \lambda^{2}}\left|\psi_{n}\right\rangle+\sum_{m}\left[\left\langle\left.\frac{d \psi_{n}}{d \lambda} \right\rvert\, \psi_{m}\right\rangle\left\langle\psi_{m}\right| \frac{d H}{d \lambda}\left|\psi_{n}\right\rangle+\left\langle\psi_{n}\right| \frac{d H}{d \lambda}\left|\psi_{m}\right\rangle\left\langle\psi_{m} \left\lvert\, \frac{d \psi_{n}}{d \lambda}\right.\right\rangle\right] . \tag{4.14}
\end{equation*}
$$

In the case where the $m=n$ the term inside the sum disappears. To see this consider the derivative

$$
\begin{equation*}
\frac{d}{d \lambda}\left\langle\psi_{n} \mid \psi_{m}\right\rangle=\left\langle\left.\frac{d \psi_{n}}{d \lambda} \right\rvert\, \psi_{m}\right\rangle+\left\langle\psi_{n} \left\lvert\, \frac{d \psi_{m}}{d \lambda}\right.\right\rangle=0 \tag{4.15}
\end{equation*}
$$

for any $n$ and $m$ including $n=m$, implying that those parts of (4.14) cancel, resulting in

$$
\begin{equation*}
\frac{d^{2} E_{n}}{d \lambda^{2}}=\left\langle\psi_{n}\right| \frac{d^{2} H}{d \lambda^{2}}\left|\psi_{n}\right\rangle+\sum_{m \neq n}\left[\left\langle\left.\frac{d \psi_{n}}{d \lambda} \right\rvert\, \psi_{m}\right\rangle\left\langle\psi_{m}\right| \frac{d H}{d \lambda}\left|\psi_{n}\right\rangle+\left\langle\psi_{n}\right| \frac{d H}{d \lambda}\left|\psi_{m}\right\rangle\left\langle\psi_{m} \left\lvert\, \frac{d \psi_{n}}{d \lambda}\right.\right\rangle\right] . \tag{4.16}
\end{equation*}
$$

To relate the shifts of states to the shifts in the Hamiltonian we take the derivative of an offdiagonal term of the Hamiltonian $m \neq n$

$$
\begin{equation*}
\frac{d}{d \lambda}\left\langle\psi_{m}\right| H\left|\psi_{n}\right\rangle=\left\langle\psi_{m}\right| \frac{d H}{d \lambda}\left|\psi_{n}\right\rangle+\left\langle\frac{d \psi_{m}}{d \lambda}\right| H\left|\psi_{n}\right\rangle+\left\langle\psi_{m}\right| H\left|\frac{d \psi_{n}}{d \lambda}\right\rangle \tag{4.17}
\end{equation*}
$$

which after applying $H$ reduces to

$$
\begin{equation*}
\frac{d}{d \lambda}\left\langle\psi_{m}\right| H\left|\psi_{n}\right\rangle=\left\langle\psi_{m}\right| \frac{d H}{d \lambda}\left|\psi_{n}\right\rangle+E_{n}\left\langle\left.\frac{d \psi_{m}}{d \lambda} \right\rvert\, \psi_{n}\right\rangle+E_{m}\left\langle\psi_{m} \left\lvert\, \frac{d \psi_{n}}{d \lambda}\right.\right\rangle . \tag{4.18}
\end{equation*}
$$

By utilising (4.15) the condition $m \neq n$ implies the LHS is 0 , so the RHS can be rewritten, yielding

$$
\begin{equation*}
0=\left\langle\psi_{m}\right| \frac{d H}{d \lambda}\left|\psi_{n}\right\rangle+\left[E_{m}-E_{n}\right]\left\langle\psi_{m} \left\lvert\, \frac{d \psi_{n}}{d \lambda}\right.\right\rangle . \tag{4.19}
\end{equation*}
$$

By using this with careful substitution of $m$ and $n$ of (4.16) we get

$$
\begin{equation*}
\frac{d^{2} E_{n}}{d \lambda^{2}}=\left\langle\psi_{n}\right| \frac{d^{2} H}{d \lambda^{2}}\left|\psi_{n}\right\rangle+\sum_{m \neq n} \frac{\left.\left|\left\langle\psi_{n}\right| \frac{d H}{d \lambda}\right| \psi_{m}\right\rangle\left.\right|^{2}}{E_{m}-E_{n}} \tag{4.20}
\end{equation*}
$$

which evaluated at $\lambda=0$ is the second order FHT for QM

$$
\begin{equation*}
\left.\frac{d^{2} E_{n}}{d \lambda^{2}}\right|_{\lambda=0}=\left\langle\psi_{n}(0)\right| \frac{d^{2} H}{d \lambda^{2}}\left|\psi_{n}(0)\right\rangle_{0}+\sum_{m \neq n} \frac{\left.\left|\left\langle\psi_{n}(0)\right| \frac{d H}{d \lambda}\right| \psi_{m}(0)\right\rangle\left._{0}\right|^{2}}{E_{m}(0)-E_{n}(0)} \tag{4.21}
\end{equation*}
$$

Like with the linear perturbation (4.12) we get the familiar result from perturbation theory, for the second order shift. This extension is useful as a demonstration of what we will find, but to fully understand what happens we would need to re-derive this for QFT, or GFT. A QFT formulation can be found in [192], so we shall focus on the latter with a direct derivation using path integrals.

### 4.2 For Path Integrals

To understand the structure of a modified Hamiltonian or equivalently action on the lattice, we need to know the form of the states on the lattice. We can infer this information by calculating the FHT for discretised path integrals. It will turn out that the second order shift requires knowledge of the first order amplitude shift. As it will be useful at second order to consider action modification involving multiple different currents at the same time, we consider action modifications with multiple $\lambda$. If we modify our action with an arbitrary number of $\lambda$

$$
\begin{equation*}
S \rightarrow S(\boldsymbol{\lambda}):=S\left(\lambda_{1}, \lambda_{2}, \cdots\right) \tag{4.22}
\end{equation*}
$$

we can derive equivalent results for lattice QCD. Our normalisation condition (3.61) is now

$$
\begin{equation*}
\langle Y, \vec{k} \mid X, \vec{p}\rangle_{\lambda}:=2 E_{X, \vec{p}}(\boldsymbol{\lambda}) \delta_{X Y}(2 \pi)^{3} \delta^{(3)}(\vec{p}-\vec{k}) \tag{4.23}
\end{equation*}
$$

and similar for the identity operator for the complete set of states (3.60). Starting with a basic momentum dependent two-point function in form (3.69) and (3.72) from $\S 3.5$. 1 giving two equivalent forms of $G_{\chi \lambda}^{(2)}\left(x_{4}, \vec{p}\right)$, in terms of the vacuum expectation value this is

$$
\begin{equation*}
G_{\chi \lambda}^{(2)}\left(x_{4}, \vec{p}\right)=\int d^{3} x e^{-i \vec{p} \cdot \vec{x}}\left\langle\chi(x) \chi^{\dagger}(0)\right\rangle_{\lambda} \tag{4.24}
\end{equation*}
$$

and in spectral form this is

$$
\begin{equation*}
G_{\chi \lambda}^{(2)}\left(x_{4}, \vec{p}\right)=\sum_{X} g_{\chi \lambda}^{(2)}[X, \vec{p}] e^{-E_{X, \bar{p}}(\lambda) x_{4}} . \tag{4.25}
\end{equation*}
$$

By taking derivatives of both sides one can then relate energy shifts to matrix elements. We start with the first order case $\S 4.2 .1$, before forming the extended FHT at second order $\S 4.2 .2$, finally we shall look at a useful formulation of the second order FHT with momentum transfer §4.2.3, taking advantage of intricacies of the first order proof. Correlator notation used is defined in §3.5.

### 4.2.1 First Order

To start we construct pieces for a general shift in action. The action is present in the path integral (3.12) and partition function (3.13), the derivative of (4.24) is then

$$
\begin{equation*}
\frac{\partial}{\partial \lambda_{i}} G_{\chi \lambda}^{(2)}(x)=\left\langle\frac{\partial}{\partial \lambda_{i}}\left(\chi(x) \chi^{\dagger}(0)\right)\right\rangle_{\lambda}-\left\langle\chi(x) \chi^{\dagger}(0) \frac{\partial S}{\partial \lambda_{i}}\right\rangle_{\lambda}+\left\langle\frac{\partial S}{\partial \lambda_{i}}\right\rangle_{\lambda}\left\langle\chi(x) \chi^{\dagger}(0)\right\rangle_{\lambda} \tag{4.26}
\end{equation*}
$$

the first term being the shift in our choice of creation and annihilation operators with respect to $\lambda_{i}$, the second will contain the matrix element we are interested in. The third term is the vacuum correction to the operator in the second term arising from the partition function, which will vanish for our choice of operators, but is important later for $\S 4.2$.2. If one wanted to include this term one can simply redefine ones current in the Lagrangian to be vacuum subtracted. Under these assumptions we then have

$$
\begin{equation*}
\frac{\partial}{\partial \lambda_{i}} G_{\chi \lambda}^{(2)}(x)=-\left\langle\chi(x) \chi^{\dagger}(0) \frac{\partial S}{\partial \lambda_{i}}\right\rangle_{\lambda} \tag{4.27}
\end{equation*}
$$

where we stress that there is implicit time ordering inside the expectation value. The derivative of (4.25) meanwhile reads

$$
\begin{equation*}
\frac{\partial}{\partial \lambda_{i}} G_{\chi \lambda}^{(2)}\left(x_{4}, \vec{p}\right)=\sum_{X}\left[\frac{\partial}{\partial \lambda_{i}} g_{\chi \lambda}^{(2)}[X, \vec{p}]-x_{4} \frac{\partial E_{X, \vec{p}}}{\partial \lambda_{i}} g_{\chi \lambda}^{(2)}[X, \vec{p}]\right] e^{-E_{X, \vec{p}}(\boldsymbol{\lambda}) x_{4}} . \tag{4.28}
\end{equation*}
$$

It is clear now that to find the energy shift one only needs to find the term in (4.27) which has the same energy dependency of the second term in (4.28), which we shall refer to as timeenhancement or $x_{4}$-enhancement. As it will turn out the important factor for this time-enhancement will be energy degeneracy, which we shall assume to be only in the case where the states are the same, in other words the states of interest for us to evaluate will be non-degenerate energy eigenstates, which we shall relax later. There are energy degenerate states in the tower of states, but these do not affect lower energy non-degenerate states in our proof, and so can be ignored. Despite only needing the $x_{4}$-enhanced terms for the first order FHT we will need the first term in (4.28) as well for calculation of the second order FHT in §4.2.2.

With a modification of our action of form

$$
\begin{equation*}
S\left(\lambda_{i}\right)=S(0)+\lambda_{i} \int d^{4} x e^{i \vec{q}_{i} \cdot \vec{x}} J_{i}(x) \tag{4.29}
\end{equation*}
$$

for some translationally invariant $J_{i}$, then (4.27) becomes the time-ordered expression

$$
\begin{equation*}
\frac{\partial}{\partial \lambda_{i}} G_{\chi \lambda}^{(2)}(x)=-\left\langle\int d^{4} y e^{i \overrightarrow{q_{i}} \cdot \vec{y}} T\left\{\chi(x) \chi^{\dagger}(0) J_{i}(y)\right\}\right\rangle_{\lambda} \tag{4.30}
\end{equation*}
$$

First we resolve the time ordering

$$
\begin{align*}
-\frac{\partial}{\partial \lambda_{i}} G_{\chi \lambda}^{(2)}(x) & =\int_{x_{4}}^{\infty} d y_{4} \int d^{3} y e^{i \vec{q}_{i} \cdot \vec{y}}\left\langle J_{i}(y) \chi(x) \chi^{\dagger}(0)\right\rangle_{\lambda} \\
& +\int_{0}^{x_{4}} d y_{4} \int d^{3} y e^{i \vec{q}_{i} \cdot \vec{y}}\left\langle\chi(x) J_{i}(y) \chi^{\dagger}(0)\right\rangle_{\lambda}  \tag{4.31}\\
& +\int_{-\infty}^{0} d y_{4} \int d^{3} y e^{i \overrightarrow{q_{i}} \cdot \vec{y}}\left\langle\chi(x) \chi^{\dagger}(0) J_{i}(y)\right\rangle_{\lambda} .
\end{align*}
$$

The first and last terms look like re-definitions of our interpolating operator overlap with the vacuum, which makes us expect them to affect $\frac{\partial}{\partial \lambda_{i}} g_{\chi \lambda}^{(2)}$, not the energy shift itself which we shall prove now. Dropping all explicit $\boldsymbol{\lambda}$ dependence labels, inserting a complete set of states on the first term of (4.31) gives

$$
\begin{equation*}
\sum_{X, Y} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int \frac{d^{3} k_{2}}{(2 \pi)^{3}} \int_{x_{4}}^{\infty} d y_{4} \int d^{3} y e^{i \vec{q}_{i} \cdot y_{J_{i}} g^{\dagger}}(X) \quad\left[, \vec{k}_{1} ; Y, \vec{k}_{2} ; y, x, 0\right] . \tag{4.32}
\end{equation*}
$$

We then pull out the explicit operator space-time dependence referring to $k_{1}=\left(\vec{k}, i E_{X, \vec{k}_{1}}\right)$ and similar for $k_{2}$

$$
\begin{equation*}
\sum_{X, Y} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int \frac{d^{3} k_{2}}{(2 \pi)^{3}} \int_{x_{4}}^{\infty} d y_{4} \int d^{3} y e^{i k_{1} \cdot y} e^{i\left(k_{2}-k_{1}\right) \cdot x} e^{i \vec{q}_{i} \cdot \vec{y}} g_{J_{i} \chi \chi^{\dagger}}^{(3)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{2}\right] . \tag{4.33}
\end{equation*}
$$

which after integration of $k_{1}$ and $\vec{y}$ simplifies to

$$
\begin{equation*}
\sum_{X, Y} \int \frac{d^{3} k_{2}}{(2 \pi)^{3}} \int_{x_{4}}^{\infty} d y_{4} e^{-E_{X,-\vec{q}_{i}} y_{4}} e^{-\left(E_{Y, \vec{k}_{2}}-E_{X,-\vec{q}_{i}}\right) x_{4}} e^{i \vec{k}_{2} \cdot \vec{x}} g_{J_{i} \chi \chi^{\dagger}}^{(3)}\left[X,-\overrightarrow{q_{i}} ; Y, \vec{k}_{2}\right] . \tag{4.34}
\end{equation*}
$$

Now we can integrate over $y_{4}$

$$
\begin{equation*}
\sum_{X, Y} \int \frac{d^{3} k_{2}}{(2 \pi)^{3}} \frac{1}{E_{X,-\vec{q}_{i}}} e^{-E_{Y, \vec{k}_{2}} x_{4}} e^{i \vec{k}_{2} \cdot \vec{x}} g_{J_{i} \chi \chi^{\dagger}}^{(3)}\left[X,-\overrightarrow{q_{i}} ; Y, \vec{k}_{2}\right] . \tag{4.35}
\end{equation*}
$$

In a similar fashion the last term of (4.31) becomes

$$
\begin{equation*}
\sum_{X, Y} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \frac{1}{E_{Y, \vec{q}_{i}}} e^{-E_{X, \vec{k}_{1}} x_{4}} e^{i \vec{k}_{1} \cdot \vec{x}} g_{\chi \chi^{\dagger} J_{i}}^{(3)}\left[X, \vec{k}_{1} ; Y, \vec{q}_{i}\right] \tag{4.36}
\end{equation*}
$$

which after reautorefling $X, Y, k_{1}, k_{2}$, as well as using $E_{X, \vec{q}_{i}}=E_{X,-\vec{q}_{i}}$ we can combine (4.35) and (4.36) into one expression

$$
\begin{equation*}
\sum_{X, Y} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \frac{1}{E_{Y, \vec{q}_{i}}} e^{-E_{X, \vec{k}_{1}} x_{4}} e^{i \vec{k}_{1} \cdot \vec{x}}\left(g_{\chi \chi^{\dagger} J_{i}}^{(3)}\left[X, \vec{k}_{1} ; Y, \vec{q}_{i}\right]+g_{J_{i} \chi \chi^{\dagger}}^{(3)}\left[Y,-\vec{q}_{i} ; X, \vec{k}_{1}\right]\right) . \tag{4.37}
\end{equation*}
$$

As expected neither term has the required time-enhancement, instead they only provides a multiplicative factor to our vacuum overlap of $\chi$.

We can insert a complete set of states into the middle term of (4.31)

$$
\begin{equation*}
\sum_{X, Y} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int \frac{d^{3} k_{2}}{(2 \pi)^{3}} \int_{0}^{x_{4}} d y_{4} \int d^{3} y e^{i \overrightarrow{q_{i}} \cdot \vec{y}} g_{\chi J_{i} \chi^{\dagger}}^{(3)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{2} ; x, y, 0\right] \tag{4.38}
\end{equation*}
$$

and pull out explicit space-time dependence

$$
\begin{equation*}
\sum_{X, Y} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int \frac{d^{3} k_{2}}{(2 \pi)^{3}} \int_{0}^{x_{4}} d y_{4} \int d^{3} y e^{i k_{1} \cdot x} e^{i\left(k_{2}-k_{1}\right) \cdot y} e^{i \vec{q}_{i} \cdot \vec{y}} g_{\chi J_{i} \chi^{\dagger}}^{(3)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{2}\right] . \tag{4.39}
\end{equation*}
$$

Integration of $\vec{y}$ and $\vec{k}_{2}$ then reduces the momentum dependence to one momenta

$$
\begin{equation*}
\sum_{X, Y} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int_{0}^{x_{4}} d y_{4} e^{i k_{1} \cdot x} e^{-\left(E_{Y,\left(\vec{k}_{1}-\vec{q}_{i}\right)}-E_{X, \vec{k}_{1}}\right) y_{4}} g_{\chi J_{i} \chi^{\dagger}}^{(3)}\left[X, \vec{k}_{1} ; Y,\left(\vec{k}_{1}-\vec{q}_{i}\right)\right] . \tag{4.40}
\end{equation*}
$$

Now we finally see a term with possible time dependence in the case where $E_{X, \vec{k}_{1}}=E_{Y, \vec{k}_{1}}$ then the integral over $y_{4}$ will give us an $x_{4}$-enhancement, for any degeneracies of energies. We can split our sum into degenerate and non-degenerate parts

$$
\begin{align*}
& \sum_{\left\{X, Y \mid E_{X, \vec{k}_{1}}=E_{Y,\left(\vec{k}_{1}-\vec{q}_{i}\right)}\right\}} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int_{0}^{x_{4}} d y_{4} e^{i k_{1} \cdot x} g_{\chi J_{i} \chi^{\dagger}}^{(3)}\left[X, \vec{k}_{1} ; Y,\left(\vec{k}_{1}-\vec{q}_{i}\right)\right] \\
+ & \sum_{\left\{X, Y \mid E_{X, \vec{k}_{1}} \neq E_{Y,\left(\vec{k}_{1}-\vec{q}_{i}\right)}\right\}} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int_{0}^{x_{4}} d y_{4} e^{i k_{1} \cdot x} g_{\chi J_{i} \chi^{\dagger}}^{(3)}\left[X, \vec{k}_{1} ; Y,\left(\vec{k}_{1}-\vec{q}_{i}\right)\right] e^{-\left(E_{Y Y\left(\vec{k}_{1}-\vec{q}_{i}\right)}-E_{X, \vec{k}_{1}}\right) y_{4}} . \tag{4.41}
\end{align*}
$$

By integrating over $y_{4}$ in each term the time-enhancement becomes apparent

$$
\begin{align*}
& \sum_{\left\{X, Y \mid E_{X, \vec{k}_{1}}=E_{Y,\left(\vec{k}_{1}-\vec{q}_{i}\right)}\right)} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} e^{i \vec{k}_{1} \cdot \vec{x}} g_{\chi J_{i} \chi^{\dagger}}^{(3)}\left[X, \vec{k}_{1} ; Y,\left(\vec{k}_{1}-\vec{q}_{i}\right)\right] x_{4} e^{-E_{X, \vec{k}_{1}} x_{4}} \\
+ & \sum_{\left\{X, Y \mid E_{X, \vec{k}_{1}} \neq E_{Y,\left(\vec{k}_{1}-\vec{q}_{i}\right)}\right\}} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} e^{i \vec{k}_{1} \cdot \vec{x}} g_{\chi J_{i} \chi^{\dagger}}^{(3)}\left[X, \vec{k}_{1} ; Y,\left(\vec{k}_{1}-\vec{q}_{i}\right)\right] \frac{e^{-E_{X, \vec{k}_{1}} x_{4}}-e^{-E_{Y,\left(\vec{k}_{1}-\vec{q}_{i}\right)^{x}}}}{E_{Y,\left(\vec{k}_{1}-\vec{q}_{i}\right)}-E_{X, \vec{k}_{1}}} . \tag{4.42}
\end{align*}
$$

This degeneracy yielding time-enhancement shall play out in a similar manner in our second order derivations. To finish this proof, we will need to match time dependence, which we do by relabelling terms to each include only a single exponential

$$
\begin{align*}
& \sum_{\left\{X, Y \mid E_{X, \vec{k}_{1}}=E_{Y,\left(\vec{k}_{1}-\vec{q}_{i}\right)}\right\}} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} e^{i \vec{k}_{1} \cdot \vec{x}} g_{\chi J_{i} J^{\dagger}}^{(3)}\left[X, \vec{k}_{1} ; Y,\left(\vec{k}_{1}-\vec{q}_{i}\right)\right] x_{4} e^{-E_{X, \vec{k}_{1}} x_{4}} \\
+ & \sum_{\left\{X, Y \mid E_{X, \vec{k}_{1}} \neq E_{Y,\left(\vec{k}_{1}-\vec{q}_{i}\right)}\right\}} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} e^{i \vec{k}_{1} \cdot \vec{x}} g_{\chi J_{i} J^{\dagger}}^{(3)}\left[X, \vec{k}_{1} ; Y,\left(\vec{k}_{1}-\vec{q}_{i}\right)\right] \frac{e^{-E_{X, \vec{k}_{1}} x_{4}}}{E_{Y,\left(\vec{k}_{1}-\vec{q}_{i}\right)}-E_{X, \vec{k}_{1}}}  \tag{4.43}\\
+ & \sum_{\left\{X, Y \mid E_{X,\left(\vec{k}_{1}-\vec{q}_{i}\right)} \neq E_{Y, \vec{k}_{1}}\right\}} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} e^{i \vec{k}_{1} \cdot \vec{x}} g_{\chi J_{i} \chi^{\dagger}}^{(3)}\left[Y, \vec{k}_{1} ; X,\left(\vec{k}_{1}-\vec{q}_{i}\right)\right] \frac{e^{-E_{X,\left(\vec{k}_{1}-\vec{q}_{i}\right)} x_{4}}}{E_{Y, \vec{k}_{1}}-E_{X,\left(\vec{k}_{1}-\vec{q}_{i}\right)}}
\end{align*}
$$

Combining all these terms together we see the full shift in the two point correlator

$$
\begin{align*}
-\frac{\partial}{\partial \lambda_{i}} G_{\chi \lambda}^{(2)}(\vec{p})= & \sum_{X, Y}\left(g_{\chi \chi^{\dagger} J_{i}}^{(3)}\left[X, \vec{p} ; Y, \vec{q}_{i}\right]+g_{J_{i} \chi \chi^{\dagger}}^{(3)}\left[Y,-\overrightarrow{q_{i}} ; X, \vec{p}\right]\right) \frac{1}{E_{Y, \vec{q}_{i}}} e^{-E_{X, \vec{p}} x_{4}} \\
+ & \sum_{\left\{X, Y \mid E_{X, \vec{p}}=E_{Y,\left(\vec{p}-\vec{q}_{i}\right)}\right)} g_{\chi J_{i} \chi^{\dagger}}^{(3)}\left[X, \vec{p} ; Y,\left(\vec{p}-\overrightarrow{q_{i}}\right)\right] x_{4} e^{-E_{X, \vec{p}} x_{4}} \\
+ & \sum_{\left\{X, Y \mid E_{X, \vec{p}} \neq E_{Y,\left(\vec{p}-\vec{q}_{i}\right)}\right\}} g_{\chi J_{i} \chi^{\dagger}}^{(3)}\left[X, \vec{p} ; Y,\left(\vec{p}-\overrightarrow{q_{i}}\right)\right] \frac{e^{-E_{X, \vec{p}} x_{4}}}{E_{Y,\left(\vec{p}-\vec{q}_{i}\right)}-E_{X, \vec{p}}}  \tag{4.44}\\
+ & \sum_{\left\{X, Y \mid E_{X,\left(\vec{p}-\vec{q}_{i}\right)} \neq E_{Y, \vec{p}}\right\}} g_{\chi J_{i} \chi^{\dagger}}^{(3)}\left[Y, \vec{p} ; X,\left(\vec{p}-\overrightarrow{q_{i}}\right)\right] \frac{e^{-E_{X,\left(\vec{p}-\vec{q}_{i}\right)} x_{4}}}{E_{Y, \vec{p}}-E_{X,\left(\vec{p}-\vec{q}_{i}\right)}} .
\end{align*}
$$

Due to energy degeneracy requirements being dependent on $\vec{q}_{i}$ we look at the FHT in two cases; forward and non-forward.

## Forward Case

Let us first consider the forward case, $\vec{q}_{i}=\overrightarrow{0}$. If we assume that there is no energy degeneracy in our state of interest then under our assumptions

$$
\begin{equation*}
E_{X, \vec{p}}=E_{Y, \vec{p}} \Longrightarrow X=Y \tag{4.45}
\end{equation*}
$$

As the relationship (4.44) is true for all times we can use the time dependence to match up specific $X$ terms. Consider the large time limits, only the lowest energy states contribute. By matching the lowest energy terms on both sides we can subtract these terms and repeat. In such a manner we can match up to arbitrary order. Alternatively one can think in terms of constructing perfect operators, in theory using correlator matrix techniques or similar other methods, an operator that overlaps with only one state can be constructed. Either way this matching allows us to get results, of a particular state $X$ with momentum $\vec{p}$ for shift in overlap

$$
\begin{align*}
-\frac{\partial}{\partial \lambda_{i}} g_{\chi \lambda}^{(2)}[X, \vec{p}] & =\sum_{Y} \frac{1}{E_{Y, \overrightarrow{0}}(\boldsymbol{\lambda})}\left(g_{\chi \chi^{\dagger} J_{i}}^{(3)}[X, \vec{p} ; Y, \overrightarrow{0}]+g_{J_{i} \chi \chi^{\dagger}}^{(3)}[Y, \overrightarrow{0} ; X, \vec{p}]\right) \\
& +\sum_{Y \neq X} \frac{1}{E_{Y, \vec{p}}(\boldsymbol{\lambda})-E_{X, \vec{p}}(\boldsymbol{\lambda})}\left(g_{\chi J_{i} \chi^{\dagger}}^{(3)}[X, \vec{p} ; Y, \vec{p}]+g_{\chi J_{i} \chi^{\dagger}}^{(3)}[Y, \vec{p} ; X, \vec{p}]\right) \tag{4.46}
\end{align*}
$$

and shift in energy

$$
\begin{equation*}
\frac{\partial E_{X, \vec{p}}}{\partial \lambda_{i}}=\frac{g_{\chi J_{i} \chi^{\dagger} \boldsymbol{\lambda}}^{(3)}[X, \vec{p} ; X, \vec{p}]}{g_{\chi \lambda}^{(2)}[X, \vec{p}]}=\frac{1}{2 E_{X, \vec{p}}(\boldsymbol{\lambda})}\langle X, \vec{p}| J_{i}(0)|X, \vec{p}\rangle_{\boldsymbol{\lambda}} \tag{4.47}
\end{equation*}
$$

respectively.
By evaluating these expressions at $\lambda=0$ we then have the shift in the overlap

$$
\begin{align*}
-\left.\frac{\partial}{\partial \lambda_{i}} g_{\chi \lambda}^{(2)}[X, \vec{p}]\right|_{\lambda=0} & =\sum_{Y} \frac{1}{E_{Y, 0}}\left(g_{\chi \chi^{\dagger} J_{i}}^{(3)}[X, \vec{p} ; Y, \overrightarrow{0}]+g_{J_{i} \chi \chi^{\dagger}}^{(3)}[Y, \overrightarrow{0} ; X, \vec{p}]\right)  \tag{4.48}\\
& +\sum_{Y \neq X} \frac{1}{E_{Y, \vec{p}}-E_{X, \vec{p}}}\left(g_{\chi J_{i} \chi^{\dagger}}^{(3)}[X, \vec{p} ; Y, \vec{p}]+g_{\chi J_{i} \chi^{\dagger}}^{(3)}[Y, \vec{p} ; X, \vec{p}]\right)
\end{align*}
$$

while not explored in this work, also encodes interesting phenomena, the first term represents the redefinition of the two-point function overlap, while the second part matches an energy


Figure 4.1: The diagram corresponding to the first order FHT without momentum transfer, that one can calculate from the first order energy shift
weighted set of all transition amplitudes from our state, which we shall see looks like a 'halfpiece' of the second order FHT.

Now finally we can write the FHT for the linear forward case

$$
\begin{equation*}
\left|\frac{\partial E_{X, \vec{p}}}{\partial \lambda_{i}}\right|_{\lambda=0}=\frac{1}{2 E_{X, \vec{p}}}\langle X, \vec{p}| J_{i}(0)|X, \vec{p}\rangle_{0} . \tag{4.49}
\end{equation*}
$$

This relates the linear response of the energy, introduced by a weak external field to a matrix element of one operator, a three-point functions defined in §A. 1 with external legs removed. This allows us to calculate simple vertex diagrams as depicted by Figure 4.1.

## Non-forward Case

To extend this result to include the non-forward case we have to take care with our redefined states. Notice the energy exponential in the last term of (4.43), at non-zero $q_{i}$ our states $|X, \vec{p}\rangle$ and $|X,(\vec{p}-\vec{q} i)\rangle$ now mix. Before in our FHT we dealt with Hermitian modifications to our Hamiltonian, here the momentum transfer is off forward and so need to take a form which is Hermitian, by introducing a 'cosine' momentum transfer term

$$
\begin{equation*}
\frac{\partial S}{\partial \lambda_{i}}=\int d^{4} x\left(e^{i \vec{q}_{i} \cdot \vec{x}}+e^{-i \vec{q}_{i} \cdot \vec{x}}\right) J_{i}(x) . \tag{4.50}
\end{equation*}
$$

The observation that our states mix, is then equivalent to saying that we are dealing with energy degenerate states for non-zero $x_{4}$-enhanced terms. Assuming all energy degeneracies occur between the same state, choosing $p$ and $q_{i}$ such that $|\vec{p}|=\left|\vec{p}-\vec{q}_{i}\right|$, the term of interest is

$$
\begin{equation*}
\frac{\partial}{\partial \lambda_{i}} G_{\chi \lambda}^{(2)}(\vec{p})=-\sum_{X} g_{\chi J_{i} \chi^{\dagger}}^{(3)}\left[X, \vec{p} ; X,\left(\vec{p}-\vec{q}_{i}\right)\right] x_{4} e^{-E_{X, \vec{p}} x_{4}}+\cdots \tag{4.51}
\end{equation*}
$$

where the matrix element of each state $X, \vec{p}$ will mix with

$$
\begin{equation*}
g_{X_{i} \chi^{\dagger}}^{(3)}\left[X,\left(\vec{p}-\overrightarrow{q_{i}}\right) ; X, \vec{p}\right] x_{4} e^{\left.-E_{X,\left(\vec{p}-\vec{q}_{i}\right.}\right)^{x_{4}}} . \tag{4.52}
\end{equation*}
$$

To counteract this if we instead consider shifts of combinations of $G_{\chi \lambda}^{(2)}(\vec{p})$ and $G_{\chi \lambda}^{(2)}\left(\vec{p}-\vec{q}_{i}\right)$ then we can diagonalise the problem to get proper energy shifts free of mixing. Again assuming the degeneracy in energy only occurs in momenta, the combinations

$$
\begin{align*}
& \left|X_{\vec{q}_{i}}^{+}, \vec{p}\right\rangle=\frac{1}{\sqrt{2}}\left(|X, \vec{p}\rangle+e^{i \theta}\left|X,\left(\vec{p}-\vec{q}_{i}\right)\right\rangle\right)  \tag{4.53}\\
& \left|X_{\vec{q}_{i}}^{-}, \vec{p}\right\rangle=\frac{1}{\sqrt{2}}\left(|X, \vec{p}\rangle-e^{i \theta}\left|X,\left(\vec{p}-\vec{q}_{i}\right)\right\rangle\right) \tag{4.54}
\end{align*}
$$



Figure 4.2: The diagrams corresponding to the first order FHT with momentum transfer, for the case where $|\vec{p}|=\left|\vec{p}-\overrightarrow{q_{i}}\right|$. Both these diagrams are calculated at once using the first order energy shift
will diagonalise the problem for any choice of relative phase $\theta \in \mathbb{R}$. While we are free to choose either of these states in our calculation, in practice we use the former with $\theta=0$, as the latter will results in subtraction of correlation functions at $\lambda=0$. The same setup occurs when the degenerate state is $|\vec{p}|=\left|\vec{p}+\vec{q}_{i}\right|$. Either way by modifying our completeness relation we then get matching

$$
\begin{equation*}
\left|\frac{\partial E_{X_{\vec{q}_{i}}^{+}, \vec{p}}}{\partial \lambda_{i}}\right|_{\lambda=0}=\frac{1}{2 E_{X_{q_{i}}^{+}, \vec{p}}}\left\langle X_{\vec{q}_{i}}^{+}, \vec{p}\right| J_{i}(0)\left|X_{\vec{q}_{i}}^{+}, \vec{p}\right\rangle_{0} . \tag{4.55}
\end{equation*}
$$

Where the matrix element will be zero in cases where the magnitude of the momenta aren't the same. The corresponding diagrams are Figure 4.2. This form of the FHT is useful in reaching large momentum transfers on the lattice, but not the focus of this work, except for correct derivation of the second order FHT. For results using this to calculate electromagnetic form factors see [112], or for a more in depth derivation of the theory see [193].

In addition we can say something about the shift in the amplitude, but the strategy has to change. Consider the long time behaviour of the function, it will be dominated only by exponentials of the lowest energy states, that is the lowest energy states that mix with $|X, \vec{p}\rangle$ or $\left|X,\left(\vec{p}-\vec{q}_{i}\right)\right\rangle$. In our case, by construction, the lowest energy states are of momentum $\vec{p}$ and $\vec{p}-\vec{q}_{i}$ respectively. This means in this case, extraction of the shift in overlap is possible, through a similar manner as described in the forward case. For a second order derivation, we will avoid the Breit frame for intermediate momenta ( $\frac{2 p \cdot q}{Q^{2}} \neq 1$ in it's terminology), stepping around this issue.

### 4.2.2 Second Order

For the first order case we used first order derivatives of $G_{\chi \lambda}^{(2)}\left(x_{4}, \vec{p}\right)$ which we recall have forms

$$
\begin{equation*}
G_{\chi \lambda}^{(2)}\left(x_{4}, \vec{p}\right)=\int d^{3} x e^{-i \vec{p} \cdot \vec{x}}\left\langle\chi(x) \chi^{\dagger}(0)\right\rangle_{\lambda} \tag{4.24}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{\chi \lambda}^{(2)}\left(x_{4}, \vec{p}\right)=\sum_{X} g_{\chi \lambda}^{(2)}[X, \vec{p}] e^{-E_{X, \vec{p}}(\boldsymbol{\lambda}) x_{4}} \tag{4.25}
\end{equation*}
$$

We shall now repeat the same steps, but taking second order derivatives of both sides, which
for (4.24) goes like

$$
\begin{align*}
\frac{\partial^{2}}{\partial \lambda_{i} \partial \lambda_{j}} G_{\chi \lambda}^{(2)}(x) & =\left\langle\frac{\partial^{2}}{\partial \lambda_{i} \partial \lambda_{j}}\left(\chi(x) \chi^{\dagger}(0)\right)\right\rangle_{\lambda} \\
& -2\left\langle\frac{\partial}{\partial \lambda_{i}}\left(\chi(x) \chi^{\dagger}(0)\right) \frac{\partial S}{\partial \lambda_{j}}\right\rangle_{\lambda}+2\left\langle\frac{\partial S}{\partial \lambda_{j}}\right\rangle_{\lambda}\left\langle\frac{\partial}{\partial \lambda_{i}}\left(\chi(x) \chi^{\dagger}(0)\right)\right\rangle_{\lambda} \\
& -2\left\langle\frac{\partial}{\partial \lambda_{j}}\left(\chi(x) \chi^{\dagger}(0)\right) \frac{\partial S}{\partial \lambda_{i}}\right\rangle_{\lambda}+2\left\langle\frac{\partial S}{\partial \lambda_{i}}\right\rangle_{\lambda}\left\langle\frac{\partial}{\partial \lambda_{j}}\left(\chi(x) \chi^{\dagger}(0)\right)\right\rangle_{\lambda}  \tag{4.56}\\
& -\left\langle\chi(x) \chi^{\dagger}(0) \frac{\partial^{2} S}{\partial \lambda_{i} \partial \lambda_{j}}\right\rangle_{\lambda}+\left\langle\chi(x) \chi^{\dagger}(0) \frac{\partial S}{\partial \lambda_{i}} \frac{\partial S}{\partial \lambda_{j}}\right\rangle_{\lambda} \\
& -2\left\langle\frac{\partial S}{\partial \lambda_{i}}\right\rangle_{\lambda}\left\langle\chi(x) \chi^{\dagger}(0) \frac{\partial S}{\partial \lambda_{j}}\right\rangle_{\lambda}-2\left\langle\frac{\partial S}{\partial \lambda_{j}}\right\rangle_{\lambda}\left\langle\chi(x) \chi^{\dagger}(0) \frac{\partial S}{\partial \lambda_{i}}\right\rangle_{\lambda} \\
& +\left\langle\frac{\partial S}{\partial \lambda_{i}}\right\rangle_{\lambda}\left\langle\frac{\partial S}{\partial \lambda_{j}}\right\rangle_{\lambda}\left\langle\chi(x) \chi^{\dagger}(0)\right\rangle_{\lambda}+\left\langle\frac{\partial^{2} S}{\partial \lambda_{i} \partial \lambda_{j}}\right\rangle_{\lambda}\left\langle\chi(x) \chi^{\dagger}(0)\right\rangle_{\lambda}
\end{align*}
$$

with the same conditions as before on (4.26), all derivatives of our interpolators are 0 by construction and the vacuum expectations values at first order are zero, giving a much reduced expression

$$
\begin{equation*}
\frac{\partial^{2}}{\partial \lambda_{i} \partial \lambda_{j}} G_{\chi \lambda}^{(2)}(x)=-\left\langle\chi(x) \chi^{\dagger}(0) \frac{\partial^{2} S}{\partial \lambda_{i} \partial \lambda_{j}}\right\rangle_{\lambda}+\left\langle\chi(x) \chi^{\dagger}(0) \frac{\partial S}{\partial \lambda_{i}} \frac{\partial S}{\partial \lambda_{j}}\right\rangle_{\lambda}+\left\langle\frac{\partial^{2} S}{\partial \lambda_{i} \partial \lambda_{j}}\right\rangle_{\lambda}\left\langle\chi(x) \chi^{\dagger}(0)\right\rangle_{\lambda} . \tag{4.57}
\end{equation*}
$$

The first term is present only if our action shift is not linear in $\lambda$, relevant only for certain currents. It's derivation is identical to the first order case, but matching to the second order energy shift. The third term is a vacuum expectation value of a product of our currents and is non-zero in cases we shall look at, but as we only look at connected contributions at second order, neglect for this work. Finally the second order term, is the term we wish to extract. The derivative of (4.25) meanwhile becomes

$$
\begin{align*}
\frac{\partial^{2} G_{\chi \lambda}^{(2)}}{\partial \lambda_{i} \partial \lambda_{j}}\left(x_{4}, \vec{p}\right)=\sum_{X} & {\left[\frac{\partial^{2}}{\partial \lambda_{i} \partial \lambda_{j}} g_{\chi \lambda}^{(2)}[X, \vec{p}]\right.} \\
& -x_{4}\left(\frac{\partial}{\partial \lambda_{i}} g_{\chi \lambda}^{(2)}[X, \vec{p}] \frac{\partial E_{X, \vec{p}}}{\partial \lambda_{j}}+\frac{\partial}{\partial \lambda_{j}} g_{\chi \lambda}^{(2)}[X, \vec{p}] \frac{\partial E_{X, \vec{p}}}{\partial \lambda_{i}}+\frac{\partial^{2} E_{X, \vec{p}}}{\partial \lambda_{i} \partial \lambda_{j}} g_{\lambda \lambda}^{(2)}[X, \vec{p}]\right) \\
& \left.+x_{4}^{2} \frac{\partial E_{X, \vec{p}}}{\partial \lambda_{i}} \frac{\partial E_{X, \vec{p}}^{(2)}}{\partial \lambda_{j}} g_{\chi \lambda}^{(2)}\right] e^{-E_{X, \vec{p}}(\lambda) x_{4}} . \tag{4.58}
\end{align*}
$$

There are now extra terms of different time-enhancement including two $x_{4}$-enhanced terms which have to be carefully treated. The first term of (4.57), the part of the first and all of the last term of (4.58) are expected terms purely from a redefinition of $\lambda^{\prime}=\sqrt{\lambda}$. As part of our analysis we are only interested in energy shifts but one could possibly also look at the change in the overlap of the states, which as we shall see relates to transition amplitudes to all other states, with careful analysis of both $\frac{\partial}{\partial \lambda_{i}} G_{\chi \lambda}^{(2)}$ and $\frac{\partial^{2}}{\partial \lambda_{i} \partial \lambda_{j}} G_{\chi \lambda}^{(2)}$ could lead to useful results in the right circumstances.

This makes it clear also that in the $x_{4}$-enhanced terms we see terms involving first order terms. We modify the action with the form

$$
\begin{equation*}
S(\boldsymbol{\lambda})=S(0)+\sum_{i} \lambda_{i} \int d^{4} x J_{i}(x) \tag{4.59}
\end{equation*}
$$

where there is no momentum transfer. We then work with (4.57), the first term being identical formulation to the first order, and is usually 0 . The latter term only becomes important for disconnected quantities, so we focus on the middle term. By substituting (4.59) into (4.57) we obtain
the expression

$$
\begin{equation*}
\frac{\partial^{2}}{\partial \lambda_{i} \partial \lambda_{j}} G_{\chi \lambda}^{(2)}(x)=\left\langle\int d^{4} y \int d^{4} z T\left\{\chi(x) \chi^{\dagger}(0) J_{i}(y) J_{j}(z)\right\}\right\rangle_{\lambda} \tag{4.60}
\end{equation*}
$$

which we can split into 12 explicitly time ordered terms

$$
\begin{align*}
\frac{\partial^{2}}{\partial \lambda_{i} \partial \lambda_{j}} G_{\chi \lambda}^{(2)}(x) & =\int_{-\infty}^{0} d y_{4} \int_{-\infty}^{y_{4}} d z_{4} \int d^{3} y \int d^{3} z\left\langle\chi(x) \chi^{\dagger}(0) J_{i}(y) J_{j}(z)+(i \leftrightarrow j)\right\rangle_{\lambda} \\
& +\int_{0}^{x_{4}} d y_{4} \int_{-\infty}^{0} d z_{4} \int d^{3} y \int d^{3} z\left\langle\chi(x) J_{i}(y) \chi^{\dagger}(0) J_{j}(z)+(i \leftrightarrow j)\right\rangle_{\lambda} \\
& +\int_{x_{4}}^{\infty} d y_{4} \int_{-\infty}^{0} d z_{4} \int d^{3} y \int d^{3} z\left\langle J_{i}(y) \chi(x) \chi^{\dagger}(0) J_{j}(z)+(i \leftrightarrow j)\right\rangle_{\lambda}  \tag{4.61}\\
& +\int_{0}^{x_{4}} d y_{4} \int_{0}^{y_{4}} d z_{4} \int d^{3} y \int d^{3} z\left\langle\chi(x) J_{i}(y) J_{j}(z) \chi^{\dagger}(0)+(i \leftrightarrow j)\right\rangle_{\lambda} \\
& +\int_{x_{4}}^{\infty} d y_{4} \int_{0}^{x_{4}} d z_{4} \int d^{3} y \int d^{3} z\left\langle J_{i}(y) \chi(x) J_{j}(z) \chi^{\dagger}(0)+(i \leftrightarrow j)\right\rangle_{\lambda} \\
& +\int_{x_{4}}^{\infty} d y_{4} \int_{x_{4}}^{y_{4}} d z_{4} \int d^{3} y \int d^{3} z\left\langle J_{i}(y) J_{j}(z) \chi(x) \chi^{\dagger}(0)+(i \leftrightarrow j)\right\rangle_{\lambda} .
\end{align*}
$$

We now systematically work through each line, one by one, inserting complete sets of states, starting with the first, third and last line. The first part of the first line is

$$
\begin{align*}
\sum_{X, Y, Z} & \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int \frac{d^{3} k_{2}}{(2 \pi)^{3}} \int \frac{d^{3} k_{3}}{(2 \pi)^{3}} \int_{-\infty}^{0} d y_{4} \int_{-\infty}^{y_{4}} d z_{4} \int d^{3} y \int d^{3} z  \tag{4.62}\\
& \times g_{\chi \chi^{\dagger} J_{i} J_{j}}^{(4)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{2} ; Z, \vec{k}_{3} ; x, 0, y, z\right]
\end{align*}
$$

Using translational-invariance to pull the explicit space-time dependence out of $g_{\chi \chi{ }^{\dagger} J_{i} J_{j}}^{(4)}$, with $k_{1}=\left(\vec{k}_{1}, i E_{X, \vec{k}_{1}}\right)$, and similar for $k_{2}$ and $k_{3}$

$$
\begin{align*}
\sum_{X, Y, Z} & \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int \frac{d^{3} k_{2}}{(2 \pi)^{3}} \int \frac{d^{3} k_{3}}{(2 \pi)^{3}} \int_{-\infty}^{0} d y_{4} \int_{-\infty}^{y_{4}} d z_{4} \int d^{3} y \int d^{3} z  \tag{4.63}\\
& \times e^{i k_{1} \cdot x} e^{i\left(k_{3}-k_{2}\right) \cdot y} e^{-i k_{3} \cdot z} g_{\chi \chi^{\dagger} J_{i} J_{j}}^{(4)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{2} ; Z, \vec{k}_{3}\right] .
\end{align*}
$$

We can then perform all the spatial integrals reducing the expression to

$$
\begin{equation*}
\sum_{X, Y, Z} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int_{-\infty}^{0} d y_{4} \int_{-\infty}^{y_{4}} d z_{4} e^{-E_{X, \vec{k}_{1}} x_{4}} e^{-\left(E_{Z, 0^{-}} E_{Y, \overrightarrow{0}}\right) y_{4}} e^{E_{Z, \overline{0}} z_{4}} e^{i \vec{k}_{1} \cdot \vec{x}^{(4)}} g_{\chi \chi^{\dagger} J_{i} J_{j}}^{(4)}\left[X, \vec{k}_{1} ; Y, \overrightarrow{0} ; Z, \overrightarrow{0}\right] \tag{4.64}
\end{equation*}
$$

which after integration of the temporal integrals reduces to

$$
\begin{equation*}
\sum_{X, Y, Z} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} e^{i \vec{k}_{1} \cdot \vec{x}} \frac{1}{E_{Y, \overrightarrow{0}} E_{Z, 0}} g_{\chi \chi{ }^{\dagger} J_{i} J_{j}}^{(4)}\left[X, \vec{k}_{1} ; Y, \overrightarrow{0} ; Z, \overrightarrow{0}\right] e^{-E_{X, \vec{k}_{1}} x_{4}} \tag{4.65}
\end{equation*}
$$

The other five terms have the same results, hence after relabelling states we get

$$
\begin{align*}
\sum_{X, Y, Z} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \frac{1}{E_{Y, \overrightarrow{0}} E_{Z, 0}} e^{-E_{X, \vec{k}_{1}} x_{4}} e^{i \vec{k}_{1} \cdot \vec{x}} & \left(g_{\chi \chi^{\dagger} J_{i} J_{j}}^{(4)}\left[X, \vec{k}_{1} ; Y, \overrightarrow{0} ; Z, \overrightarrow{0}\right]+g_{\chi \chi^{\dagger} J_{j} J_{i}}^{(4)}\left[X, \overrightarrow{k_{1}} ; Y, \overrightarrow{0} ; Z, \overrightarrow{0}\right]\right. \\
& +g_{J_{i} J_{j} \chi \chi^{\dagger}}^{(4)}\left[Y, \overrightarrow{0} ; Z, \overrightarrow{0} ; X, \vec{k}_{1}\right]+g_{J_{j} J_{i} \chi \chi^{\dagger}}^{(4)}\left[Y, \overrightarrow{0} ; Z, \overrightarrow{0} ; X, \overrightarrow{k_{1}}\right] \\
& \left.+g_{J_{i} \chi \chi^{\dagger} J_{j}}^{(4)}\left[Y, \overrightarrow{0} ; X, \vec{k}_{1} ; Z, \overrightarrow{0}\right]+g_{J_{j} \chi \chi^{\dagger} J_{i}}^{(4)}\left[Y, \overrightarrow{0} ; X, \vec{k}_{1} ; Z, \overrightarrow{0}\right]\right) . \tag{4.66}
\end{align*}
$$

These terms just look like a second order multiplicative factor for our vacuum overlap with $\chi$, contributing only to $\frac{\partial^{2}}{\partial \lambda_{i} \partial \lambda_{j}} g_{\lambda \lambda}^{(2)}$. If we then turn our attention to the second and second to last term of (4.61), we can use (4.35) to see that

$$
\begin{equation*}
\int_{-\infty}^{0} d z_{4} \int d^{3} z\left\langle\chi(x) J_{i}(y) \chi^{\dagger}(0) J_{j}(z)\right\rangle=\sum_{Z} \frac{1}{E_{Z, 0}}\langle\Omega| \chi(x) J_{i}(y) \chi^{\dagger}(0)|Z, \overrightarrow{0}\rangle\langle Z, \overrightarrow{0}| J_{j}(0)|\Omega\rangle . \tag{4.67}
\end{equation*}
$$

We can then use (4.41) to get

$$
\begin{align*}
& \sum_{X, Z} \frac{1}{E_{Z, \overrightarrow{0}}} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} e^{i \vec{k}_{1} \cdot \vec{x}} g_{\chi J_{i} \chi^{\dagger} J_{j}}^{(4)}\left[X, \vec{k}_{1} ; X, \vec{k}_{1} ; Z, \overrightarrow{0}\right] x_{4} e^{-E_{X, \vec{k}_{1}} x_{4}} \\
&+ \sum_{\{X, Y, Z \mid X \neq Y\}} \frac{1}{E_{Z, 0}} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} e^{i \vec{k}_{1} \cdot \vec{x}} g_{\chi J_{i} \chi^{\dagger} J_{j}}^{(4)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{1} ; Z, \overrightarrow{0}\right] \frac{e^{-E_{X, \vec{k}_{1}} x_{4}}}{E_{Y, \vec{k}_{1}}-E_{X, \vec{k}_{1}}}  \tag{4.68}\\
&+ \sum_{\{X, Y, Z \mid X \neq Y\}} \\
& \frac{1}{E_{Z, \overrightarrow{0}}} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} e^{i \vec{k}_{1} \cdot \vec{x}} g_{\chi J_{i} \chi^{\dagger} J_{j}}^{(4)}\left[Y, \vec{k}_{1} ; X, \vec{k}_{1} ; Z, \overrightarrow{0}\right] \frac{e^{-E_{X, \vec{k}_{1}} x_{4}}}{E_{Y, \vec{k}_{1}}-E_{X, \vec{k}_{1}}}
\end{align*}
$$

for one order of $J_{i}$ and $J_{j}$, and

$$
\begin{align*}
& \sum_{X, Z} \frac{1}{E_{Z, \overrightarrow{0}}} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} e^{i \vec{k}_{1} \cdot \vec{x}} g_{J_{j} \chi J_{i} \chi^{\dagger}}^{(4)}\left[Z, \overrightarrow{0} X, \vec{k}_{1} ; X, \vec{k}_{1} ;\right] x_{4} e^{-E_{X, \vec{k}_{1}} x_{4}} \\
+ & \sum_{\{X, Y, Z \mid X \neq Y\}} \frac{1}{E_{Z, \overrightarrow{0}}} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} e^{i \vec{k}_{1} \cdot \vec{x}} g_{J_{j} \chi J_{i} \chi^{\dagger}}^{(4)}\left[Z, \overrightarrow{0} ; X, \vec{k}_{1} ; Y, \vec{k}_{1}\right] \frac{e^{-E_{X, \vec{k}_{1}} x_{4}}}{E_{Y, \vec{k}_{1}}-E_{X, \vec{k}_{1}}}  \tag{4.69}\\
+ & \sum_{\{X, Y, Z \mid X \neq Y\}} \frac{1}{E_{Z, \overrightarrow{0}}} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} e^{i \vec{k}_{1} \cdot \vec{x}} g_{J_{j} \chi J_{i} \chi^{\dagger}}^{(4)}\left[Z, \overrightarrow{0} ; Y, \vec{k}_{1} ; X, \vec{k}_{1}\right] \frac{e^{-E_{X, \vec{k}_{1}} x_{4}}}{E_{Y, \vec{k}_{1}}-E_{X, \vec{k}_{1}}}
\end{align*}
$$

for the other ordering. Naturally as before the terms not $x_{4}$-enhanced will contribute to $\frac{\partial^{2}}{\partial \lambda_{i} \partial \lambda_{j}} g_{\chi \lambda}^{(2)}$, but it is not yet clear where the $x_{4}$-enhanced terms will contribute, however they look like terms contributing to $\frac{\partial}{\partial \lambda_{i}} g_{\chi \lambda}^{(2)} \frac{\partial E_{X, \vec{p}}}{\partial \lambda_{j}}+\frac{\partial}{\partial \lambda_{j}} g_{\chi \lambda}^{(2)} \frac{\partial E_{X, \vec{p}}}{\partial \lambda_{i}}$, but to verify this we need also the terms in the last term of (4.61), the fourth line. The first term of this line, after inserting complete sets of states becomes

$$
\begin{align*}
\sum_{X, Y, Z} & \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int \frac{d^{3} k_{2}}{(2 \pi)^{3}} \int \frac{d^{3} k_{3}}{(2 \pi)^{3}} \int_{0}^{x_{4}} d y_{4} \int_{0}^{y_{4}} d z_{4} \int d^{3} y \int d^{3} z  \tag{4.70}\\
& \times g_{\chi J_{i} J_{j} \chi^{+}}^{(4)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{2} ; Z, \vec{k}_{3} ; x, y, z, 0\right] .
\end{align*}
$$

Using translational invariance and defining $k_{1}=\left(\vec{k}_{1}, i E_{X, \vec{k}_{1}}\right)$, with similar definition for $k_{2}$ and $k_{3}$, this becomes

$$
\begin{align*}
\sum_{X, Y, Z} & \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int \frac{d^{3} k_{2}}{(2 \pi)^{3}} \int \frac{d^{3} k_{3}}{(2 \pi)^{3}} \int_{0}^{x_{4}} d y_{4} \int_{0}^{y_{4}} d z_{4} \int d^{3} y \int d^{3} z  \tag{4.71}\\
& \times e^{i k_{1} \cdot x} e^{i\left(k_{2}-k_{1}\right) \cdot y} e^{i\left(k_{3}-k_{2}\right) \cdot z} g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{2} ; Z, \vec{k}_{3}\right]
\end{align*}
$$

which becomes

$$
\begin{align*}
\sum_{X, Y, Z} & \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int_{0}^{x_{4}} d y_{4} \int_{0}^{y_{4}} d z_{4} e^{-E_{X, \vec{k}_{1}}^{x_{4}}} e^{-\left(E_{Y, \vec{k}_{1}}-E_{X, \vec{k}_{1}}\right) y_{4}} e^{-\left(E_{Z, \vec{k}_{1}}-E_{Y, \vec{k}_{1}}\right) z_{4}} e^{i \vec{k}_{1} \cdot \vec{x}}  \tag{4.72}\\
& \times g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{1} ; Z, \vec{k}_{1}\right] .
\end{align*}
$$

Under the same assumption as before where energy degeneracies occur only when the states are the same we can split this sum up into components using the identity

$$
\begin{align*}
\sum_{X, Y, Z} f(X, Y, Z) & =\sum_{X} f(X, X, X) \\
& +\sum_{\{X, Y \mid X \neq Y\}}(f(X, X, Y)+f(X, Y, X)+f(Y, X, X))  \tag{4.73}\\
& +\sum_{\{X, Y, Z \mid X \neq Y, Y \neq Z, Z \neq X\}} f(X, Y, Z) .
\end{align*}
$$

Taking the case where all states are the same in (4.72), we get immediately

$$
\begin{equation*}
\sum_{X} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} e^{i \vec{k}_{1} \cdot \vec{x}} g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}\left[X, \vec{k}_{1} ; X, \vec{k}_{1} ; X, \vec{k}_{1}\right] \frac{1}{2} x_{4}^{2} e^{-E_{X, \vec{k}_{1}} x_{4}} . \tag{4.74}
\end{equation*}
$$

For the term where there are no degeneracies we get, after relabelling

$$
\begin{align*}
& \sum_{\{X, Y, Z \mid X \neq Y, Y \neq Z, Z \neq X\}} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} e^{i \vec{k}_{1} \cdot \vec{x}} e^{-E_{X, \vec{k}_{1}} x_{4}} \\
& {\left[\frac{1}{E_{Z, \vec{k}_{1}}-E_{Y, \vec{k}_{1}}}\left(\frac{1}{E_{Y, \vec{k}_{1}}-E_{X, \vec{k}_{1}}}-\frac{1}{E_{Z, \vec{k}_{1}}-E_{X, \vec{k}_{1}}}\right) g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{1} ; Z, \vec{k}_{1}\right]\right.} \\
& +\frac{1}{\left(E_{Y, \vec{k}_{1}}-E_{X, \vec{k}_{1}}\right)\left(E_{Z, \vec{k}_{1}}-E_{X, \vec{k}_{1}}\right)} g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}\left[Y, \vec{k}_{1} ; X, \vec{k}_{1} ; Z, \vec{k}_{1}\right]  \tag{4.75}\\
& \left.-\frac{1}{\left(E_{Y, \vec{k}_{1}}-E_{X, \vec{k}_{1}}\right)\left(E_{Z, \vec{k}_{1}}-E_{X, \vec{k}_{1}}\right)} g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}\left[Z, \vec{k}_{1} ; Y, \vec{k}_{1} ; X, \vec{k}_{1}\right]\right]
\end{align*}
$$

another term contributing purely to the $\frac{\partial^{2}}{\partial \lambda_{i} \partial \lambda_{j}} g_{\chi \lambda}^{(2)}$ term. The terms which are degenerate in the middle state gives, after relabelling

$$
\begin{align*}
\sum_{\{X, Y \mid X \neq Y\}} & \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} e^{i \vec{k}_{1} \cdot \vec{x}} e^{-E_{X, \vec{k}_{1}} x_{4}} \\
& {\left[\frac{x_{4}}{E_{Y, \vec{k}_{1}}-E_{X, \vec{k}_{1}}}\left(g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}\left[X, \vec{k}_{1} ; X, \vec{k}_{1} ; Y, \vec{k}_{1}\right]+g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}\left[Y, \vec{k}_{1} ; X, \vec{k}_{1} ; X, \vec{k}_{1}\right]\right)\right.} \\
& +\frac{1}{\left(E_{Y, \vec{k}_{1}}-E_{X, \vec{k}_{1}}\right)^{2}}\left(g_{\chi J_{i} J_{\chi} \chi^{\dagger}}^{(4)}\left[X, \vec{k}_{1} ; X, \vec{k}_{1} ; Y, \vec{k}_{1}\right]+g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}\left[Y, \vec{k}_{1} ; X, \vec{k}_{1} ; X, \vec{k}_{1}\right]\right) \\
& \left.-\frac{1}{\left(E_{Y, \vec{k}_{1}}-E_{X, \vec{k}_{1}}\right)^{2}}\left(g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}\left[Y, \vec{k}_{1} ; Y, \vec{k}_{1} ; X, \vec{k}_{1}\right]+g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{1} ; Y, \vec{k}_{1}\right]\right)\right] . \tag{4.76}
\end{align*}
$$

The final term then is the one where the ingoing and outgoing states are degenerate, which after
relabelling yields

$$
\begin{align*}
\sum_{\{X, Y \mid X \neq Y\}} & \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} e^{i \vec{k}_{1} \cdot \vec{x}} e^{-E_{X, \vec{k}_{1}} x_{4}} \\
& {\left[\frac{1}{\left(E_{Y, \vec{k}_{1}}-E_{X, \vec{k}_{1}}\right)^{2}}\left(g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}\left[Y, \vec{k}_{1} ; X, \vec{k}_{1} ; Y, \vec{k}_{1}\right]-g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{1} ; X, \vec{k}_{1}\right]\right)\right.} \\
& \left.-\frac{x_{4}}{E_{Y, \vec{k}_{1}}-E_{X, \vec{k}_{1}}} g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{1} ; X, \vec{k}_{1}\right]\right] . \tag{4.77}
\end{align*}
$$

There are also the terms with ( $i \leftrightarrow j$ ), but we now have all the terms to determine the second order energy and vacuum overlap shift. By adding all these expression together and subtracting the known parts (4.46), (4.47) from (4.58) we get relations

$$
\begin{align*}
& \frac{\partial^{2}}{\partial \lambda_{i} \partial \lambda_{j}} g_{\chi \lambda}^{(2)}[X, \vec{p}]=\sum_{Y, Z} \frac{1}{E_{Y, \overrightarrow{0}} E_{Z, \overrightarrow{0}}}\left(\begin{array}{c}
g_{\chi \chi^{\dagger} J_{i} J_{j}}^{(4)}[X, \vec{p} ; Y, \overrightarrow{0} ; Z, \overrightarrow{0}] \\
+g_{J_{j} J_{j} \chi \chi^{\dagger}}^{(4)}[Y, \overrightarrow{0} ; Z, \overrightarrow{0} ; X, \vec{p}] \\
+g_{J_{i} \chi \chi^{\dagger} J_{j}}^{(4)}[Y, \overrightarrow{0} ; X, \vec{p} ; Z, \overrightarrow{0}]
\end{array}\right) \\
& +\sum_{\{Y, Z \mid X \neq Y\}} \frac{1}{E_{Z, \overrightarrow{0}}\left(E_{Y, \vec{p}}-E_{X, \vec{p}}\right)}\left(\begin{array}{c}
g_{\chi J_{i} \chi^{\dagger} J_{j}}^{(4)}[X, \vec{p} ; Y, \vec{p} ; Z, \overrightarrow{0}] \\
+g_{\chi J_{i} \chi^{\dagger} J_{j}}^{(4)}[Y, \vec{p} ; X, \vec{p} ; Z, \overrightarrow{0}] \\
+g_{J_{j} \nmid J_{i} \chi^{\dagger}}^{(4)}[Z, \overrightarrow{0} ; X, \vec{p} ; Y, \vec{p}] \\
+g_{J_{j} \chi J_{i} \chi^{\dagger}}^{(4)}[Z, \overrightarrow{0} ; Y, \vec{p} ; X, \vec{p}]
\end{array}\right) \\
& +\sum_{\{Y \mid X \neq Y\}} \frac{1}{\left(E_{Y, \vec{p}}-E_{X, \vec{p}}\right)^{2}}\left(\begin{array}{c}
g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}[X, \vec{p} ; X, \vec{p} ; Y, \vec{p}] \\
+g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}[Y, \vec{p} ; X, \vec{p} ; X, \vec{p}] \\
-g_{\chi J_{j} J_{j} \chi^{\dagger}}^{(4)}[Y, \vec{p} ; Y, \vec{p} ; X, \vec{p}] \\
-g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}[X, \vec{p} ; Y, \vec{p} ; Y, \vec{p}]
\end{array}\right) \\
& +\sum_{\{X, Y \mid X \neq Y\}} \frac{1}{\left(E_{Y, \vec{p}}-E_{X, \vec{p}}\right)^{2}}\binom{g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}[Y, \vec{p} ; X, \vec{p} ; Y, \vec{p}]}{-g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}[X, \vec{p} ; Y, \vec{p} ; X, \vec{p}]} \\
& +\sum_{\{Y, Z \mid X \neq Y, Y \neq Z, Z \neq X\}} \frac{1}{\left(E_{Y, \vec{p}}-E_{X, \vec{p}}\right)\left(E_{Z, \vec{p}}-E_{X, \vec{p}}\right)}\binom{g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}[Y, \vec{p} ; X, \vec{p} ; Z, \vec{p}]}{-g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}[Z, \vec{p} ; Y, \vec{p} ; X, \vec{p}]} \\
& +\sum_{\{Y, Z \mid X \neq Y, Y \neq Z, Z \neq X\}} \frac{1}{E_{Z, \vec{p}}-E_{Y, \vec{p}}} \frac{1}{E_{Y, \vec{p}}-E_{X, \vec{p}}} g_{J_{i} J_{j} \chi^{\dagger}}^{(4)}[X, \vec{p} ; Y, \vec{p} ; Z, \vec{p}] \\
& -\sum_{\{Y, Z \mid X \neq Y, Y \neq Z, Z \neq X\}} \frac{1}{E_{Z, \vec{p}}-E_{Y, \vec{p}}} \frac{1}{E_{Z, \vec{p}}-E_{X, \vec{p}}} g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4)}[X, \vec{p} ; Y, \vec{p} ; Z, \vec{p}] \\
& +(i \leftrightarrow j) \tag{4.78}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial^{2} E_{X, \vec{p}}}{\partial \lambda_{i} \partial \lambda_{j}}=\sum_{Y \neq X} \frac{\langle X, \vec{p}| J_{i}(0)|Y, \vec{p}\rangle_{\lambda}\langle Y, \vec{p}| J_{j}(0)|X, \vec{p}\rangle_{\lambda}+(i \leftrightarrow j)}{E_{X, \vec{p}} E_{Y, \vec{p}}\left(E_{X, \vec{p}}-E_{Y, \vec{p}}\right)} \tag{4.79}
\end{equation*}
$$



Figure 4.3: The two diagrams corresponding to the second order FHT without momentum transfer, that one can calculate from the second order energy shift
which at $\boldsymbol{\lambda}=\overrightarrow{0}$ gives

$$
\begin{equation*}
\left.\frac{\partial^{2} E_{X, \vec{p}}}{\partial \lambda_{i} \partial \lambda_{j}}\right|_{\lambda=\overrightarrow{0}}=\sum_{Y \neq X} \frac{\langle X, \vec{p}| J_{i}(0)|Y, \vec{p}\rangle_{0}\langle Y, \vec{p}| J_{j}(0)|X, \vec{p}\rangle_{0}+(i \leftrightarrow j)}{E_{X, \vec{p}} E_{Y, \vec{p}}\left(E_{X, \vec{p}}-E_{Y, \vec{p}}\right)} \tag{4.80}
\end{equation*}
$$

This relates the second order shift to the sum of transition amplitudes, or diagrams that look like Figure 4.3, which as in perturbation theory the denominator forces the lowest energy state to have negative second order energy shift. We can also state this in convenient form when working with only one current inserted twice

$$
\begin{equation*}
\left|\frac{\partial^{2} E_{X, \vec{p}}}{\partial \lambda_{i}{ }^{2}}\right|_{\lambda=\overrightarrow{0}}=2 \sum_{Y \neq X} \frac{\langle X, \vec{p}| J_{i}(0)|Y, \vec{p}\rangle_{0}\langle Y, \vec{p}| J_{i}(0)|X, \vec{p}\rangle_{0}}{E_{X, \vec{p}} E_{Y, \vec{p}}\left(E_{X, \vec{p}}-E_{Y, \vec{p}}\right)} \tag{4.81}
\end{equation*}
$$

This relation allows us to verify the second order FHT on the lattice. It doesn't however allow us to calculate the Thomson term of the Compton amplitude as it has some intricacies in order of limits $p \cdot q \rightarrow 0$ and $Q^{2} \rightarrow 0$ as discussed at length in $\S 8$.

### 4.2.3 Second Order in Partial Hilbert Space

By limiting ourselves to no momentum transfer, the lack of state mixing allowed us to easily compare terms that are $x_{4}$-enhanced, separating $\frac{\partial}{\partial \lambda_{i}} g_{\chi \lambda}^{(2)} \frac{\partial E_{X, \vec{p}}}{\partial \lambda_{j}}+\frac{\partial}{\partial \lambda_{j}} g_{\chi \lambda}^{(2)} \frac{\partial E_{X, \vec{p}}}{\partial \lambda_{i}}$ terms from our signal term $\frac{\partial^{2} E_{X, \vec{p}}}{\partial \lambda_{i} \partial \lambda_{j}}$. Now in theory this should still be possible with momentum transfer, however the state mixing means that our technique of subtracting the known terms to get the second order energy shift via identifying shifts of specific states, requires us to diagonalise our system after the mixing at the interpolator vacuum overlap level, rather than just the energy level.

This small change has a far larger effect than is first apparent, the new eigenvectors of that system involve all momenta $\vec{p} \pm n \vec{q}_{i}$ for all $n \in \mathbb{Z}$, rather than just one other state. For more discussion on this problem see §4.3.1.

There is another way around this however, by restricting ourselves to cases where $\frac{\partial E_{X, \vec{p}}}{\partial \lambda_{i}}=0$, we do not need to separate time enhanced terms in our matrix elements, instead we can equate those with the second order energy shift directly.

We take the modified action with momentum transfer like (4.50), but with uniform momentum transfer

$$
\begin{equation*}
S(\boldsymbol{\lambda})=S(0)+\lambda_{i} \int d^{4} x\left(e^{i \vec{q} \cdot \vec{x}}+e^{-i \vec{q} \cdot \vec{x}}\right) J_{i}(x) . \tag{4.82}
\end{equation*}
$$

and start by matching the remaining terms of (4.58) to

$$
\begin{equation*}
\frac{\partial^{2} G_{\chi \lambda}^{(2)}}{\partial \lambda_{i} \partial \lambda_{j}}\left(x_{4}, \vec{p}\right)=\sum_{X}\left[\frac{\partial^{2}}{\partial \lambda_{i} \partial \lambda_{j}} g_{\chi \lambda}^{(2)}[X, \vec{p}]-x_{4} \frac{\partial^{2} E_{X, \vec{p}}}{\partial \lambda_{i} \partial \lambda_{j}} g_{\chi \lambda}^{(2)}[X, \vec{p}]\right] e^{-E_{X, \vec{p}}(\lambda) x_{4}} \tag{4.83}
\end{equation*}
$$

As we see we only have one term that is time enhanced, this means that after identifying terms with this enhancement, only mixing in energy shifts can occur. We will see however that in our case this does not occur, as our momentum transfer is uniform. We take the same equation as the momentum-transfer free case (4.57) and as before focus only on the middle term of (4.60), which we can divide into explicit time orderings (4.61). The only part that has time-enhancement parts that remains under the condition that $\frac{\partial E_{X, \vec{p}}}{\partial \lambda_{i}}=0$ can be written

$$
\begin{equation*}
\int_{0}^{x_{4}} d y_{4} \int_{0}^{x_{4}} d z_{4} \int d^{3} y \int d^{3} z\left(e^{i \vec{q} \cdot \vec{y}}+e^{-i \vec{q} \cdot \vec{y}}\right)\left(e^{i \vec{q} \cdot \vec{z}}+e^{-i \vec{q} \cdot \vec{z}}\right)\left\langle\chi(x) T\left\{J_{i}(y) J_{j}(z)\right\} \chi^{\dagger}(0)\right\rangle_{\lambda} \tag{4.84}
\end{equation*}
$$

with both orderings of the current in one integral. We then perform the same steps as we did for no momentum transfer and insert a complete set of states, but not in between the current

$$
\begin{align*}
& \sum_{X, Z} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int \frac{d^{3} k_{3}}{(2 \pi)^{3}} \int_{0}^{x_{4}} d y_{4} \int_{0}^{x_{4}} d z_{4} \int d^{3} y \int d^{3} z\left(e^{i \vec{q} \cdot \vec{y}}+e^{-i \vec{q} \cdot \vec{y}}\right)\left(e^{i \vec{q} \cdot \vec{z}}+e^{-i \vec{q} \cdot \vec{z}}\right)  \tag{4.85}\\
& \quad \times g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4, p h)}\left[X, \vec{k}_{1} ; Z, \vec{k}_{3} ; x, y, z, 0\right]
\end{align*}
$$

before pulling out explicit space-time dependence for ingoing and outgoing states

$$
\begin{align*}
& \sum_{X, Z} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int \frac{d^{3} k_{3}}{(2 \pi)^{3}} \int_{0}^{x_{4}} d y_{4} \int_{0}^{x_{4}} d z_{4} \int d^{3} y \int d^{3} z\left(e^{i \vec{q} \cdot \vec{y}}+e^{-i \vec{q} \cdot \vec{y}}\right)\left(e^{i \vec{q} \cdot \vec{z}}+e^{-i \vec{q} \cdot \vec{z}}\right)  \tag{4.86}\\
& \quad \times e^{i k_{1} \cdot x} e^{i\left(k_{3}-k_{1}\right) \cdot z} g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4, p h)}\left[X, \vec{k}_{1} ; Z, \vec{k}_{3} ; 0, y-z, 0,0\right]
\end{align*}
$$

with $k_{1}=\left(\vec{k}_{1}, i E_{X, \vec{k}_{1}}\right)$ and similar for $k_{3}$. We now wish to perform one of the integrals, by changing system of coordinates to separate the integral inside the matrix element to the one outside. One of the coordinate transformations to do this is

$$
\begin{align*}
& Y=y-z  \tag{4.87}\\
& Z=y+z \tag{4.88}
\end{align*}
$$

which we can use to rewrite our expression as

$$
\begin{align*}
& \sum_{X, Z} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int \frac{d^{3} k_{3}}{(2 \pi)^{3}} \int_{0}^{x_{4}} d y_{4} \int_{0}^{x_{4}} d z_{4} \frac{1}{2^{3}} \int d^{3} Y \int d^{3} Z\left[\left(e^{i \vec{q} \cdot \vec{Y}}+e^{-i \vec{q} \cdot \vec{Y}}\right)+\left(e^{i \vec{q} \cdot \vec{Z}}+e^{-i \vec{q} \cdot \vec{Z}}\right)\right] \\
& \quad \times e^{i k_{1} \cdot x} e^{i\left(k_{3}-k_{1}\right) \cdot(Z-Y) / 2} g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4, p h)}\left[X, \vec{k}_{1} ; Z, \vec{k}_{3} ; 0, Y, 0,0\right] \tag{4.89}
\end{align*}
$$

where we haven't yet rewritten the temporal integrals in the new coordinate system. We can now however perform the $\vec{Z}$ spatial integral and look for time-enhancement. If we restrict ourselves to the case where $|\vec{p}| \neq|\vec{p} \pm 2 \vec{q}|$ then the $\vec{Z}$ part of the momentum transfer will not give any time-enhancement and hence we get

$$
\begin{align*}
& \sum_{X, Z} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int_{0}^{x_{4}} d y_{4} \int_{0}^{x_{4}} d z_{4} \int d^{3} Y\left(e^{i \vec{q} \cdot \vec{Y}}+e^{-i \vec{q} \cdot \vec{Y}}\right)  \tag{4.90}\\
& \quad \times e^{i k_{1} \cdot x} e^{-\left(E_{Z, \vec{k}_{1}}-E_{X, \vec{k}_{1}}\right)\left(Z_{4}-Y_{4}\right) / 2} g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4, p h)}\left[X, \vec{k}_{1} ; Z, \vec{k}_{1} ; 0, Y, 0,0\right]
\end{align*}
$$

which clearly only has no time-enhancement for non-degenerate energy $E_{Z, \vec{k}_{1}} \neq E_{X, \vec{k}_{1}}$ or with our assumptions $X \neq Z$ which reduces us to

$$
\begin{equation*}
\sum_{X} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int_{0}^{x_{4}} d y_{4} \int_{0}^{x_{4}} d z_{4} \int d^{3} Y\left(e^{i \vec{q} \cdot \vec{Y}}+e^{-i \vec{q} \cdot \vec{Y}}\right) e^{i k_{1} \cdot x} g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4,2 h)}\left[X, \vec{k}_{1} ; X, \vec{k}_{1} ; 0, Y, 0,0\right] . \tag{4.91}
\end{equation*}
$$

This leaves only the temporal integral which becomes

$$
\begin{equation*}
\int_{0}^{x_{4}} d y_{4} \int_{0}^{x_{4}} d z_{4}=\frac{1}{2} \int_{-x_{4}}^{0} d Y_{4} \int_{-Y_{4}}^{2 x_{4}+Y_{4}} d Z_{4}+\int_{0}^{x_{4}} d Y_{4} \int_{Y_{4}}^{2 x_{4}-Y_{4}} d Z_{4} . \tag{4.92}
\end{equation*}
$$

Our expression inside the integral is independent of $Z_{4}$ so we can freely perform that integral

$$
\begin{equation*}
\int_{0}^{x_{4}} d y_{4} \int_{0}^{x_{4}} d z_{4}=\int_{-x_{4}}^{x_{4}} d Y_{4} x_{4}-\left|Y_{4}\right| \tag{4.93}
\end{equation*}
$$

giving us

$$
\begin{equation*}
\sum_{X} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int_{-x_{4}}^{x_{4}} d Y_{4}\left(x_{4}-\left|Y_{4}\right|\right) \int d^{3} Y\left(e^{i \vec{q} \cdot \vec{Y}}+e^{-i \vec{q} \cdot \vec{Y}}\right) e^{i k_{1} \cdot x} g_{\chi J_{i} J_{j} \chi^{\dagger}}^{(4, p h)}\left[X, \vec{k}_{1} ; X, \vec{k}_{1} ; 0, Y, 0,0\right] . \tag{4.94}
\end{equation*}
$$

The variable $\left|Y_{4}\right|$ is the current separation, which in small current separation expansions becomes negligible. Performing momentum projection and equating with (4.83) we then get

$$
\begin{equation*}
\frac{\partial^{2} E_{X, \vec{p}}}{\partial \lambda_{i} \partial \lambda_{j}}=-\frac{\langle X, \vec{p}| \int_{-x_{4}}^{x_{4}} d Y_{4} \int d^{3} Y\left(e^{i \vec{q} \cdot \vec{Y}}+e^{-i \vec{q} \cdot \vec{Y}}\right) T\left\{J_{i}(Y) J_{j}(0)\right\}|X, \vec{p}\rangle_{\lambda}}{2 E_{X, \vec{p}}} . \tag{4.95}
\end{equation*}
$$

Due to the exponential suppression on currents outside the range $\left|Y_{4}\right| \in\left[0, x_{4}\right]$, we can rewrite the integral

$$
\begin{equation*}
\frac{\partial^{2} E_{X, \vec{p}}}{\partial \lambda_{i} \partial \lambda_{j}}=-\frac{\langle X, \vec{p}| \int d^{4} Y\left(e^{i \vec{q} \cdot \vec{Y}}+e^{-i \vec{q} \cdot \vec{Y}}\right) T\left\{J_{i}(Y) J_{j}(0)\right\}|X, \vec{p}\rangle_{\lambda}}{2 E_{X, \vec{p}}} \tag{4.96}
\end{equation*}
$$

which finally gives us the partial Hilbert space FHT

$$
\begin{equation*}
\left|\frac{\partial^{2} E_{X, \vec{p}}}{\partial \lambda_{i} \partial \lambda_{j}}\right|_{\lambda=\overrightarrow{0}}=-\frac{\langle X, \vec{p}| \int d^{4} y\left(e^{i \vec{q} \cdot \vec{y}}+e^{-i \vec{q} \cdot \vec{y}}\right) T\left\{J_{i}(y) J_{j}(0)\right\}|X, \vec{p}\rangle_{0}}{2 E_{X, \vec{p}}} \tag{4.97}
\end{equation*}
$$

We now have a form of equation that looks like the Compton amplitude, the sum of four diagrams at once Figure 4.4, which we use in $\S 7$ and $\S 8$.


Figure 4.4: The four diagrams corresponding to the second order FHT with momentum transfer, that one can calculate the sum or difference thereof with 'cosine' and 'sin' overall momentum transfer combinations

### 4.3 State Mixing

So far we have only considered one case where states are non-degenerate, or degenerate only in pairs of momenta. We showed the prescription for a simple energy degeneracy (4.53), and (4.54), that diagonalises the system with respect to energy shifts. Other degeneracies could occur, for instance between unpolarised and polarised states, in this case though as the spin operator commutes with the modified Lagrangian and hence it is possible to resolve the degeneracy with additional operators. While it is very easy to avoid the same energy degeneracies in the second order case, with two different $\vec{q}_{i}$ it is very easy to arrive at cases where this can become problematic. This problem of differing momentum transfers $\vec{q}_{i}$ could allow one to generalise the extraction of the Compton amplitude ( $\S 7$ ) to GPDs. To form a complete derivation of $\S 4.2 .2$, with momentum transfer, one would need to account for state mixing at the overlap level.

### 4.3.1 Diagonalising Mixed Momentum States

In the off-forward FHT, we diagonalised energy degeneracies by redefining the states of interest in a closed form (4.53). Such a procedure could be generalised to more complicated degeneracies, like those that can occur between four states at $\vec{p} \cdot \vec{q} / Q^{2}=2$. However the mixing that occurs in the correlator is more problematic, a state $\vec{p}$ mixes to first order in $\lambda$ with $\vec{p}+\vec{q}$ and $\vec{p}-\vec{q}$, regardless of energy. To illustrate the severity of the problem consider a system with degenerate
eigenvalues $\lambda$ perturbed, represented by the $N \times N$ matrix

$$
\left[\begin{array}{lllll}
\lambda & \delta & 0 & & \delta  \tag{4.98}\\
\delta & \lambda & \delta & & \\
0 & \delta & \lambda & \ddots & \\
& & \ddots & \ddots & \delta \\
\delta & & & \delta & \lambda
\end{array}\right]
$$

This is a symmetric circulant matrix which has eigenvectors and eignevalues

$$
\begin{align*}
e_{j}^{\prime} & =\frac{1}{\sqrt{N}}\left(1, R_{j}, R_{j}^{2}, \cdots, R_{j}^{N-1}\right)  \tag{4.99}\\
\lambda_{j}^{\prime} & =\lambda+\delta\left(R_{j}+R_{j}^{N-1}\right) \tag{4.100}
\end{align*}
$$

where $R_{j}$ is an $N^{\text {th }}$ root of unity

$$
\begin{equation*}
R_{j}=e^{2 \pi i \frac{j}{N}} . \tag{4.101}
\end{equation*}
$$

We note that the eigenvalues are all real in such a perturbation and have a simple form, however the eigenvectors of the mixed states all depend on every other eigenvector. In fact if we take this to second order having two more diagonals non-zero, the mixing in this system, the eigenvectors, do not change at all. In the case where the diagonals are no longer constant, as is the case for our system, these expressions would get even more complicated. Nonetheless the problem remains that our matrix splits into equivalence classes $\vec{p}+n \vec{q}$ for $n \in \mathbb{Z}$, where the eigenvectors mix with every other state in their equivalence class, in a similar fashion to (4.98).

On a finite lattice this problem could possibly be circumvented by working with very large $\vec{q}$, which would reduce the size of each equivalence class to a manageable level. As the focus of the work is just on the energy shifts, we do not explore further. However there are many possible interesting finds with the shift in the overlap of the operators, which with correlator matrix techniques [146, 147, 149, 150], or AMIAS [148] could lead to some novel results.

### 4.4 For Minkowski Space

To perform calculations directly comparable to experimental results, in addition to discretisation artefacts, an extrapolation back to physical quantities must be managed. The FHT has one unique strong advantage over three and four-point methods, we are calculating energy eigenstates of the Hamiltonian, which you can extrapolate to physical mass and continuum limit before calculating the derivatives using a Taylor expansion and relating those to matrix elements in Minkowski space. The subtlety here is the discretisation and Euclidianisation that are responsible for timeenhancement have no continuum counterparts, but this only excludes some continuum diagrams, and the one calculable on the lattice can still be extrapolated to the continuum. The only reason the lattice derivation of the FHT is useful is to understand how one should go about fitting it, and to understand the excited state and time evolution of the correlators. This means that one could in theory only derive the relationship between energy shift and matrix elements in a continuum fashion.

There is a subtlety here, the extrapolation to the physical continuum has to be done at constant $\lambda$ in physical units. As one varies $a$, as required for a continuum extrapolation the required lattice $\lambda$ varies. However as we shall see smaller $\lambda$ correlator are easily interpolated.

To calculate the FHT for Minkowski space, it is useful to think of determining renormalisation diagrams from dressed and undressed propagators with respect to the new term in the Lagrangian. We introduce extra terms into the Lagrangian, whose correction at some order, are the ones we are interested in. By expanding the renormalisation of a propagator we are interested
in interms of the coupling constant, and by calculating our renormalised propagator at different coupling constants we can infer those diagrams. To formalise this, consider a modification of Lagrangian

$$
\begin{equation*}
\mathcal{L}_{Q C D}(x) \rightarrow \mathcal{L}_{Q C D}(x)-\lambda \mathcal{O}(x) \tag{4.102}
\end{equation*}
$$

and look at our dressed propagator $S$, in terms of unperturbed propagator $S_{0}$ of some particle $N$. We can write the new propagator in terms of the old one, in terms of one particle irreducible $\Sigma$ as

$$
\begin{equation*}
S=S_{0}+S_{0} \Sigma S \tag{4.103}
\end{equation*}
$$

or alternatively in terms of momentum $p$ and unperturbed mass $m_{0}$, as a geometric sum

$$
\begin{equation*}
S=\frac{i Z}{\not p+m_{0}+\Sigma(\not p)} . \tag{4.104}
\end{equation*}
$$

We can then expand $\Sigma$ in terms of $\lambda$ to find the terms of interest, the linear terms giving us single operator insertions of $\mathcal{O}$, and the quadratic giving $\sum_{N^{\prime} \neq N} \mathcal{O} S_{N^{\prime}} \mathcal{O}$. As one can see, these forms are much more easy to work with and vast literature is available for performing these sorts of calculations. This is an intriguing avenue to explore for future FHT calculations, as continuum extrapolation of energy eigenstates are well understood.

### 4.5 Summary

We have presented the FHT for QM and a form for use with lattice QCD. For the first time we presented a derivation of the second order FHT, including momentum transfer for path integrals. The continuum extrapolation prior to FHT calculations is particularly intriguing but is left for future studies.

We follow the FHT proofs with a guide on putting the FHT into practice, including methods of reducing statistical and systematics uncertainty, reducing simulation cost with a full method example in $\S 5$. This theory is then used in $\S 6, \S 7$ and $\S 8$.

## Chapter 5

## Lattice Implementation of the Feynman-Hellmann Theorem

The FHT in literature has so far been limited to first order local vector and axial-vector currents, which limits the available matrix elements. In the previous chapter the FHT was extended to second order §4.2.3, giving access to new types of matrix elements. By extending the range of operators available, the phenomina available to study using the FHT can be extended even further.

In this chapter we lead through concepts by use of a demonstrated example, that of quark counting in $\S 5.1$. From this lense we look at the lattice implementation of different operators §5.2, including both connected and disconnected contractions. Flavour decomposition and their relationship to physical counterparts are shown in $\S 5.3$. Correlator ratios are then constructed to reduce errors in extraction of lattice energy shifts in §5.4. By utilising unperturbed solutions and optimising $\lambda$ size, inversion times are optimised in $\S 5.5$. Finally we look at the extracting the energy derivatives from discrete $\lambda$ in $\S 5.6$ before summarising first the lattice FHT method $\S 5.7$ and then the chapter $\S 5.8$.

### 5.1 Example Setup: Quark Counting

To help us demonstrate all the intraquacies of the FHT, we will work upon realising an example calculationg; that of quark counting. The Euclidean space Dirac vector form factors for a spin half particle as defined in §C.1.4, are

$$
\begin{equation*}
\left\langle X, \vec{p}^{\prime}\right| V_{\mu}^{f}(0)|X, \vec{p}\rangle=\bar{u}\left(p^{\prime}\right)\left[\gamma_{\mu} F_{1}^{f}\left(Q^{2}\right)+\frac{\sigma_{\mu \alpha} q_{\alpha}}{2 m} F_{2}^{f}\left(Q^{2}\right)\right] \bar{u}(p) \tag{5.1}
\end{equation*}
$$

where unlike Minkowski space $Q^{2}:=q^{2}$ for spacelike $q^{2}$. If we restrict ourselves to the temporal vector current in the forward case, we can use the Gordon identity $\S C .4$ to reduce this to

$$
\begin{equation*}
\langle X, \vec{p}| V_{4}^{f}(0)|X, \vec{p}\rangle=\bar{u}(p) \gamma_{4} F_{1}^{f}(0) \bar{u}(p)=2 E_{X, \vec{p}} F_{1}^{f}(0) . \tag{5.2}
\end{equation*}
$$

If we modify our action by

$$
\begin{equation*}
S(\lambda)=S(0)+\lambda \int d^{4} x V_{4}^{f}(n) \tag{5.3}
\end{equation*}
$$

the FHT of form (4.49) then tells us that for nucleon state $N$

$$
\begin{equation*}
\frac{\partial E_{N, \overrightarrow{0}}}{\partial \lambda}=F_{1}^{f}(0) \tag{5.4}
\end{equation*}
$$

Our example is only based on the simplest FHT we have but all our techniques hold for the other forms (4.55), (4.80) and (4.97), up to their respective caveats discussed in their sections.


Figure 5.1: The diagram for the temporal photon vertex, used for quark counting
Charge conservation tells us that $F_{1}^{f}(0)$ is the total charge of flavour $f$, which is expected for a diagram of form Figure 5.1. Taking the same lattice as for our previous example (§3.6.1, §3.6.2), our $\beta=5.5, S U(3)_{\text {flavour }}$ symmetric, $32^{3} \times 64$ ensemble described in Table E.2, we only need a lattice implementation of $V_{4}^{f}(x)$ and choice of sufficiently many $\lambda$.

### 5.2 Lattice Operators

With this example in mind we discuss how to implement currents on the lattice. The simplest example is the connected local quark bilinear, which we discuss before showing other possibiities, both connected and disconnected.

### 5.2.1 Connected Local

The connected local current is the most common action shift used [112, 157-169, 184, 186], which include sigma, vector and axial-vector matrix elements. Recall that the we write our action as a quark bilinear

$$
\begin{equation*}
S_{F}\left[U_{\mu}, \bar{q}, q\right]=a^{4} \sum_{n, m \in \Lambda} \bar{q}(n)_{a}^{\alpha} \mathcal{D}(n, m)_{a b}^{\alpha \beta} q(m)_{b}^{\beta} \tag{3.30}
\end{equation*}
$$

and then invert $\mathcal{D}$ to obtain quark propagators to use in contractions. As a consequence if we modify the Dirac matrix prior to inversion, we can add an extra quark bilinear term to the connected part of the action. Specifically this modification in terms of the action is of the form

$$
\begin{equation*}
S \rightarrow S+\lambda_{i} \sum_{n} e^{i \vec{q}_{i} \cdot \vec{n}} \bar{q}(n) \Gamma q(n) \tag{5.5}
\end{equation*}
$$

This modification is equivalent to modifying the diagonal of $\mathcal{D}$ to include an additional $e^{i \overrightarrow{q_{i}} \cdot \vec{n}} \Gamma$ term, where $\Gamma$ is any element of the Clifford Algebra $\S C .1 .2$. For our purposes we focus on the vector and axial-vector currents

$$
\begin{align*}
V_{\mu}^{l o c}(n) & :=\bar{q}(n) \gamma_{\mu} q(n)  \tag{5.6}\\
A_{\mu}^{l o c}(n) & :=\bar{q}(n) \gamma_{\mu} \gamma_{5} q(n) . \tag{5.7}
\end{align*}
$$

with possible extra factors of $i$ to keep the term Hermitian.
As the quark propagator is modified using this method, we are free to mix perturbed and unperturbed quark propagators in contraction. In the case of a meson this means that we can modify one or both connected quarks. In the case of baryons, we treat the quarks as either singly or doubly represented and can modify combinations of both of these. Either way as a consequence we can form four differnet current flavour decompositions discussed later in §5.3.


Figure 5.2: The two possible cases for the FHT, (a) the connected contribution, where the current hits a valence quark and (b) the disconnected contribution, where the current hits a sea quark, only connected to the propagator via gluon lines.

As Grassmanian integration has already been performed on the gluonic degrees of freedom, we will only get the connected contributions for these matrix elements (Figure 5.2a).

This modification looks like an effective shift in the quark mass; the diagonal component of the Dirac matrix (3.31) contains the quark mass term, (5.5) also modifies the diagonal. Indeed for $\Gamma=1$, the first order energy shift, the so called sigma terms is the shift in hadron mass due to shift in quark mass. For $\Gamma \neq 1$ this terms does not directly shift the quark mass but still causes the matrix to become more singular, a similar problem to the more singular matricies at near physical quark masses. As the matrix becomes more singular the larger $\lambda$ is, this introduces a natural upper bound on $\lambda$. As we shall observe later $\S 5.5$, there is no actual advantage to large $\lambda$, so in practice we seek values well below this limit. This holds true as quark masses tend towards the physical point, where the window between $\kappa$ and $\kappa_{c}$ reduces.

Unlike it's continuum counterpart, due to discretisation the local current is not conserved on the lattice. However as the FHT gives us matrix elements of their n-point correlator method counterparts, the same renormalisation on matrix elements as described in $\S 3.4$ can be used. This requires us a multiplicative renormalisation factor $Z_{V}$, such that $Z_{V} V_{\mu}^{l o c}(n)$ gives the renormalised matrix element at some fixed scal. Similar multiplicative renormalisation $Z_{A}$ can be calculated for the axial current.

Coming back to our example, it is clear that we can then use $V_{4}^{\text {loc }}$ as our lattice operator, as long as we also calculate $Z_{V}$ for our lattice.

### 5.2.2 Connected Conserved

It is also possibly to implement the conserved vector current with minimal additional implementation. Recall the Wilson fermion action

$$
\begin{equation*}
\mathcal{L}_{W}[\bar{q}, q](n)=\bar{q}(n)\left(\frac{1}{2 a} \sum_{\mu}\left[\left(r-\gamma_{\mu}\right) U_{\mu}(n) q(n+\hat{\mu})+\left(r+\gamma_{\mu}\right) U_{-\mu}(n) q(n-\hat{\mu})\right]+\left(m+\frac{4 r}{a}\right) q(n)\right) \tag{3.41}
\end{equation*}
$$

it has a conserved current [124, 194, 195]

$$
\begin{equation*}
V_{\mu}^{c o n}(n):=\frac{1}{2}\left[\bar{q}(n+\hat{\mu})\left(r+\gamma_{\mu}\right) U_{-\mu}(n+\hat{\mu}) q(n)-\bar{q}(n)\left(r-\gamma_{\mu}\right) U_{\mu}(n) q(n+\hat{\mu})\right] \tag{5.8}
\end{equation*}
$$

We are interested in transforming the Gauge Links

$$
\begin{equation*}
U_{\nu} \rightarrow U_{\nu} e^{i \lambda_{\nu} f(n)} \tag{5.9}
\end{equation*}
$$

for some fixed $\nu$, real constant $\lambda_{\nu}$ and a real function $f(n)$. We first rewrite the interacting fermion action, with some translation in elements of the sum

$$
\begin{equation*}
S_{F}^{I}[\bar{q}, q]=a^{4} \sum_{n} \sum_{\mu}\left[\bar{q}(n+\hat{\mu})\left(r+\gamma_{\mu}\right) U_{-\mu}\left(n, \lambda_{\nu}\right)+\bar{q}(n)\left(r-\gamma_{\nu}\right) U_{\mu}\left(n, \lambda_{\nu}\right) q(n+\hat{\mu})\right] \tag{5.10}
\end{equation*}
$$

where the first derivative in the action then becomes

$$
\begin{align*}
\frac{\partial S_{F}}{\partial i \lambda_{\nu}} & =a^{4} \sum_{n} \frac{1}{2}\left[\bar{q}(n+\hat{\nu})\left(r+\gamma_{\nu}\right)(-f(n)) U_{-\mu}(n)+\bar{q}(n)\left(r-\gamma_{\nu}\right) U_{\mu}(n)(f(x)) q(n+\hat{\mu})+\mathcal{O}(\lambda)\right] \\
& =a^{4} \sum_{n}\left[-f(n) V_{\nu}^{c o n}+\mathcal{O}(\lambda)\right] \tag{5.11}
\end{align*}
$$

where we have absorved the $\lambda$ dependence of $U_{\mu}$ into $\mathcal{O}(\lambda)$. Clearly this implies the second order derivative of this action is not zero, unlike all our other FHT cases

$$
\begin{equation*}
-\frac{\partial^{2} S_{F}}{\partial \lambda_{\nu}^{2}}=a^{4} \sum_{n} \frac{1}{2}\left[\bar{q}(n+\hat{\nu})\left(r+\gamma_{\nu}\right)(f(n))^{2} U_{-\mu}(n)+\bar{q}(n)\left(r-\gamma_{\nu}\right) U_{\mu}(n)(f(n))^{2} q(n+\hat{\mu})+\mathcal{O}(\lambda)\right] \tag{5.12}
\end{equation*}
$$

which is fermion action except with an additional $f^{2}(n)$ factor

$$
\begin{equation*}
a^{4} \sum_{n} f^{2} \bar{q}(n) \mathcal{D}_{\nu} \gamma_{\nu} q(n) . \tag{5.13}
\end{equation*}
$$

Now the second order derivative of the action term in the FHT requires time-enhancement just like the first order terms to modify the energy shifts. The matrix elements corresponding to the second order energy shift include a second order action shift matrix element, the first element of (4.57). Notice that (5.13) gives FHT current

$$
\begin{equation*}
J(n)=f^{2}(n) \bar{q}(n) \mathcal{D}_{\nu} \gamma_{\nu} q(n) \tag{5.14}
\end{equation*}
$$

and the matrix element it is inserted to has just one instance of this current despite being of second order in $\lambda$. This means the derivation of the relationship between this matrix element and the energy shift is the same as the linear FHT, except the matching to second order energy shift

$$
\begin{equation*}
\left.\frac{\partial^{2} E_{X, \vec{p}}}{\partial \lambda^{2}}\right|_{\lambda=0}=\frac{1}{2 E_{X, \vec{p}}}\langle X, \vec{p}| J(0)|X, \vec{p}\rangle_{0}+\left(\text { Regular } \frac{\partial S_{F}}{\partial i \lambda_{\nu}} \text { Term }\right) \tag{5.15}
\end{equation*}
$$

or

$$
\begin{equation*}
\left.\frac{\partial^{2} E_{X_{q}^{+}, \vec{p}}}{\partial \lambda^{2}}\right|_{\lambda=0}=\frac{1}{2 E_{X_{\vec{q}}^{+}, \vec{p}}}\left\langle X_{\vec{q}}^{+}, \vec{p}\right| J(0)\left|X_{\vec{q}}^{+}, \vec{p}\right\rangle_{0}+\left(\operatorname{Regular} \frac{\partial S_{F}}{\partial i \lambda_{\nu}} \text { Term }\right) \tag{5.16}
\end{equation*}
$$

depending on momentum transfer.
This means the form of the matrix elements is determined by Breit frame conditions imposed on $f^{2}$. Take the case where $f(n)=\cos \vec{q} \cdot \vec{n}$ this is $f^{2}(n)=\frac{1}{2}(1+\cos 2 \vec{q} \cdot \vec{n})$. The first term is a forward matrix element for any choice of $\vec{q}$ and the latter obeys Breit frame kinematics at $\vec{p}=\vec{p} \pm 2 \vec{q}$, which can be expressed as

$$
\begin{equation*}
\left|\frac{2 p \cdot q}{Q^{2}}\right|=2 \tag{5.17}
\end{equation*}
$$

This means this additional term is dependent on $\vec{p}$ only up to energy normalisation $2 E_{X, \vec{p}}$ and completely independent of $\vec{q}$ outside of (5.17).

To implement this conserved current on the lattice, we introduce a $U(1)$ phase term to the guage links after smearing. Ideally this step would be performed before smearing but the Chroma software library [196] has many optimisations which this step would break, requiring extensive software developement. Another possible method would be to directly add the (3.31) equivalent of (5.11) to the non-diagonal parts of the Dirac matrix prior to inversion.

In either case we are calculating modified quark propagators like the local current $\S 5.2 .1$ and the same contraction behaviours apply. We shall use $V_{4}^{\text {con }}$ as the second vector current implementation for our example.

## Disconnected Quarks

The calculations of self-contracted fermion lines has many challenges on the lattice. The problem in their calculation with established three-point function techniques on the lattice, naïvely requires the calculation of all-to-all propgataors. Recently there has been significant progress in stochastic estimation of such propgators [197-201] and [185] presented another complementary method which we summarise now.

In §5.2.1, we saw that a simple modification prior inversion due to our importance sampling (3.37) will only give the connected contribution to the energy shift. To generate the disconnected contributions with a FHT method we require modification of the configuration weighting $\rho\left(U_{\mu}^{(i)}\right)$ in the configuration generation. Lattices generated with an additional $\gamma_{5}$-Hermitian term in the Dirac matrix, yield the missing disconnected matrix elements. On these modified lattices one can also apply the modification for the connected local current to extract both connected and disconnected contribution at the same time. Such a modification has been used to give a better understanding of problems where the disconnected contribution is non-negligible [185] , in this case the proton spin problem §9.1.1. Note that for such problems the lattice spacing $a$ is depedent on $\lambda$ and quadratic at lowest order in $\lambda$ in our case, see [193] for further details.

This technique has one major disadvantage, every single new discrete modification $\lambda$ is accompanied by the generation of entirely new lattice ensembles. As lattices grow in volume, the work required to invert $\mathcal{D}$ becomes a larger contribution to the overall cost of computation. That is a larger part of the combination of generating general purpose lattice configurations and the combined computation performed on them. Despite this the disconnected calculation are still expensive enough to be limited by the need to generate single purpose lattice ensembles.

### 5.2.3 Future Operators

All the operators we have discussed do not break low-level Chroma software library [196] optimisations, which is why our local operators only modify the diagonal of the Dirac matrix §5.2.1. Such an addition for the local current already breaks even-odd preconditioning optimisations, which translates to slower inverters. The conserved current converted can use all existing inverters and such can use better inverters, such as domain decomposition [202].

By removing the constraint on modifying only the diagonal for local operators, more operators can be used for the FHT beyond those of the Clifford algebra. One such example would be a direct implementation of the conserved current, without including a shift beyond first order in the action. In fact this would allow any arbitrary quark billinears to be included into the Dirac matrix, such as the operators for quasi-distributions [203] and loffe time distributions [204], the latter of which already uses a different FHT approach for it's matrix elements [188].

### 5.3 Flavour Decomposition

In adding quark bilinears to the action prior to inversion in $\S 5.2 .1$ and $\S 5.2 .2$, we generate modified quark propagators, which we use to build up composite QCD objects. We are free to combine both modified and unmodified quark propagators to isolate flavour contribution to our matrix elements. We shall ignore the $s$ flavour terms in our simulation as they are not present in our connected operator calculations but are straightforward to reinclude once disconnected quantities are studied.

Using two different $\lambda$ we can construct any combination of flavour in hadron currents $\lambda_{1} u+$ $\lambda_{2} d$. For technical reasons we shall go into later we always calculate $\lambda$ and $-\lambda$ pairs for our quark and so without requiring extra inversion we can always form the $u, d, u-d$ and $u+d$ flavoured currents. For the linear case, their flavour decomposition is trivial, with only two independent quantities $u$ and $d$ shown diagramatically in Figure 5.3.


Figure 5.3: The three ways of inserting one current on a baryon with a doubly represented quark (plain) and a singly represented quark (dashed)


Figure 5.4: The six ways of inserting two currents on a baryon with a doubly represented quark (plain) and a singly represented quark (dashed)

At second order, there are two current insertions, so either one or two quark lines are hit with the current. Consider the information available from two simulation; one with just $u$ currents Figure 5.4 (a)-(c) and the other with just $d$ currents Figure 5.4d. This would miss an important class of insertions, those hitting two different flavoured currents Figure 5.4 (e)-( $f$ ). We shall label contributions by their quark flavour content, $u u, d d$ and $u d$, which we shall use throughout this work and is summarised in Table 5.1. The normalisation ion the $u d$ component is fixed such that two $(u+d)$ currents are split as $u u+d d+u d$.

Getting back to our quark counting example, we are dealing with the simpler linear energy shift, so only need to take $u$ and $d$ flavoured currents. The extra $u-d$ and $u+d$ contraction available without extra inversions are not statistically independent of $u$ and $d$, so are not used. This means we can construct $V_{4}^{u}$ and $V_{4}^{d}$ giving us access to $F_{1}^{u}(0)$ and $F_{1}^{d}(0)$ respectively.

| Insertions | Flavour Combination | Diagrams |
| :---: | :---: | :--- |
| Single | $u$ | Figure 5.3 (a)-(b) |
|  | $d$ | Figure 5.3 (c) |
| Double | $u u$ | Figure 5.4 (a)-(c) |
|  | $d d$ | Figure 5.4 (d) |
|  | $u d$ | Figure 5.4 (e)-(f) |

Table 5.1: The contributing diagrams to our defined flavour combinations, which can be extended in the obvious manner to include disconnected terms as well.

### 5.4 Ratios

We now outline our method of extracting energy shifts from correlators modified as described above. The basic principle between a calculation is to shift the action at some finite discrete number of $\boldsymbol{\lambda}^{(1)}, \boldsymbol{\lambda}^{(2)}, \cdots$, calculating the correlator at each $\boldsymbol{\lambda}$, before fitting effective masses of two-point correlation functions as in $\S 3.6$. The energy extracted then follow a Taylor expansion

$$
\begin{equation*}
E_{X, \vec{p}}(\boldsymbol{\lambda})=E_{X, \vec{p}}(0)+\left.\sum_{i} \lambda_{i} \frac{\partial E_{X, \vec{p}}}{\partial \lambda_{i}}\right|_{\lambda=\overrightarrow{0}}+\left.\sum_{i} \frac{\lambda_{i}^{2}}{2!} \frac{\partial^{2} E_{X, \vec{p}}}{\partial \lambda_{i}^{2}}\right|_{\lambda=\overrightarrow{0}}+\left.\sum_{i} \sum_{j<i} \frac{\partial^{2} E_{X, \vec{p}}}{\partial \lambda_{i} \partial \lambda_{j}}\right|_{\lambda=0}+\mathcal{O}\left(\lambda^{3}\right) . \tag{5.18}
\end{equation*}
$$

By fitting to this expansion for our calculated two-point correlators at differing $\lambda$ we can then extract the derivatives in energy, which we then relate to matrix elements via FHT. There are however some optimisations that can be performed on the simulation.

It is easiest to observe this improvement through our quark counting example. To extract modified hadron correlators we require definite or turned $\lambda$. Tuning $\lambda$ however requires knowledge of the correct ratios to verify systematics, so we are left with a chicken and egg problem. As it will turn out in $\S 5.5$ the range of $\lambda$ that gives the correct result is quite large $10^{-6}<|\lambda|<10^{-1}$, so we shall use $\lambda \in\left\{ \pm 10^{-4}, \pm 10^{-5}\right\}$ for our exploration.

The local vector current $V_{4}^{\text {loc }}$ modified only for the $u$ quark propagator inside a hadron is our example. With four $\lambda$ and one unperturbed $\lambda=0$, there are 5 different nucleon correlators $G_{\chi \lambda}^{(2)}$. The naïve expectation is that these correlators can be fit like a normal nucleon correlator, eg. §3.6.2 by using the effective masses to determine fitting range. The correlators and their effective masses are shown in Figure 5.5, with the modified correlator fit ranges chosen in the same way as the unmodified (see $\S 3.6 .2$ for details). It is clear that the perturbations in energy caused by this modified action are not visible to the eye, however the correlators are highly correlated with each other, possessing the same lattice source sites. Using this high correlation we can extract a fit in $\lambda$, which gives a proton mass of

$$
\begin{equation*}
m_{p}(\lambda)=0.923(19)+2.31(18) \lambda . \tag{5.19}
\end{equation*}
$$

The coeficient infront of $\lambda$ is our first order energy shift using the FHT.
The first major optimisation one can perform is at this Taylor expansion fit step. By taking the ratios of modified and unmodified correlator

$$
\begin{equation*}
\frac{G_{\chi \lambda}^{(2)}}{G_{\chi}^{(2)}}\left(x_{4}, \vec{p}\right) \rightarrow \frac{g_{\chi \lambda}^{(2)}[X, \vec{p}]}{g_{\chi}^{(2)}[X, \vec{p}]} e^{-\left(E_{X, \vec{p}}(\lambda)-E_{X, \vec{p}}\right) x_{4}} \propto e^{-\Delta E_{X, \vec{p}}(\lambda) x_{4}} \tag{5.20}
\end{equation*}
$$

the constant in $\lambda$ mass term, the first term of (5.18) from our fit is removed. This ratio is still includes $\mathcal{O}\left(\lambda^{2}\right)$ terms in general, so we can go even further than this by taking the ratio of two modified correlators

$$
\begin{equation*}
\frac{G_{\chi(+\lambda)}^{(2)}}{G_{\chi(-\lambda)}^{(2)}}\left(x_{4}, \vec{p}\right) \rightarrow \frac{g_{\chi \lambda}^{(2)}[X, \vec{p}]}{g_{\chi(-\lambda)}^{(2)}[X, \vec{p}]} e^{-\left(E_{X, \vec{p}}(\lambda)-E_{X, \vec{p}}(-\lambda)\right) x_{4}} \propto e^{-E_{X, \vec{p}}^{o}(\lambda) x_{4}} \tag{5.21}
\end{equation*}
$$



Figure 5.5: The modified and unmodified correlator comparison, the unmodified correlator (blue) is also shown with correlator fit. The points have been offset slightly for clarity. The inverters for the unperturbed correlator use even-odd preconditioning, while the modified correlators do not.
which only includes terms odd in $\lambda$, making the next-most significant precent term $\mathcal{O}\left(\lambda^{3}\right)$. We shall leave the systematic control of presence of such terms to $\S 5.5$.

Focusing on this ratio for our example we are left with fewer correlator ratios than there are modified correlators, see in Figure 5.6 that the both the different $\lambda$ correlators have distinct signals and their effective mass Figure 5.6b, has two different distinct values.

The correlators are then fit by looking for constant effective mass behaviour, except with the correlator fit artificially later, the fit suggest starting at time-slice $x_{4} / a=2$. This early plateaux is due to the excited states having the same value as the lowest order state, nevertheless prior first order FHT fits are earlier than their unmodified counterparts [184]. In later chapters we shall also calculate second order energy shifts using even ratios, which tend to plateaux later than their unmodified correlator counterpart.

The one parameter fit of the odd $\lambda$ dependence of the mass with respect to $\lambda$ then is

$$
\begin{equation*}
m^{o d d}(\lambda)=2.330(26) \lambda . \tag{5.22}
\end{equation*}
$$

The precision of this fit is a magnitude smaller than when fitting each of the correlators separately, whose predominant contributions are from mass and momentum of the unperturbed ground state. Note that the method without ratios does not even attain the same precision if the ratio guided fitting range is used, hence for all future results we shall exclusively use the relevant ratios that we now define formally.

### 5.4.1 Single Modification

We can write the Taylor expansion of a $\lambda$ dependent energy in one variable to all orders as

$$
\begin{equation*}
E_{X, \vec{p}}(\lambda)=E_{X, \vec{p}}(0)+E_{X, \vec{p}}^{e}(\lambda)+E_{X, \vec{p}}^{o}(\lambda) \tag{5.23}
\end{equation*}
$$

where $E^{e}$ denotes the even part of the energy with respect to $\lambda$ and $E^{o}$ the corresponding odd part. Then one can construct ratios in the same manner as (5.20), to extract pure odd or even energy shifts

$$
\begin{array}{r}
R_{\chi \lambda}^{o}\left(x_{4}, \vec{p}\right):=\frac{G_{\chi(+\lambda)}^{(2)}}{G_{\chi(-\lambda)}^{(2)}}\left(x_{4}, \vec{p}\right) \rightarrow g_{\chi \lambda}^{(o)} e^{-2 E_{X, \vec{p}}^{o}(\lambda) x_{4}} \\
R_{\chi \lambda}^{e}\left(x_{4}, \vec{p}\right):=\frac{G_{\chi(+\lambda)}^{(2)} G_{\chi(-\lambda)}^{(2)}}{\left(G_{\chi}^{(2)}\right)^{2}}\left(x_{4}, \vec{p}\right) \rightarrow g_{\chi \lambda}^{(e)} e^{-2 E_{X, \vec{p}}^{e}(\lambda) x_{4}} \tag{5.25}
\end{array}
$$



Figure 5.6: The correlator ratios for our quark couting example of both correlator (a) and effective mass Figure 5.6b.

Where we have defined

$$
\begin{align*}
g_{\chi \lambda}^{(o)} & :=\frac{g_{\chi \lambda}^{(2)}[X, \vec{p}]}{g_{\chi(-\lambda)}^{(2)}[X, \vec{p}]}  \tag{5.26}\\
g_{\chi \lambda}^{(e)} & :=\frac{g_{\chi \lambda}^{(2)}[X, \vec{p}] g_{\chi(-\lambda)}^{(2)}[X, \vec{p}]}{g_{\chi}^{(2)}[X, \vec{p}]^{2}} \tag{5.27}
\end{align*}
$$

One can then simply fit these in exactly the same manner as a two-point correlation function, using effective masses to guide a fitting window, but the resultant Taylor expansions becomes simpler

$$
\begin{align*}
& E_{X, \vec{p}}^{o}(\lambda)=\left.\lambda \frac{\partial E_{X, \vec{p}}}{\partial \lambda}\right|_{\lambda=0}+\mathcal{O}\left(\lambda^{3}\right)  \tag{5.28}\\
& E_{X, \vec{p}}^{e}(\lambda)=\left.\frac{\lambda^{2}}{2!} \frac{\partial^{2} E_{X, \vec{p}}}{\partial \lambda^{2}}\right|_{\lambda=0}+\mathcal{O}\left(\lambda^{4}\right) . \tag{5.29}
\end{align*}
$$

As our strategy is to perform a fit with the lowest possible $\lambda$, in almost all cases, fits of the polynomial in $\lambda$ are single parameter fits. As single parameter fits, with just with two different $\lambda$ magnitudes for the ratios all higher order $\lambda$ effects can demonstrated to be negligible.

### 5.4.2 Double Modification

The same principle can be extended to any number of different $\boldsymbol{\lambda}$ modifications, but the only other one of interest to us is two different action modifications $\boldsymbol{\lambda}=\left(\lambda_{1}, \lambda_{2}\right)$. We split the Taylor expansion into five pieces

$$
\begin{equation*}
E_{X, \vec{p}}(\boldsymbol{\lambda})=E_{X, \vec{p}}(0)+E_{X, \vec{p}}^{e e}(\boldsymbol{\lambda})+E_{X, \vec{p}}^{e o}(\boldsymbol{\lambda})+E_{X, \vec{p}}^{o e}(\boldsymbol{\lambda})+E_{X, \vec{p}}^{o o}(\boldsymbol{\lambda}) . \tag{5.30}
\end{equation*}
$$

where $E^{o e}$ represent the energy odd in $\lambda_{1}$ and even in $\lambda_{2}$, and similar for $E^{e e}, E^{e o}, E^{o o}$. To extract these four ratios are formed

$$
\begin{align*}
& R_{\chi \lambda}^{o o}:=\frac{G_{\chi\left(+\lambda_{1},+\lambda_{2}\right)}^{(2)} G_{\chi\left(-\lambda_{1},-\lambda_{2}\right)}^{(2)}}{G_{\chi\left(+\lambda_{1},-\lambda_{2}\right)}^{(2)} G_{\chi\left(-\lambda_{1},+\lambda_{2}\right)}^{(2)}} \rightarrow g_{\chi \lambda}^{(o o)} e^{-4 E_{X, \bar{p}}^{o o}(\boldsymbol{\lambda}) x_{4}}  \tag{5.31}\\
& R_{\chi \lambda}^{o e}:=\frac{G_{\chi\left(+\lambda_{1},+\lambda_{2}\right)}^{(2)} G_{\chi\left(+\lambda_{1},-\lambda_{2}\right)}^{(2)}}{G_{\chi\left(-\lambda_{1},-\lambda_{2}\right)}^{(2)} G_{\chi\left(-\lambda_{1},+\lambda_{2}\right)}^{(2)}} \rightarrow g_{\chi \lambda}^{(o e)} e^{-4 E_{X, \bar{p}}^{o o(\lambda) x_{4}}}  \tag{5.32}\\
& R_{\chi \lambda}^{e o}:=\frac{G_{\chi\left(+\lambda_{1},+\lambda_{2}\right)} G_{\chi\left(\left(-\lambda_{1},+\lambda_{2}\right)\right.}^{(2)}}{G_{\chi\left(-\lambda_{1},-\lambda_{2}\right)}^{(2)} G_{\chi\left(+\lambda_{1},-\lambda_{2}\right)}^{(2)}} \rightarrow g_{\chi \lambda}^{(e o)} e^{-4 E_{X, \bar{p}}^{e o}(\lambda) x_{4}}  \tag{5.33}\\
& R_{\chi \lambda}^{e e}:=\frac{G_{\chi\left(+\lambda_{1},+\lambda_{2}\right)}^{(2)} G_{\chi\left(-\lambda_{1},-\lambda_{2}\right)}^{(2)} G_{\chi\left(+\lambda_{1},-\lambda_{2}\right)}^{(2)} G_{\chi\left(-\lambda_{1},+\lambda_{2}\right)}^{(2)}}{\left(G_{\chi}^{(2)}\right)^{4}} \rightarrow g_{\chi \lambda}^{(e e)} e^{-4 E_{X, \bar{p}}^{e e}(\lambda) x_{4}} \tag{5.34}
\end{align*}
$$

which allow extraction of energy shifts

$$
\begin{align*}
& E_{X, \vec{p}}^{o o}(\boldsymbol{\lambda})=\left.\lambda_{1} \lambda_{2} \frac{\partial^{2} E_{X, \vec{p}}}{\partial \lambda_{1} \partial \lambda_{2}}\right|_{\boldsymbol{\lambda}=\overrightarrow{0}}+\mathcal{O}\left(\lambda_{1} \lambda_{2}^{3}\right)+\mathcal{O}\left(\lambda_{1}^{3} \lambda_{2}\right)  \tag{5.35}\\
& E_{X, \vec{p}}^{o e}(\boldsymbol{\lambda})=\left.\lambda_{1} \frac{\partial E_{X, \vec{p}}}{\partial \lambda_{1}}\right|_{\boldsymbol{\lambda}=\overrightarrow{0}}+\mathcal{O}\left(\lambda_{1} \lambda_{2}^{2}\right)+\mathcal{O}\left(\lambda_{1}^{3}\right)  \tag{5.36}\\
& E_{X, \vec{p}}^{e o}(\boldsymbol{\lambda})=\left.\lambda_{2} \frac{\partial E_{X, \vec{p}}}{\partial \lambda_{2}}\right|_{\boldsymbol{\lambda}=\overrightarrow{0}}+\mathcal{O}\left(\lambda_{1}^{2} \lambda_{2}\right)+\mathcal{O}\left(\lambda_{2}^{3}\right)  \tag{5.37}\\
& E_{X, \vec{p}}^{e e}(\boldsymbol{\lambda})=\left.\sum_{i} \frac{\lambda_{i}^{2}}{2!} \frac{\partial E_{X, \vec{p}}}{\partial \lambda_{i}}\right|_{\boldsymbol{\lambda}=\overrightarrow{0}}+\mathcal{O}\left(\lambda_{1}^{2} \lambda_{2}^{2}\right)+\mathcal{O}\left(\lambda_{1}^{4}\right)+\mathcal{O}\left(\lambda_{2}^{4}\right) \tag{5.38}
\end{align*}
$$

If one where interested in only higher order interference terms, where the terms includes noninterference terms, one can remove them by combing the ratios with appropriate one $\lambda$ ratios.

### 5.4.3 Imaginary Shifts

The ratios of $\S 5.4 .1, \S 5.4 .2$, can be easily modified for extracting imaginary shifts by taking the phase of the ratio

$$
\begin{align*}
\operatorname{Arg}\left\{R_{\chi \lambda}^{o}\right\} & =\rightarrow \operatorname{Arg}\left\{g_{\chi \lambda}^{(o)}\right\}-2 \operatorname{Im}\left\{E_{X, \vec{p}}^{o}(\lambda)\right\} x_{4}  \tag{5.39}\\
\operatorname{Arg}\left\{R_{\chi \lambda}^{e}\right\} & =\rightarrow \operatorname{Arg}\left\{g_{\chi \lambda}^{(e)}\right\}-2 \operatorname{Im}\left\{E_{X, \vec{p}}^{e}(\lambda)\right\} x_{4}  \tag{5.40}\\
\operatorname{Arg}\left\{R_{\chi \lambda}^{o o}\right\} & =\rightarrow \operatorname{Arg}\left\{g_{\chi \lambda}^{(o o)}\right\}-4 \operatorname{Im}\left\{E_{X, \vec{p}}^{o o}(\lambda)\right\} x_{4}  \tag{5.41}\\
\operatorname{Arg}\left\{R_{\chi \lambda}^{o e}\right\} & =\rightarrow \operatorname{Arg}\left\{g_{\chi \lambda}^{(o e)}\right\}-4 \operatorname{Im}\left\{E_{X, \vec{p}}^{o o}(\lambda)\right\} x_{4}  \tag{5.42}\\
\operatorname{Arg}\left\{R_{\chi \lambda}^{e o}\right\} & =\rightarrow \operatorname{Arg}\left\{g_{\chi \lambda}^{(e o)}\right\}-4 \operatorname{Im}\left\{E_{X, \vec{p}}^{e o}(\lambda)\right\} x_{4}  \tag{5.43}\\
\operatorname{Arg}\left\{R_{\chi \lambda}^{e e}\right\} & =\rightarrow \operatorname{Arg}\left\{g_{\chi \lambda}^{(e e)}\right\}-4 \operatorname{Im}\left\{E_{X, \vec{p}}^{e e}(\lambda)\right\} x_{4} . \tag{5.44}
\end{align*}
$$

Unlike the effective mass style ratios of the real shift counterparts, these ratios have a much simpler form to extract time depedence

$$
\begin{equation*}
\operatorname{Arg}\left\{R_{\chi \boldsymbol{\lambda}}\left(x_{4}\right)\right\}-\operatorname{Arg}\left\{R_{\chi \boldsymbol{\lambda}}\left(x_{4}+a\right)\right\} \propto \operatorname{Im}\left\{E_{X, \vec{p}}(\boldsymbol{\lambda})\right\} \tag{5.45}
\end{equation*}
$$

for large enough $x_{4}$. As we use small $\lambda$ any phase wrap around effects can be ignored, although nothing in theory is stopping their extraction with a slightly modified fit.

### 5.5 Inversion Optimisation

The FHT requires the calculation of additional propagators, which can be expensives when using many different $\lambda$. To make our extrapolation of energy shifts to zero $\lambda$ well defined, we restrict ourselves to the smallest possible $\lambda$, which allows us to perform a simple but effective improvement to the inversion time. This optimisation works on any inversions of perturbed propagators, in our case local and conserved currents. By using the unperturbed quark propagator, the inversion of the unperturbed Dirac matrix, as the initial guess to the inversion of a perturbed one, one can save substantially on inversion time. Additionally one can use combinations of prior guesses to get even better initial guess for the inversion by using a simple linear extrapolation. In all cases, as we care just determining the initial guess of the propagator solution, the resulting modified propagator with or without guess is the same, hence any improvement in inversion time is a pure gain. We now investigate the initial guess using our quark counting example.

The expected effect of a perturbation in $\lambda$ depends on the magnitude. Theoretically one expect the entire perturbation to fail as $\lambda$ tends to 1 , as higher order energy shifts contribute more and more, thus extraction of some low order energy shifts becomes infeasible. In practice a more dominant bound on $\lambda$ is given by increasingly singular Dirac matrix as $|\lambda|$ grows larger. If we look at the local vector current modification (5.5), a term that looks like the quark mass in (3.31) is introduced. This is an effective shift in the quark and anti-quark mass, so as the quark mass gets lighter one can get hit $\kappa_{c}$ singularities. Additionally at large $\lambda$, higher order effects than of interest might become statistically significant. These give us both a hard and soft ceiling on $\lambda$.

Smaller $\lambda$ have their own problems, due to finite machine precision. The IEEE 754 double precision float, most commonly implemented by hardware, has only approximately sixteen significant decimal digits. Thus for $\lambda$ smaller than this, we expect no perturbation evident. One must also be careful due, only part of the perturbation might 'fall' through the correlator shift, which could lead to erroneous results. However our ratios $\S 5.4$, allows us to look at systematics in our perturbation by comparing multiple different $\lambda$. In the case where the perturbation 'falls' through the lattice we except to observe a rapid breakdown in leading order $\lambda$ trend. In the case where $\lambda$ is too large, their trend will also diverge from the dominant $\lambda$ trend as $\lambda$ gets bigger.

We now investigate different inversion guess strategies in a simple low statistics simulation to analyse the $\lambda$ for the effects mentioned above. The calculation is performed on the $\beta=5.5$ $S U(3)_{\text {flavour }}$ symmetric ensemble Table E.2, performed on a small subset of size $N_{c f g}=27$. The action modification as the example was chosen to be a simple single flavour vector current

$$
\begin{equation*}
S(\lambda)=S(0)+\lambda \int d^{4} x\left(e^{i \vec{q} \cdot \vec{x}}+e^{-i \vec{q} \cdot \vec{x}}\right) V_{3}^{d, l o c} \tag{5.46}
\end{equation*}
$$

for $q=(4,1,0)$, in lattice units corresponding to a $Q^{2}$ of $4.64 \mathrm{GeV}^{2}$.
The $\lambda$ where chosen with the machine precision and higher order perturbations in mind. Inversion times where recorded for each $\lambda$ and shown in Figure 5.7. We first observe that no guess is significantly worse than the unperturbed inversion, as the unperturbed inverter has been optimised for the clover improved Wilson action. In addition the time of no guess is very unstable, which arises from the fact that the inverter does not initialise the initial guess to zero. This means that the trend towards smaller $\lambda$ has more to do with the memory configuration of the used system. With a large difference between a guess and no guess inversions, an improved technique is clearly preferred.

We first look at the simplest inversion guess by looking at Figure 5.5, notice that the correlators are virtually unchanged, which means the quark propagator used are virtually the same too. The modified quark propagator was inverted off a slightly modified source, which means that for sufficiently small $\lambda$ the solution of the perturbed quark propagator is almost identical to the unperturbed one. To this end we also run the same inversions with a starting perturbation, and observe due to the consistent starting perturbation that the result is much more stable between $\lambda$. We observe even for the larger $\lambda$, the inversion times are universally faster than no guess and can even beat the optimised inverter on the unperturbed inversion, once the unperturbed quark


Figure 5.7: The inversion time in seconds for one colour and Dirac index, plotted against the absolute value of $\lambda$. The points in blue are the inversion done with no initial guess, the points in orange represent inversions with unperturbed correlator as initial guess for the solution and red the inversions with a linear extrapolation based initial guess. The teal band is the corresponding unperturbed correlator inversion time for reference, which we note uses a more optimised inverter. All error bars and bands are shown for one standard deviation.
propagator has been measured. In practice the unperturbed quark propagator needs to be calculated in every one of our simulations anyway, so this is effectively a free gain. This linear trend of inversion, is a good indication that no $\kappa_{c}$ effects are hit for our choice of $\lambda$. Clearly a simple inversion guess is already better than none.

With the long linear inversion time trend we saw, it is natural to want to investigate what happens when we use simple Linear Interpolation (LERP) techniques. If one has an unperturbed and perturbed solution, one can form a initial guess by predicting the solution as only linear in $\lambda$. We observed that for a large range of $\lambda$ the inversion time with this technique remains constant, until larger $\lambda$, it rises sharply in linear fashion. This improved technique has no significant implementation cost over inversion without guess, only storage in memory of prior solutions, and hence will be used throughout this work. Quadratic extrapolation and further techniques should also be possible, although improvements aren't expected to be as pronounced. Such extensions would be relevant for extracting cubic and quartic perturbation.

## $5.6 \lambda$ Tuning

Figure 5.7 shows that for very small $\lambda=10^{-13}$ the solution to the perturbed quark propgator is indistinguishable from the unperturbed up to machine precision. This is when the entirety of the response from our action modification is definitely no longer measureable. We have to be more careful about this, we don't expect the perturbation to become invisible from one $\lambda$ to the next, instead expecting a slower decline in signal which we investigate now. By calculating baryon correlators and ratios thereof to look at even energy shifts we can examine the $\lambda$ trend. Again as this is a low statistics run we do not expect anything meaningful from these results, but we can look for $\lambda$ consistency.

The results against $\lambda$ of the even energy shift (5.29), as extracted using the even one- $\lambda$ ratio (5.25) are shown in Figure 5.8. As we have divided by $\lambda^{2}$ we expect to observe constant behaviour where systematics are under control. For small $\lambda$ we observe that not only is the result unstable,


Figure 5.8: The even energy shift (5.29) divided by $\lambda^{2}$, as extracted from the ratio (5.25), given by the low statistics run as described in the text. For (a) the absolute value of the even energy shift was shown, to see the rapid decline in signal, with box showing the limits of zoomed figure (b), which is shown in linear scale and no absolute value.
it is certainly not consistent. Only for the largest $\lambda$ do we not observe a consistent result. It is surprising how dramatic the falloff is from the consistent range of $\lambda \in\left[10^{-5}, 10^{-2}\right]$, to a slight inconsistency in $\lambda=10^{-6}$, to completely different just one magnitude lower. This means that we must use large enough $\lambda$ for our simulation.

To ensure that we observe the proper energy shift we can perform our calculation at multiple different values of $\lambda$, to see whether our ratios give consistent values. Due to the autocorrelation on the same source we observe that if our perturbation is invalid, even two very close $\lambda$ values will show this difference, even if they differ by less than a magnitude.

The choice of $\lambda$ then is limited for the problem, but is also changed based on the hardware at hand. As inversions can also be solved using GPGPU techniques and GPU hardware is often available at a cheaper cost, $\lambda$ optimisation for them is also important. Inversions on such current readily available hardware is often done using single precision floating point. This lower precision does not change the inversion time characteristics much, but it does require us to use much larger $\lambda$. Future available GPUs however are designed for double precision calculations, so identical calculations can then be performed as for the CPU.

A typical three-point function techniques on the lattice have inversion equivalent in time to an unperturbed correlator. For properly tuned $\lambda$ the computation of the equivalent matrix element is then faster than a sequential three point functions with the same operator, although the $\vec{q}$ extractable using FHT are more limited. In cases where both FHT and three point function are able to calculate the same matrix elements, this gives us an advantage in inversion time comparative to three point function techniques. Even without the inversion time improvement provided by using an initial guess the FHT method is already favourable [184].

We have shown how to optimise the $\lambda$ chosen for inversions for extractions of second order energy shifts. This is keeping the $\lambda$ small enough, that the inversion time is kept small and higher order effects are in check. As well as not letting it become to small that machine precision effects are noticeable. Throughout this work, $3 \lambda$ values are chosen for most simulation, with 2 chosen, when similar simulations with very close parameters have already been run.

In Figure 5.8 we saw that for a range of $\lambda$ the ratio divided by $\lambda^{2}$ was constant, implying $\mathcal{O}\left(\lambda^{4}\right)$ terms were negligiable. This means we can verify that our $\lambda$ are purely the energy shift of interest by comparing the effective masses divided by appropriate $\lambda$ factors.

In the case of our quark counting example we want only linear $\lambda$ terms in our ratio (5.24). The consistency is easily observed by looking at the odd energy shift with respect to $\lambda$ and it's fit which we plot in Figure 5.9. Clearly there are no significant higher order terms present in each of the data points, if they were the straight line would not be consistent with all the points.


Figure 5.9: A linear fit in $\lambda$ to the energy shift, showing no signs of other terms present, either constant or of higher order.

It turns out we can examine the fitting range and verify choice of $\lambda$ at the same time. If we divide the effective mass by $\lambda$, then a linear trend in Figure 5.9 will exhibit itself as consistent effective masses. The resultant shifted effective mass observed in Figure 5.10 allows us to determine fitting range and presence of $\lambda$ systematics in one plot qualitatively. Visually we see an exact agreement between the different $\lambda$, which means that the extracted energy divided by $\lambda$ is a direct fit for the first order energy shift $\frac{\partial E_{E_{d} \text { od }}^{\partial \lambda}}{\partial \lambda}$, the quantity shown on the $y$-axis from this fit. In the case where the energy shift is imaginary, as is the case for quark counting with the conserved vector current, the same principle can be applied, dividing the effective phase by the corresponding $\lambda$ factor.


Figure 5.10: The shifted effective mass of the odd ratio (5.24), used to calculate the odd shift in energy for two different values of $\lambda$. The points have been offset slightly for clarity.

### 5.7 The Lattice Feynman-Hellmann Recipe

We now summarise the steps for a (connected) FHT calculation on the lattice.

1. Choose the FHT corresponding to the matrix element of interest (§4.2)
2. Choose the operators including any momentum transfer $\vec{q}(\S 5.2)$
3. Identify the ratio ( $\$ 5.4$ ) for the matrix element and operator
4. Choose tuned $\lambda$ (§5.6) for the choice of ratio and operators
5. Calculate modifed quark propagators
6. Contract quark propagators into hadrons to form modified correlators with chosen current flavour combination
7. Fit correlators using shifted effective masses to determine fitting ranges, fitting a polynomial with higher order terms if necessary
8. Perform flavour decomposition if not trivial (§5.3)
9. Renormalise matrix element if nessesary

Performing these steps for our quark counting example, also including the conserved vector current we can count the quarks inside the nucleon, summarised in Table 5.2. We observed an excellent aggreement between the two methods, although the conserved current is much more precise, which is expected as the symmetry is exact even trajectory by trajectory. For the vector

| Current | Form Factor | Value |
| :---: | :---: | :---: |
| $V_{4}^{\text {loc }}$ | $F_{1}^{u}(0)$ | $1.996(23)$ |
|  | $F_{d}^{d}(0)$ | $0.993(11)$ |
| $V_{4}^{\text {con }}$ | $F_{u}^{u}(0)$ | $1.9993(21)$ |
|  | $F_{1}^{d}(0)$ | $0.99981(72)$ |

Table 5.2: The summary for the calculation of proton $F_{1}^{f}(0)$, for two different flavours and two different currents.
current the multiplicative renormalisation factor $Z_{V}$ was calculated already for this lattice, our calculation can also be used to fix this quantity instead giving a renormalisation constant of

$$
\begin{equation*}
Z_{V}=0.8611(84) \tag{5.47}
\end{equation*}
$$

which is used throughout this work.

### 5.8 Summary

We have presented implementable FHT operators, including a conserved current implementation. Using simple implementable steps, we showed how to reduce both statistical and systematic uncertainty, while at the same time reducing computational cost. By calculating precise vector charges of the proton using two different operators, including the first implementation of the conserved current using FHT in literature we have shown these steps in practice and calculated the vector renormalisation used throughout this work. This is put into practice in $\S 6, \S 7$ and $\S 8$.

## Chapter 6

## Transition Form Factors

In the case of the first order FHT, we have simple benchmark checks available in the form of quark counting $\S 5.6$. Additionally there are also many investigations with identical, or similar techniques that give us an understanding of the discretisation effects [112, 160-162, 165, 170172, 180, 183-187].

Similar two current matrix elements have been studied on the lattice [173-177, 181, 182] and so now we present some results from the second order FHT. The result of the second order energy shift, is evidently a polarisability, in similar fashion to the electric and magnetic polarisabilities extracted using the background field technique. Due to the larger than physical pion mass we can consider the two current matrix element as being saturated by the $\Delta^{+}$intermediate state and compare the resultant derived transition form factor to other established lattice and phenomenological techniques.

The Goldberger-Treiman relation, links the strong pseudoscalar pion-nucleon coupling constant to the nucleon axial charge, via the partially conserved axial current. A similar result, the off-diagonal Goldberger-Treiman relation links the pion-nucleon-delta coupling constant to the longitudinal Adler transition form factors [205]. We first investigate how we are able to relate the second order FHT to transition form factors $\S 6.1$, followed by describing one such form factor we can gain some knowledge of the one of the Adler transition form factors $\S 6.2$ and finishing with some lattice calculations investigating this link §6.3, before summarising §6.4.

### 6.1 Lattice Spectrum

By taking advantage of the spectrum of lattice states at larger than physical masses, we can infer some behaviour of just one of them. Recall the second order FHT without momentum transfer

$$
\begin{equation*}
\left.\frac{\partial^{2} E_{X, \vec{p}}}{\partial \lambda_{i}^{2}}\right|_{\lambda=\overrightarrow{0}}=2 \sum_{Y \neq X} \frac{\langle X, \vec{p}| J_{i}(0)|Y, \vec{p}\rangle_{0}\langle Y, \vec{p}| J_{i}(0)|X, \vec{p}\rangle_{0}}{E_{X, \vec{p}} E_{Y, \vec{p}}\left(E_{X, \vec{p}}-E_{Y, \vec{p}}\right)} \tag{4.81}
\end{equation*}
$$

and note that the contribution for each state $Y$ is weighted by

$$
\begin{equation*}
E_{Y, \vec{p}}\left(E_{X, \vec{p}}-E_{Y, \vec{p}}\right) . \tag{6.1}
\end{equation*}
$$

This means that larger mass intermediate states are suppressed compared to the lighter ones. We saw in $\S 3.6 .1$ and $\S 3.6 .2$, that for those simulation parameters the masses where much large than their physical counterparts. In addition the gap in mass between the delta and proton is relatively unchanged. This means that for these parameters, the delta is the lowest energy state in the sum. As a consequence of $m_{\Delta}-m_{p}<m_{\pi}$, the delta particle is stable.

Diagrammatically we can look at the differences between the continuum and the unphysically heavier than physical lattice as Figure 6.1. As we expect the lowest energy $N \pi$ contributions to be small, we assume the energy shift (4.81) is saturated by just the delta contribution for a vector or axial current. Under these assumptions, we now relate the $p \rightarrow \Delta$ transition form factors to

(a) Physical Point Continuum

(b) $S U(3)_{S Y M}$ Point Lattice

Figure 6.1: A sketch of the spectral density function $\rho_{s}(\omega)$ of our state against energy difference $\omega=E_{Y, \vec{p}}-E_{X, \vec{p}}$. We have the continuum representation (a), where we see the pion production threshold at roughly 140 MeV , where $N \pi$ states (dotted) start contributing, the delta resonance (dashed) and with combined effect (solid). The lattice representation (b) for $m_{\pi} \approx 500 \mathrm{MeV}$ has discrete lattice states, a discrete $\Delta$, followed by a discrete set of $N \pi$ states.
the FHT matrix element, and any deviations from these assumptions will lead to an overestimate of the transition form factors.

### 6.2 Adler Transition Form Factors

The matrix element of a $p \rightarrow \Delta^{+}$transition form factor can be expressed in terms of four form factors [205-207]

$$
\begin{align*}
\left\langle\Delta^{+}, \vec{p}^{\prime}\right| A_{\mu}^{u-d}|p, \vec{p}\rangle=2 \bar{u}_{\Delta+}^{\nu}\left(p^{\prime}\right) & {\left[g_{\mu \nu} C_{5}^{A}\left(Q^{2}\right)+q_{\mu} q_{\nu} \frac{C_{6}^{A}\left(Q^{2}\right)}{M_{N}^{2}}\right.}  \tag{6.2}\\
& \left.+\left(q_{\lambda} g_{\mu \nu}-q_{\nu} g_{\mu \lambda}\right)\left(\gamma^{\lambda} \frac{C_{3}^{A}\left(Q^{2}\right)}{M_{N}}+p^{\prime} \frac{C_{4}^{A}\left(Q^{2}\right)}{M_{N}^{2}}\right)\right] u_{p}(p)
\end{align*}
$$

The two form factors $C_{3}^{A}$ and $C_{4}^{A}$ are the transverse contributions. Conversely the form factors $C_{5}^{A}$ and $C_{6}^{A}$ encode the longitudinal part, which are dominant to the transverse part on the lattice [208]. Alternatively the Sachs transition form factor representation can be used [209-211], but for us the Adler form is used for comparison with the off-diagonal Goldberger-Treiman relationship.

Using the Rarita-Schwinger spin sum [210]

$$
\begin{equation*}
\sum_{s} u_{\Delta^{+}}^{\nu^{\prime}}\left(p, s^{\prime}\right) \bar{u}_{\Delta^{+}}^{\nu}(p, s)=-\frac{\not p^{\prime}+M_{\Delta}}{2 M_{\Delta}}\left[g_{\nu^{\prime} \nu}-\frac{1}{3} \gamma_{\nu^{\prime}} \gamma_{\nu}-\frac{2 p_{\nu^{\prime}} p_{\nu}}{3 M_{\Delta}^{2}}+\frac{p_{\nu^{\prime}} \gamma_{\nu}-p_{\nu} \gamma_{\nu^{\prime}}}{3 M_{\Delta}}\right] \tag{6.3}
\end{equation*}
$$

and the Gordon identity (§C.4), we can relate a FHT like matrix form to $C_{5}^{A}(0)$

$$
\begin{equation*}
\frac{\langle p, \overrightarrow{0}| A_{3}^{u-d}(0)\left|\Delta^{+}, \overrightarrow{0}\right\rangle_{0}\left\langle\Delta^{+}, \overrightarrow{0}\right| A_{3}^{u-d}(0)|p, \overrightarrow{0}\rangle_{0}}{m_{p} m_{\Delta}\left(m_{p}-m_{\Delta}\right)}=\frac{16}{3}\left(C_{5}^{A}(0)\right)^{2} \frac{1}{m_{p} m_{\Delta}\left(m_{p}-m_{\Delta}\right)} \tag{6.4}
\end{equation*}
$$

The diagonal Goldberger-Treiman relationship [212], links the pion-nucleon decay constant $g_{\pi N N}$ to the isovector axial charge $g_{A}$ and pion decay constant $F_{\pi}$

$$
\begin{equation*}
g_{\pi N N}=\frac{g_{A} m_{N}}{F_{\pi}} \tag{6.5}
\end{equation*}
$$

The Adler $C_{5}^{A}$ can be related exactly to the pion-nucleon-delta coupling constant $g_{\pi N \Delta}\left(Q^{2}\right)$ [205] by

$$
\begin{equation*}
C_{5}^{A}(0)=\sqrt{\frac{2}{3}}\left(\frac{g_{\pi N \Delta}(0) P_{\pi}(0)}{m_{N} m_{\pi}^{2}}-C(0)\right) \tag{6.6}
\end{equation*}
$$

where $P_{\pi}\left(Q^{2}\right)$ is the psuedoscalar current coupling to the pion and $C\left(Q^{2}\right)$ encodes the non-pole contributions. Experimentally neither $g_{\pi N \Delta}$ or $P_{\pi}$ are obtainable at $Q^{2}=0$, but can be obtained at $Q^{2}=m_{\pi}^{2}$. We assume that neither of these quantities vary much with $Q^{2}$ and that the pion pole dominates the process, allowing us to neglect $C\left(Q^{2}\right)$. We can then write the off-diagonal Goldberger-Treiman relationship as

$$
\begin{equation*}
C_{5}^{A}(0)=\sqrt{\frac{2}{3}} \frac{g_{\pi N \Delta}\left(m_{\pi}^{2}\right) P_{\pi}\left(m_{\pi}^{2}\right)}{m_{N} m_{\pi}^{2}}\left(1-\Delta_{\pi}\right) \tag{6.7}
\end{equation*}
$$

where $\Delta_{\pi}$ the off-diagonal Goldberger-Treiman discrepancy is a measure of the breaking in our assumptions above.

We are now able to relate the $C_{5}^{A}(0)$ to the $\Delta$ intermediate part of the second order FHT, which we assume to saturate the even energy shift. With this relationship we now focus on calculating this energy shift on the lattice.

### 6.3 Lattice Results

If we modify our action by

$$
\begin{equation*}
S(\lambda)=S(0)+\lambda \int d^{4} x A_{3}^{u-d}(x) \tag{6.8}
\end{equation*}
$$

the resultant axial-vector matrix elements allow us to calculate $g_{A}$ and the Adler transition form factor $C_{5}^{A}$. These calculations are extracted using the same modified correlators with odd ratio (5.24) for $g_{A}$ and even ratio for (5.25) for $C_{5}^{A}$.

We perform this calculation on our two $\beta=5.5 S U(3)_{\text {flavour }}$ symmetric ensemble Table E. 2 as summarised in Table 6.1. The resultant second order energy shift is shown in Figure 6.2. We note that $\lambda=0.1$ is already too large for this simulation leading to significant inversion failures for this action modification, which are caused by too large effective $\kappa$ shifts in the inversion of the Dirac matrix $\mathcal{D}$, causing it to be too singular. We then perform these energy shifts for the other volume and compare. In Figure 6.3 we observe that the $\lambda^{2}$ scaled even energy shifts are constant, which implies that the signal is entirely of second order with negligible corrections from higher order even powers of $\lambda$. The odd ratio also has no $\lambda^{3}$ terms, although the $\Delta^{+}$energy shift does. We also observe that the values between the two volumes are consistent with each other, although the smaller lattice has vastly increased statistics.

The values for the extrapolation back to zero $\lambda$ are given by

$$
\begin{align*}
& \left.\frac{\partial E_{p, \overrightarrow{0}}^{24^{3} \times 48}}{\partial \lambda}\right|_{\lambda=0}=-26.9(29)  \tag{6.9}\\
& \left.\frac{\partial E_{p, \overrightarrow{0}}^{32^{3} \times 64}}{\partial \lambda}\right|_{\lambda=0}=-31.1(51) \tag{6.10}
\end{align*}
$$

which combined with (6.4) corresponds to

$$
\begin{align*}
\left|C_{5}^{A}(0)^{24^{3} \times 48}\right| & =0.748(41)  \tag{6.11}\\
\left|C_{5}^{A}(0)^{32^{3} \times 64}\right| & =0.803(67) \tag{6.12}
\end{align*}
$$

The effect of increasing volume would change the gap between spacing in the $N \pi$ states in Figure 6.1 b while not changing the $\Delta$ contribution overly much. Roughly this would increase the contribution from unwanted intermediate states. The fact that we do not see significant volume dependence shows that for our lattices the $\Delta$ saturation assumption seems to hold. To compare to other results we assume the sign of $C_{5}^{A}$ is positive.


Figure 6.2: The effective mass of ratio Table 6.1 that provides the even energy shift against lattice time $t / a$, shifted by $\lambda^{2}$. The three different $\lambda$ values are $\lambda=0.0125$ (blue), $\lambda=0.025$ (orange) and $\lambda=0.0375$ (red). Each of these points have been offset for clarity.


Figure 6.3: The even energy shifts for the forward axial current scaled by $\lambda^{2}$ against $\lambda$, with constant fit. The $\lambda=0 \mathrm{y}$-axis intercept then gives the value for the second order energy shift at $\lambda=0$.

| Dimensions | $N_{\text {cfg }}$ | $N_{\text {src/cfg }}$ | $N_{s}$ |
| :---: | :---: | :---: | :---: |
| $24^{3} \times 48$ | 3002 | 2 | 6003 |
| $32^{3} \times 64$ | 1080 | 1.4 | 1513 |

Table 6.1: The lattice details for the used transition form factors, with $\lambda \in$ [ $0.0125,0.025,0.0375]$. A subset $N_{c f g}$ of the full ensemble was use with $N_{s r c / c f g}$ sources per trajectory resulting in $N_{s}$ total sources.

The first result to compare to is a direct lattice extraction of $C_{5}^{A}$ using conventional threepoint functions [208, 213]

$$
\begin{equation*}
C_{5}^{A}(0)_{D W F}=0.903(11) . \tag{6.13}
\end{equation*}
$$

This extraction was made from several lattices with differing lattice spacing with domain wall fermions with pion masses $m_{\pi}$ of $0.297(5), 0.329(1)$ and $0.353(2) \mathrm{GeV}$. The transition form factors were calculated at a finite series of non-zero $Q^{2}$, before being extrapolated back to $Q^{2}=0$. While the quark masses used are still larger than physical, they are smaller than the quark masses used in our simulation, so if $C_{5}^{A}$ is mildly suppressed by hadron masses this result is still consistent with our value.

We can investigate the mass dependence by turning to a quark model. A quark model that uses the isovector-axial charge $g_{A}$, proton $m_{p}$ and delta $m_{\Delta}$ mass [214] gives

$$
\begin{equation*}
C_{5}^{A}(0)_{Q M}=\frac{1}{1.17} \frac{6}{5 \sqrt{3}} \frac{2 m_{\Delta}}{m_{p}+m_{\Delta}} g_{A} \tag{6.14}
\end{equation*}
$$

for the Adler transition form factor. The prediction for the physical values for each parameter gives a value

$$
\begin{equation*}
C_{5}^{A}(0)_{Q M}^{p h y s}=0.87 \tag{6.15}
\end{equation*}
$$

which is slightly larger than our result. We can extract $g_{A}$ with the same correlators generated for $C_{5}^{A}$ but with the odd ratio and combine with proton and delta masses as measured on our configurations to give values for $C_{5}^{A}(0)$ of

$$
\begin{align*}
& C_{5}^{A}(0)_{Q M}^{24^{3} \times 48}=0.888(77)  \tag{6.16}\\
& C_{5}^{A}(0)_{Q M}^{32^{3} \times 64}=0.854(35) . \tag{6.17}
\end{align*}
$$

The errors come purely from errors in masses and $g_{A}$, not from the model. We see that for our parameters we observe a slightly smaller $C_{5}^{A}$ for our lattices and hence expect our value to underestimate the physical value by a small amount.

Experimentally the transition form factor is obtainable from neutrino scattering of hydrogen and deuterium [215] to give a value of

$$
\begin{equation*}
C_{5}^{A}(0)_{\nu H / D}=1.15(23) . \tag{6.18}
\end{equation*}
$$

One can also infer the value through pion pole dominance and $\chi P T$ through the off-diagonal Goldberger-Treiman relationship

$$
\begin{equation*}
C_{5}^{A}(0)_{\chi P T}=0.93(10) \tag{6.19}
\end{equation*}
$$

however this assumes that the discrepancy $\Delta_{\pi}$ is zero. An alternative calculation using renormalised Berkeley and Argonne National Laboratory data for neutrino-induced $P_{33}(1232)$ resonance data [216] yielded

$$
\begin{equation*}
C_{5}^{A}(0)_{P_{33}(1232)}=1.0 . \tag{6.20}
\end{equation*}
$$

In the original Adler parameterisation the Partially Conserved Axial-vector Current (PCAC) hypothesis was used to parameterise the transition form factors [215]. This model predicts at $Q^{2}=0$

$$
\begin{equation*}
C_{5}^{A}(0)_{P C A C}=\frac{g_{\pi N \Delta} F_{\pi}}{\sqrt{12} m_{N}}=1.2 \tag{6.21}
\end{equation*}
$$

Table 6.2 shows the summary of all these results. In combination these extractions suggest that this Adler transition form factor depends on the quark masses. In our case at larger than physical masses we predict a suppression compared to the experimental result of 1.15(23). Hence taking this into account our values are in broad agreement with the other results.

|  | Source |  |
| :---: | :---: | :---: |
| FHT (This Work) | $24^{3} \times 48$ | $C_{5}^{A}(0)$ |
|  | $32^{3} \times 64$ | $0.748(41)$ |
| Alternative lattice QCD Technique [213] | $m_{\pi}=0.297-0.353 \mathrm{GeV}$ | $0.903(11)$ |
|  | physical masses | 0.87 |
| Quark Model [214] | $24^{3} \times 48$ masses | $0.888(77)$ |
|  | $32^{3} \times 64$ masses | $0.854(35)$ |
| Original Adler parameterisation [215] | PCAC | 1.2 |
|  | empirical $\nu \mathrm{H} / \mathrm{D}$ scattering | $1.15(23)$ |
| Experiment [205, 216] | low energy $\chi$ PT pion scattering | $0.93(10)$ |
|  | $\nu P_{33}(1232)$ data | 1.0 |

Table 6.2: A comparison of the extractions of $C_{5}^{A}(0)$ from multiple different techniques. The two FHT calculations are of the magnitude only, here present with positive sign.

### 6.4 Summary

We have demonstrated the second order FHT by using it to estimate transition form factors, with comparable results to other methods and experiment. While one could calculate the pion-nucleon-delta coupling constant $g_{\pi N \Delta}$ for a theoretical prediction for the off-diagonal GoldbergerTreiman relationship discrepancy, the technique would break down as the quark mass becomes lighter. However this provides confidence in the second order FHT proof $\$ 4.2 .2$, and we now move onto calculations with external momentum, the Compton amplitude in $\S 7$ and $\S 8$.

## Chapter 7

## Compton Amplitude

Earlier we introduced the notion of looking at hadronic structure in terms of structure functions §2.3. We showed how the hadron tensor is related via a dispersion relation to the Compton amplitude, which we will now examine in practice. In the extraction of PDFs, multiple experimental results using different techniques, including DIS are combined to improve accuracy. The same thing is possible for lattice QCD, the Compton amplitude can be combined with other lattice techniques, which in combination would improve the theoretical predictions for the PDFs or their moments.

The PDF is only the leading-twist component of the hadron tensor and hence the Compton amplitude contains more information about hadron dynamics, the higher twist components. Radiative corrections in the form of box diagrams are important model inputs for experiments. Currently these box diagrams are determined from model calculations. Knowledge of such diagrams play a crucial role in the precision of many experiments discussed in prior chapters §2.3.4, §2.3.5. A first principle of extraction here could provide improved understanding of QCD and improve the precision of experimental results.

Recently developed methods try to match onto the parton model directly on the lattice, through use of loffe time distributions [217]. By Fourier transform one can relate the loffe time distributions to PDFs directly, however they can also be related by different Fourier transforms to both quasi-PDFs [218] and pseudo-PDFs [219], which in turn can both be compared to PDFs by factorisation. The quasi-PDFs are calculated using Wilson line connected quark operators at large but non-infinite boost, roughly around 3 GeV using momentum smearing techniques. By varying the boost to extrapolate to the infinite momentum frame the PDFs can be extracted, a selection of which are [203, 220-223] although renormalisation of such extractions are difficult [224-226]. Pseudo-PDFs are the off light-cone generalisations of PDFs and have similar success [204, 227-230]. A related method has also been proposed [231], referred to as good lattice cross-sections, although there are some objections to the correctness of the term [219], with the alternative factorisable matrix elements being suggested [232]. Regardless of the name, early results are available using this technique [233, 234].

The direct computation of structure functions, either for the hadron tensor or the Compton amplitude offer a complementary approach. Prior work has been done on extracting the structure functions directly from lattice QCD, including heavy quarks [235, 236], the Euclidean hadron tensor [237] and lattice OPE methods [238-240]. Some other methods have been proposed, by avoiding the problem of mixing [241] or a strategy similar to the one presented here [242]. We propose extracting the Compton amplitude directly using the second order FHT. Compared to heavy quark and Euclidean hadron tensor techniques, this avoids making a connection between Minkowski and Euclidean temporal coordinates instead exploiting physical kinematics so the current separation remains space-like. A similar use of space-like current separation was proposed to ensure analytic continuation in Minkoswki space for pion light-cone distribution amplitude [243]. The FHT renormalisation is as simple as for three-point techniques using the same operators, which are well understood.

The higher moments of the structure functions have problems with mixing with same or lower dimensional operators. While these terms are still present in our method, in the $a \rightarrow 0$ limit, the ultraviolet divergences in this limit should not be present as we are fundamentally determining our quantities from energy eigenstates. Some of the work in this chapter has been published [244].

In this chapter we first present how to extract the Compton amplitude including it's $\omega$ dependence in $\S 7.1$. These results are used to examine moments $\S 7.2$, scaling $\S 7.3$ and higher twist terms $\S 7.4$. Finally we conclude the results presented $\S 7.5$. Some of the work presented in this chapter has been published [244]

### 7.1 Subtracted Compton Amplitude

The unpolarised Euclidean counterpart to the Compton amplitude (2.45) reads

$$
\begin{equation*}
T_{\mu \nu}^{(E)}(p, q)=\left(\delta_{\mu \nu}-\frac{q_{\mu}^{(E)} q_{\nu}^{(E)}}{\left(q^{(E)}\right)^{2}}\right) T_{1}-\frac{\left(p_{\mu}^{(E)}-\frac{1}{2} \omega q_{\mu}^{(E)}\right)\left(p_{\nu}^{(E)}-\frac{1}{2} \omega q_{\nu}^{(E)}\right)}{\nu^{(E)}} T_{2} . \tag{7.1}
\end{equation*}
$$

To extract the Compton amplitude using the FHT we need to consider the action modification used. We have already seen an example where the isovector-axial-vector current was used in $\S 6.3$. For our calculation we will use

$$
\begin{equation*}
S(\lambda)=S(0)+\lambda_{1} \int d^{4} x\left(e^{i \vec{q} \cdot \vec{x}}+e^{-i \vec{q} \cdot \vec{x}}\right) J_{1 \mu}(x)+\lambda_{2} \int d^{4} x\left(e^{i \vec{q} \cdot \vec{x}}+e^{-i \vec{q} \cdot \vec{x}}\right) J_{2 \nu}(x) \tag{7.2}
\end{equation*}
$$

for the general current $J_{i}$ and external three-momenta $\vec{q}$. This 'cosine' external momentum transfer is required to make the action modification Hermitian, and a similar 'sin' combination is also possible, which has been tested, and gives the same results as the 'cosine' results. We can relate this action modification via the FHT relation (4.97) to the Compton amplitude

$$
\begin{equation*}
\left.\frac{\partial^{2} E_{N, \vec{p}}}{\partial \lambda_{1} \partial \lambda_{2}}\right|_{\lambda=0}=-\frac{T_{\mu \nu}(p, q)+T_{\mu \nu}(p,-q)}{2 E_{N, \vec{p}}} \tag{7.3}
\end{equation*}
$$

where the second term comes from our use of 'cosine' external momentum and

$$
\begin{equation*}
T_{\mu \nu}(p, q)=\langle p| \int d^{4} x e^{i q \cdot x} T\left\{J_{\mu}(x) J_{\nu}(0)\right\}|p\rangle . \tag{7.4}
\end{equation*}
$$

$J_{\mu}$ can be any pair of $V_{\mu}^{\text {loc }}$ (5.6) and $V_{\mu}^{\text {con }}$ (5.8).
If we further limit ourselves to $\mu=\nu=3, p_{z}=0$ and $q_{z}=0$ then we are able to directly extract $T_{1}$ from the energy shift

$$
\begin{equation*}
\left.\frac{\partial^{2} E_{N, \vec{p}}}{\partial \lambda_{1} \partial \lambda_{2}}\right|_{\lambda=0}=-\frac{T_{1}\left(\omega, Q^{2}\right)}{E_{N, \vec{p}}} . \tag{7.5}
\end{equation*}
$$

Throughout this chapter, after demonstrating the extraction of the Compton amplitude at fixed $\omega$, we will present results only for subtracted quantities (2.80). Due to this relationship, the $\omega$ dependence of the subtracted dispersion relationship gives us insight into the $x$ dependence of the hadron tensor structure function $F_{1}$.

### 7.1.1 Analysis

We have already discussed in $\S 6.3$ how to extract and verify the quadratic regime for the second order energy shift with respect to one $\lambda$ using the even ratio (5.25). As there are higher twist contribution to any Compton amplitude, it was thought by removing some of these by taking


Figure 7.1: An illustration of the link between discretised $\vec{p}$ and $\omega$ for $\vec{q}=(4,1,0)$. The allowed momentum values for the $x$ and $y$ component are shown (blue), with the points that are extracted in our simulation shown using filled circles. On the plot are also shown the lines of constant $\omega$, including our theory limiting line $|\omega|=1$ (orange) which sandwiches the points where our FHT matching is valid.
averages of modified quark propagators and using different ratios the signal could be improved, however this did not turn out to be the case (for additional information see §F.1).

The interference current requires a similar process, but uses an imaginary energy shift due to the implementation of $V_{3}^{\text {con }}$. The ratio for the interference current (5.41) will allow one to extract energies odd in both $\lambda_{i}$

$$
\begin{equation*}
\Delta E^{o o}=\lambda_{1} \lambda_{2} \frac{\partial^{2} E}{\partial \lambda_{1} \partial \lambda_{2}}+\mathcal{O}\left(\lambda_{1}^{3} \lambda_{2}\right)+\mathcal{O}\left(\lambda_{1} \lambda_{2}^{3}\right) . \tag{7.6}
\end{equation*}
$$

If you divide the effective mass ratio by $\lambda_{1} \lambda_{2}$ and the separate (highly correlated) $\boldsymbol{\lambda}$ correlators coincide with one another the bilinear regime is identified and the higher order terms are negligible.

Each simulation will extract multiple $\vec{p}$ results at the same time, which corresponds to the extraction of multiple $\omega$. As an example, the $\omega$ extracted in a $\vec{q}=(4,1,0)$ and $|\vec{p}|^{2} \leq 5$ simulation is given in Figure 7.1 and tabulated in Table 7.1. Note that there are at least two possible $\vec{p}$ values for each distinct $\omega$, hence we present all $T_{1}$ results with same $\omega$ averaged to improve statistics. As $p_{x}$ has a larger impact on $\omega$ than $p_{y}$ for this choice of $\vec{q}, \omega$ is not proportional to $|\vec{p}|$, providing a good $\omega$ 'lever arm' for fits for co-prime $q_{x}$ and $q_{y}$.

As discussed in $\S 5.3$, the contraction of modified and unmodified correlators allow us to choose $u, d, u+d$ and $u-d$ current flavour combinations for the action modification (7.2), which can be decomposed into $u u, d d$ and $u d$ flavour combinations. In the vector case, these are then related to the proton and neutron electromagnetic Compton amplitude by

$$
\begin{align*}
& T_{1}^{p}\left(\omega, Q^{2}\right)=\frac{4}{9} T_{1}^{u u}\left(\omega, Q^{2}\right)+\frac{1}{9} T_{1}^{d d}\left(\omega, Q^{2}\right)-\frac{2}{9} T_{1}^{u d}\left(\omega, Q^{2}\right)  \tag{7.7}\\
& T_{1}^{n}\left(\omega, Q^{2}\right)=\frac{1}{9} T_{1}^{u u}\left(\omega, Q^{2}\right)+\frac{4}{9} T_{1}^{d d}\left(\omega, Q^{2}\right)-\frac{2}{9} T_{1}^{u d}\left(\omega, Q^{2}\right) . \tag{7.8}
\end{align*}
$$

| $p$ | $17 \omega$ |
| :---: | :---: |
| $(-2,-1,0)$ | -18 |
| $(-2,0,0)$ | -16 |
| $(-2,1,0)$ | -14 |
| $(-1,-2,0)$ | -12 |
| $(-1,-1,0)$ | -10 |
| $(-1,0,0)$ | -8 |
| $(-1,1,0)$ | -6 |
| $(-1,2,0)$ | -4 |
| $(0,-2,0)$ | -4 |
| $(0,-1,0)$ | -2 |
| $(0,0,0)$ | 0 |
| $(0,1,0)$ | 2 |
| $(0,2,0)$ | 4 |
| $(1,-2,0)$ | 4 |
| $(1,-1,0)$ | 6 |
| $(1,0,0)$ | 8 |
| $(1,1,0)$ | 10 |
| $(1,2,0)$ | 12 |
| $(2,-1,0)$ | 14 |
| $(2,0,0)$ | 16 |
| $(2,1,0)$ | 18 |

Table 7.1: The momenta $\vec{p}$ and their corresponding $\omega$ values.

Note that experiment are only able to extract data from physical targets like a proton or neutron, which without further data does not allow them to decompose the quark flavour components, as this technique is able to.

Finally the $\omega=0$ term is subtracted from the data, to match our subtracted dispersion relationship (2.80). The subtraction function of the Compton amplitude on it's own will be discussed in $\S 8$.

### 7.1.2 Simulation Details

As it is of much interest to study the $Q^{2}$ evolution, we are using lattices, with large set of different $\vec{q}$. For each lattice and $\vec{q}$ we use multiple $\lambda$ as discussed in $\S 5.6$ to verify the quadratic or bilinear regime. The $\lambda$ chosen vary in size as some of the results were generated either in single precision floating point on GPUs or before the $\lambda$ tuning was well understood. Other simulations use small $\lambda$, as is done for all new simulations performed with double precision floating point. In some cases only one $\lambda$ was generated, but in all those cases a very close simulation was also performed, giving us confidence in staying in the quadratic regime.

The action modifications used correspond to a $\left\{J_{\mu}, J_{\nu}\right\}$ of $\left\{V_{\mu}^{l o c}, V_{\nu}^{l o c}\right\},\left\{V_{\mu}^{\text {con }}, V_{\nu}^{\text {con }}\right\},\left\{V_{\mu}^{l o c}, V_{\nu}^{\text {con }}\right\}$ and $\left\{A_{\mu}^{l o c}, A_{\nu}^{l o c}\right\}$. Prior calculated $Z_{V}(5.47)$ and $Z_{A}$ [186] were used to renormalise the local currents. The conserved current, by construction has $Z_{V}=1$.

Multiple lattices are used in the calculation as different lattice spacings and volumes give us important information of our discretisation systematics. However as $Q^{2}$ is dependent on both $\beta$ and $L$, such differing lattices do not give exact matching in $Q^{2}$. In some cases a different $\vec{q}$ can be picked that corresponds to an existing $Q^{2}$, but this causes the non-zero $\omega$ to not match in general. Instead we shall examine this in $\S 8.5$ and see that there are no significant effects.

The resulting simulation parameters are tabulated in Table 7.2, and additional information about the ensembles used are available in $\S E .2$.

| $\beta$ | $L^{3} \times T$ | $\kappa$ | $\left\{J_{\mu}, J_{\nu}\right\}$ | $\vec{q}$ | $a \lambda$ | $N_{s}$ | $N_{\text {src/cfg }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5.4 | $32^{3} \times 64$ | (0.11993, 0.11993) | $\left\{V_{3}^{\text {con }}, V_{3}^{\text {con }}\right\}$ | $(4,1,0)$ | [0.01, 0.001, 0.0001] | 194 | 1.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{\text {con }}, V_{3}^{\text {con }}\right\}$ | $(1,0,0)$ | [0.001, 0.0001] | 1024 | 1.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{\text {con }}, V_{3}^{\text {con }}\right\}$ | $(1,1,0)$ | [0.01, 0.001, 0.0001] | 928 | 1.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{\text {con }}, V_{3}^{\text {con }}\right.$ \} | $(2,0,0)$ | [0.001, 0.0001] | 802 | 1.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{\text {con }}, V_{3}^{\text {con }}\right\}$ | $(4,0,0)$ | [0.001, 0.0001] | 761 | 1.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{\text {con }}, V_{3}^{\text {con }}\right\}$ | $(4,1,0)$ | [0.01, 0.001, 0.0001] | 1517 | 1.4 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{\text {loc }}, V_{3}^{\text {loc }}\right\}$ | $(1,0,0)$ | [0.025] | 1001 | 1.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(1,1,0)$ | [0.0125, 0.025] | 754 | 1.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(2,0,0)$ | [0.0125, 0.025] | 902 | 1.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | ( $2,1,0$ ) | [0.0125, 0.025, 0.0375] | 1758 | 1.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(3,1,0)$ | [ $0.0125,0.025,0.0375]$ | 8668 | 4.9 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(3,2,0)$ | [0.0125, 0.025, 0.0375] | 1234 | 1.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(4,0,0)$ | [0.0005, 5e-05] | 512 | 1.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(0,1,4)$ | [5e-05, 5e-06] | 1694 | 1.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(0,4,1)$ | [5e-05, $5 e-06]$ | 1403 | 1.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(4,1,0)$ | [0.0125, 0.025] | 10461 | 5.9 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(4,2,0)$ | [0.0125, 0.025, 0.0375] | 1758 | 1.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(4,3,0)$ | [0.0125, 0.025, 0.0375] | 1758 | 1.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(5,1,0)$ | [0.025, 0.05] | 7036 | 4.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(5,1,0)$ | [5e-05, $5 e-06]$ | 4313 | 2.5 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(3,5,0)$ | [0.0375, -0.075] | 1006 | 1.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | ( $5,3,0$ ) | [0.05] | 3052 | 3.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(6,3,0)$ | [0.025, 0.05] | 618 | 1.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(7,3,0)$ | [0.025, 0.05] | 602 | 1.0 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{\text {loc }}, V_{3}^{\text {con }}\right\}$ | $(0,1,4)$ | [0.001, 0.0001] | 1767 | 1.5 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{\text {loc }}, V_{3}^{\text {coon }}\right\}$ | $(4,0,1)$ | [0.001, 0.0001] | 1915 | 1.5 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{\text {loc }}, V_{3}^{\text {con }}\right\}$ | $(4,1,0)$ | [0.001, 0.0001] | 1507 | 1.4 |
| 5.5 | $32^{3} \times 64$ | (0.1209, 0.1209) | $\left\{V_{3}^{\text {loc }}, V_{3}^{\text {coon }}\right\}$ | $(6,1,0)$ | [0.001, 0.0001] | 1153 | 1.3 |
| 5.65 | $48^{3} \times 96$ | (0.122005, 0.122005) | $\left\{V_{3}^{\text {loc }}, V_{3}^{\text {loc }}\right\}$ | $(1,0,0)$ | [0.01, 0.02] | 500 | 1.0 |
| 5.65 | $48^{3} \times 96$ | (0.122005, 0.122005) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(1,1,0)$ | [0.01, 0.02] | 500 | 1.0 |
| 5.65 | $48^{3} \times 96$ | (0.122005, 0.122005) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(2,0,0)$ | [0.0125, 0.025] | 498 | 1.0 |
| 5.65 | $48^{3} \times 96$ | (0.122005, 0.122005) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | (2, 1, 0) | [0.0125, 0.025] | 498 | 1.0 |
| 5.65 | $48^{3} \times 96$ | (0.122005, 0.122005) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(3,1,0)$ | [0.0125, 0.0375] | 536 | 1.0 |
| 5.65 | $48^{3} \times 96$ | (0.122005, 0.122005) | $\left\{V_{3}^{l o c}, V_{3}^{l o c}\right\}$ | $(7,4,0)$ | [0.0125, 0.0375] | 536 | 1.0 |

Table 7.2: Parameters for the gauge-field ensembles $\S E .2$ used as specified by coupling constant $\beta$, dimension $L^{3} \times T$ and quark mass parameters $\kappa$. Each simulation is performed using even time currents $J_{\mu}$ and $J_{\nu}$ at specified momentum transfer $\vec{q}$ for a series of $\lambda$, with a total of $N_{s}$ sources with $N_{s r c / c f g}$ average sources per used trajectory.


Figure 7.2: The effective mass of the ratio (5.25), which corresponds to the even energy shift $\Delta E^{\text {even }}$ shifted by $\lambda^{2}$ for the Compton amplitude $T_{33}$ for $d$ flavoured currents, $\vec{p}=\overrightarrow{0}$ and $\vec{q}=(4,1,0)$ for different $\lambda$. The fitting range $x_{4} \in[11,31]$, has been chosen by picking the starting slice such that $\chi_{d o f}^{2}$ is closest 1 .

### 7.1.3 Results

Figure 7.2 shows the effective mass for $\vec{p}=\overrightarrow{0}$ for the $\beta=5.5,32^{3} \times 64, S U(3)_{\text {flav }}$-symmetric ensemble with $\vec{q}=(4,1,0)$ which corresponds to $Q^{2}=4.64 \mathrm{GeV}^{2}$. We are able to identify a clean plateaux and both values of $\lambda$ are consistent once scaled, which shows we are well within a quadratic regime; $\Delta E^{\text {even }} / \lambda^{2}=\frac{\partial^{2} E}{\partial \lambda^{2}}$, allowing us to determine $T_{1}$. The fitting range varies widely from the underlying two-point correlators (see Figure 3.7 for nucleon mass determination from the same data.)

After the remaining $\vec{p}$ with $\omega<1$ from the same simulation are fit, we get the subtracted Compton amplitude at $Q^{2}=4.64 \mathrm{GeV}^{2}$ against $\omega$. Figure 7.3 shows the results available from $u$ and $d$ action modifications. The FHT approach hence is able to extract a more complete $\omega$ behaviour for the Compton amplitude on the lattice than was available before. Unlike comparable techniques, the structure functions (after continuum and chiral extrapolation) are comparable directly to their continuum Minkowski space counterparts. The uncertainty in signal is not dependent on $\omega$, rather it's dependent on $|\vec{p}|$.

We have implemented two different vector currents in three different combinations. As they each correspond to the same continuum current, they should give the same result and Figure 7.4 shows that they indeed do. However the relative uncertainty at each $\omega$ point differs between the techniques, the conserved current provides more precise results at low $|\vec{p}|$ and less precise at large $|\vec{p}|$ for the same statistics than the local current, and the interference current is somewhere between both. Due to the difference in implementation of the conserved and local vector currents, both have their use cases. The different vector results are somewhat statistically independent, so from here on out we will present only vector results, averaged over the different methods. Additional flavour comparisons are available in Figure B.1, Figure B. 2 and Figure B.3.

With simulations taken from multiple different $Q^{2}$ we can perform a rough check on the


Figure 7.3: The subtracted and flavour decomposed Compton amplitude structure function $T_{1}^{u u / d d}\left(\omega, Q^{2}\right)-T_{1}^{u u / d d}\left(0, Q^{2}\right)$ for $\vec{q}=(4,1,0)$ which corresponds to $Q^{2}=4.64$ $G e V^{2}$. The points have been offset slightly for clarity.


Figure 7.4: Operator comparison of the subtracted Compton amplitude $T_{1}^{u u}\left(\omega, Q^{2}\right)-$ $T_{1}^{u u}\left(0, Q^{2}\right)$ for $\vec{q}=(4,1,0)$ for a set of different currents. Note that there is a large difference in the number of sources between the $V_{3}^{l o c}$ and the other currents (Table 7.2).


Figure 7.5: The subtracted Compton amplitude $T_{1}^{u u}\left(\omega, Q^{2}\right)-T_{1}^{u u}\left(0, Q^{2}\right)$. The points are the high statistics $N_{s}=\mathcal{O}(10000)$ simulations from Table 7.2.
scaling behaviour. The scaling behaviour itself is not expected to be strong, inheriting the logarithmic scaling behaviour from the hadron tensor. Figure 7.5 show the $u u$ component for three high statistics runs on the same lattice as the prior results. No conclusive scaling can be seen from this, however if one were being generous, the smaller $Q^{2}$ points do appear to be systematically above the higher ones. Note that it is difficult to compare the structure functions against $Q^{2}$ directly at the same $\omega$ points, this is part of the motivations for looking at moments in §7.2, and we will partially get around this through clever choice of $\vec{q}$ in $\S 7.3$. Additional $\vec{q}$ comparisons for the other flavour combination are available in Figure B. 5 and Figure B.6.

It is important to look at lattice volume and spacing effects, as the mixing problem associated with higher moments has not been entirely removed, just the ultra-violet divergences as $a \rightarrow 0$. However for our lattices, a reduction in $a$ is also associated with an increase in $L$, which prohibits the comparison of differing $a$ at the same $Q^{2}$. At large $Q^{2}$ the $Q^{2}$-dependence becomes small, so we could compare slightly differing $\vec{q}$ results more easily. However the lattice momenta required for that becomes more prohibitive, and the cost associated with the larger external momenta is compounded with the increased cost of larger lattices. In our case to have similar $Q^{2}$ to a $\beta=5.5$, $32^{3} \times 64$ lattice with $\vec{q}=(5,3,0)$ for a $\beta=5.65,48^{3} \times 96$ lattice is $\vec{q}=(7,4,0)$. We will see a rough test of this using moments $\S 7.2$ but a more definitive test is presented later in $\S 8.5$, where consistency between different $\beta$ is seen more easily.

So far extractions have been limited to the $u u$ and $d d$ Compton amplitude, obtainable directly from the $u$ and $d$ flavoured currents. We also have the $u-d$ and $u+d$ flavoured currents, from which we can extract the $u d$ component. Combing these three components allows us to reconstruct the photonic proton (7.7) and neutron (7.8) structure functions. Figure 7.6 shows the high statistics proton structure function. This sets the stage for future calculations, extrapolated to the continuum for comparison to the experimental hadron tensor. In principle the same reconstruction technique can be extended to other electroweak currents as well. The ud component required for the reconstruction is actually highly interesting by itself as it is a term of higher-twist, and will be discussed in §7.4.


Figure 7.6: The reconstructed subtracted proton Compton amplitude $T_{1}^{p}\left(\omega, Q^{2}\right)-$ $T_{1}^{p}\left(0, Q^{2}\right)$. The points are the high statistics subset of data points of our simulation Table 7.2. The neutron equivalent is shown in Figure B.4.

We have shown the first model-independent calculation of the subtracted Compton amplitude structure functions $T_{1}$ and are ready to examine these results further. In the remaining part of the chapter we cover extractions of moments $\S 7.2$, scaling $\S 7.3$ and higher twist behaviour $\S 7.4$ from these results.

### 7.2 Moments

The moments of the hadron tensor are defined

$$
\begin{equation*}
\mu_{n}^{f_{1} f_{2}}:=\int_{0}^{1} d x x^{n-1} F_{1}^{f_{1} f_{2}}\left(x, Q^{2}\right) \tag{7.9}
\end{equation*}
$$

where $f_{i}$ denote the quark flavours. When $f_{1}=f_{2}=f$ the Hadron tensor moments are related to quark moments in the parton model at sufficiently large $Q^{2}$ by

$$
\begin{equation*}
\mu_{n}^{f f}=\frac{1}{2}\left\langle x^{n-1}\right\rangle^{f} . \tag{7.10}
\end{equation*}
$$

We will show that (2.80) allows us to extract such moments from the Compton amplitude.
While the lowest lying moments of the lattice are well understood [130], the higher moments are plagued with mixing problems due to the breaking of the continuum symmetry group $O(4)$ to the hyper-cubic group $H(4) \S 3.3$. Some attempts have been made to take into account such moments to calculate higher order moments [245-249] although these are still limited to $\left\langle x^{3}\right\rangle$ for baryons. By inferring the moments directly from the forward unpolarised Compton amplitude, we can extract the (even) moments, without having to account for ultraviolet divergent mixing. While quenched calculations of baryon $\left\langle x^{3}\right\rangle$ have been performed [245], the renormalisation
for this method is difficult. As the divergence caused by the mixing is currently the main difficulty for extracting moments beyond $\left\langle x^{2}\right\rangle$, this would lead to first ab initio determination of such quantities without this problem.

While many moments are required for a full reconstruction of the hadron tensor at low $Q^{2}$, even a few moments are useful in constraining hadron tensor models such as the model in [99] used to calculate the $\square_{\gamma Z}$ box. In the DIS region, the moments can be used to reconstruct the PDFs, even with relatively few moments [244].

While different $Q^{2}$ lattice results do not share the same $\omega$, they do share the same moments, so we can use the moments to investigate the scaling behaviour more directly. The operators associated with the moments in the DIS limit are expected to have Bjorken scaling, up to a small deviation due to operator scaling from the Callan-Symanzik equation governed by the anomalous dimension $\gamma$ of the three-point current vertex. As each of the moments has been extracted at a different energy scale $Q$, this allows us to relate them to another scale $\mu$ by [250]

$$
\begin{equation*}
\left\langle x^{n}\right\rangle_{\mu}^{f}=\left(\frac{\log \left(\mu^{2} / \Lambda_{Q C D}\right)}{\log \left(Q^{2} / \Lambda_{Q C D}\right)}\right)^{a_{n} /\left(2 \beta_{0}\right)}\left\langle x^{n}\right\rangle_{Q}^{f} \tag{7.11}
\end{equation*}
$$

Here $\beta_{0}$ is defined in (2.7) and $a_{n}$ is the leading term in the $\gamma$ function of $\left\langle x^{n}\right\rangle$

$$
\begin{equation*}
a_{n}=-\frac{8}{3}\left(1-\frac{2}{n(n+1)}+4 \sum_{j=2}^{n} \frac{1}{j}\right) . \tag{7.12}
\end{equation*}
$$

This is all done under the assumption of no mixing with the equivalent twist gluonic operators, so we have to restrict ourselves to those operators without gluon mixing. As the gluon is flavour blind we can take our flavour combination $u u-d d$ combination, which corresponds to an isovector quark moment $\left\langle x^{n}\right\rangle^{u-d}$, to remove the mixing. To extend this result to include the mixing, one would require knowledge of either the gluon moments or the EMT.

### 7.2.1 Analysis

We showed that by using an optical theorem we can relate $T_{1}$ to a geometric sum of $F_{1}(2.80)$. We now relate this to the PDF quark moments through use of Callan-Gross. We can write (2.80) in terms of it's geometric series

$$
\begin{align*}
T_{1}^{f_{1} f_{2}}\left(\omega, Q^{2}\right)-T_{1}^{f_{1} f_{2}}\left(0, Q^{2}\right) & =4 \omega^{2} \int_{0}^{1} d x \frac{x F_{1}^{f_{1} f_{2}}\left(x, Q^{2}\right)}{1-(\omega x)^{2}}  \tag{7.13}\\
& =\sum_{n=1}^{\infty} 4 \omega^{2 n} \int_{0}^{1} d x x^{2 n-1} F_{1}^{f_{1} f_{2}}\left(x, Q^{2}\right)  \tag{7.14}\\
& =\sum_{n=1}^{\infty} 4 \omega^{2 n} \mu_{2 n}^{f_{1} f_{2}} \tag{7.15}
\end{align*}
$$

We now use Callan-Gross

$$
\begin{equation*}
F_{2}\left(x, Q^{2}\right)=2 x F_{1}\left(x, Q^{2}\right) \tag{7.16}
\end{equation*}
$$

our moments where $f_{1}=f_{2}=f$ are related to the PDFs using (2.63) at leading twist by

$$
\begin{align*}
\mu_{n}^{f f} & =\frac{1}{2} \int_{0}^{1} d x x^{n} F_{2}^{f f}\left(x, Q^{2}\right)  \tag{7.17}\\
& =\frac{1}{2} \int_{0}^{1} d x x^{n-1}\left(q_{f}(x)+\bar{q}_{f}(x)\right)  \tag{7.18}\\
& =\frac{1}{2}\left\langle x^{n-1}\right\rangle^{f} \tag{7.19}
\end{align*}
$$

Relating all of these together we can rewrite the subtracted Compton amplitude as

$$
\begin{equation*}
T_{1}^{f f}\left(\omega, Q^{2}\right)-T_{1}^{f f}\left(0, Q^{2}\right)=\sum_{n=1}^{\infty} 2 \omega^{2 n}\left\langle x^{2 n-1}\right\rangle^{f} \tag{7.20}
\end{equation*}
$$

As $T_{1}^{p / n}$ come from cross-sections, they must be positive over the entire kinematic region. The same holds for $u u$ and $d d$ quark moments separately. As a consequence (7.9) implies that the corresponding moments must approach zero monotonically

$$
\begin{equation*}
\mu_{0}^{f f} \geq \mu_{1}^{f f} \geq \mu_{2}^{f f} \geq \cdots \geq 0 \tag{7.21}
\end{equation*}
$$

The same is not true for $\mu_{n}^{u d}$, although using the proton, neutron, $u u$ and $d d$ moments, they can be shown to tend to 0 , just not monotonically. As we only extract the connected components, we miss the small disconnected component, and assume that monotonicity still holds.

As a consequence of (7.21), the series (7.20) converges and we can fit an even polynomial to extract the moments. However such a fit does not take into account the decreasing nature of the moments, while a Bayesian approach is in development [251] we pick a least square approach here. We can enforce the decreasing nature by fitting

$$
\begin{equation*}
P_{2 n}^{c o n}=\sum_{m=1}^{n} c_{2}\left(\prod_{l=2}^{m} e^{-c_{2 l}}\right) \omega^{2 m} \tag{7.22}
\end{equation*}
$$

where we enforce positivity on $c_{n}$ for $n \geq 4$. We now perform this analysis on the full data set of §7.1.2.

### 7.2.2 Results

Figure 7.7 shows even polynomial fits, truncated at several different powers of $\omega$ for $T_{1}^{u u}\left(\omega, Q^{2}\right)-$ $T_{1}^{u u}\left(0, Q^{2}\right)$ at one fixed $Q^{2}$, where the fits are

$$
\begin{align*}
& P_{2}^{\text {even }}=0.70(14) \omega^{2}  \tag{7.23}\\
& P_{4}^{\text {even }}=0.45(19) \omega^{2}+0.57(32) \omega^{4}  \tag{7.24}\\
& P_{6}^{\text {even }}=0.86(53) \omega^{2}-1.5(24) \omega^{4}+1.9(22) \omega^{6}  \tag{7.25}\\
& P_{10}^{\text {even }}=4.6(23) \omega^{2}-41(24) \omega^{4}+140(89) \omega^{6}-189(128) \omega^{8}+88(63) \omega^{10} \tag{7.26}
\end{align*}
$$

which is clearly not a well constrained fit.
We now investigate the use of constrained polynomial fits (7.22), to enforce monotonicity. Figure 7.8 shows these fits to $T_{1}^{n}\left(\omega, Q^{2}\right)-T_{1}^{n}\left(0, Q^{2}\right)$. It is straight away evident that the fits exhibit more consistent behaviour with $n>2$ fits. The resulting fit coefficients are

$$
\begin{array}{lrl}
P_{2}^{c o n}=0.416(78) \omega^{2} & \chi_{d o f}^{2}=2.49 \\
& & (7.27 \\
P_{4}^{c o n}=0.335(58) \omega^{2}+0.326(59) \omega^{4} & & \chi_{d o f}^{2}=1.41 \\
& & \chi_{d o f}^{2}=1.28 \\
P_{6}^{c o n}=0.297(62) \omega^{2}+0.260(64) \omega^{4}+0.207(96) \omega^{6} & & (7.29  \tag{7.30}\\
& \chi_{d o f}^{2}=1.66 \\
P_{8}^{c o n}=0.289(70) \omega^{2}+0.208(63) \omega^{4}+0.178(65) \omega^{6}+0.152(76) \omega^{8} & & (7.30 \\
& & \\
P_{10}^{c o n}=0.289(75) \omega^{2}+0.187(67) \omega^{4}+0.158(60) \omega^{6}+0.126(63) \omega^{8}+0.100(65) \omega^{10} & \chi_{d o f}^{2}=2.61 .
\end{array}
$$



Figure 7.7: We show the subtracted Compton amplitude $T_{1}^{u u}\left(\omega, Q^{2}\right)-T_{1}^{u u}\left(0, Q^{2}\right)$ for $\vec{q}=(4,1,0)$ with a number of simple even polynomial fits without an $\omega^{0}$ component for $\omega<1$, the valid region for our derived dispersion relationship (2.80). The lack of description of these unconstrained polynomials has lead to modified fits as described in §7.2.

First we note the coefficients are more stable, all the coefficients at each order are consistent with each other, but the $P_{6}^{c o n}$ has the closest $\chi_{d o f}^{2}$ to one, so we shall use this fit in our analysis. The exact same story plays out with the other flavours too, however their best polynomial order differs.

To compare the result to experiment, we can use these moments to construct $u u-d d$ flavour components, which correspond to the isovector quark moments $\left\langle x^{n}\right\rangle^{u-d}$. The resulting inferred fit is

$$
\begin{equation*}
T_{1}^{u u-d d}\left(\omega, Q^{2}\right)-T_{1}^{u u-d d}\left(0, Q^{2}\right)=0.513(100) \omega^{2}+0.57(13) \omega^{4}+0.47(30) \omega^{6} \tag{7.32}
\end{equation*}
$$

which corresponds to

$$
\begin{equation*}
\langle x\rangle_{\mu=2.16 \mathrm{GeV}}^{u-d}=0.257(50) . \tag{7.33}
\end{equation*}
$$

It is standard in literature to quote the isovector momentum fraction value at $\mu=2.0 \mathrm{GeV}$, so we use a fit to the expected scaling behaviour to determine this quantity. Figure 7.9 shows all our isovector momentum fractions for a range of $Q$. Our extracted moments are consistent with the expected scaling behaviour (7.11), although with this precision in measurement over this range of $Q$ we do not expect to be able to observe small deviations from such scaling. The fit is (7.11) for points $Q>1.5 \mathrm{GeV}$, as at low $Q$ scaling breaks down and we cannot link our moments and the parton model. There is some tension starting to show from the deviation of this scaling, the values smaller than $Q=2.0 \mathrm{GeV}$ are systematically higher, and the values larger are systematically lower, however the signal quality is not yet good enough to resolve this. Quoted at $\mu=2.0 \mathrm{GeV}$ the fit gives

$$
\begin{equation*}
\langle x\rangle_{\mu=2.0 \mathrm{GeV}}^{u-d}=0.293(29) . \tag{7.34}
\end{equation*}
$$



Figure 7.8: The constrained polynomials fits to the Compton amplitude $T_{1}^{n}\left(\omega, Q^{2}\right)-$ $T_{1}^{n}\left(0, Q^{2}\right)$ for $\vec{q}=(4,1,0)$ of the neutron. The different fits are for different orders as described in the text, with $\omega$ points fitted only for $\omega<1$, in the region valid for the derived dispersion relationship (2.80).

This value is comparable to other results in literature but this extraction was done at larger than physical pion masses. As many lattice collaborations calculate this value as a benchmark calculation we can compare our results to theirs at equivalent pion masses. The comparative results are shown in Figure 7.10, where our point is larger than some other lattice results, but consistent with others. The larger uncertainty is because this is an indirect calculation of the momentum fraction, where the others calculate them directly using three point functions. Nevertheless we observe broad agreement within errors with other lattice results at our pion mass.

The first and third point in Figure 7.9 are from the $\beta=5.65$ simulation, however due to the separation in $Q$ from the low uncertainty $\beta=5.5$ results we can only conclude that the difference is not large, we will examine whether it is significant in §8.5.

Combining the proton, neutron, $u u$ and $d d$ moments allow us to infer the $u d$ moments. However performing this for our highest statistics simulations yields

$$
\begin{equation*}
T_{1}^{u d}\left(\omega, Q^{2}\right)-T_{1}^{u d}\left(0, Q^{2}\right)=-0.016(56) \omega^{2}-0.09(10) \omega^{4}-0.03(31) \omega^{6} \tag{7.35}
\end{equation*}
$$

clearly indeterminable using this technique. Using the proton, $u u$ and $d d$ moments as bounds an improved method could be devised, but we keep our focus on higher moments of $u u-d d$.

Figure 7.11 shows the extraction of $\mu_{4}^{u-d}$, demonstrating the strength of the second order FHT approach. There are fewer $\mu_{4}^{u u-d d}$ moments than there were $\mu_{2}^{u u-d d}$ moments, but an extraction of $\left\langle x^{3}\right\rangle$ is still possible. The resultant $\mu=2.0 \mathrm{GeV}$ quark moment is

$$
\begin{equation*}
\left\langle x^{3}\right\rangle_{\mu=2.0 \mathrm{GeV}}^{u-d}=0.186(31) \tag{7.36}
\end{equation*}
$$

The next higher moments were not extractable. The fit to our highest statistics (7.32) gave the most non-zero of the $\mu_{6}^{u u-d d}$, but in combination the final result is too close to zero for comfort.


Figure 7.9: The second isovector quark moment $\mu_{2}^{u-d} / 2$ (blue) extracted from the Compton amplitude as described in the next. The data needs to be fit when we can link the moments to the parton model and so fit using the points $Q>1.5 \mathrm{GeV}$ with the expected scaling behaviour (7.11). The extracted $\langle x\rangle_{Q}^{u-d}$ with corresponding point at $\mu=2.0 \mathrm{GeV}$ (orange) is shown.


Figure 7.10: The comparison between different lattice results of $\langle x\rangle_{\mu=2}^{u-d}{ }_{\mathrm{GeV}}$ for different $m_{\pi}$. The results have differing techniques, as well as lattice spacing and chiral trajectories. The results include the phenomenological extraction from experimental data (orange) [252]. Also shown are results from ETMC for $N_{f}=2$ and $N_{f}=2+1+1$ results (red) [253, 254] and $N_{f}=2+1$ results; RBC/UKQCD (teal) [255], LHPC (green) [256]. Other simulations have been done but intermediate pre-chiral extrapolation data was not found [257, 258].


Figure 7.11: The fourth moment $\mu_{4}^{u-d} / 2$ (blue) extracted from the Compton amplitude as described in the next. The data is fit using the points $Q>1.5 \mathrm{GeV}$ with the expected scaling behaviour (7.11) and it's resultant extraction for $\left\langle x^{3}\right\rangle_{Q}^{u-d}$ (orange) with corresponding result at $\mu=2.0 \mathrm{GeV}$ shown.

As there are fewer simulations with more than two moments, many of the data points did not contribute to the $\mu_{6}^{u u-d d}$ extraction.

In summary we have presented the first $a b$ initio extraction of the higher quark moments of the nucleon on a dynamical lattice. The observed power scaling behaviour of the moments was consistent with theory, however seen only over a small range of $Q$, which warrants future investigation at larger $Q^{2}$. The technique is extendible in principle to even higher moments.

### 7.3 Scaling

In the DIS region at constant $x$ the proton structure function $F_{2}$ is approximately constant in $Q^{2}$, up to $\log Q^{2}$ scaling, which is seen in the 'fan plots' Figure 2.7. Due to the Callan-Gross relation the same result holds for $F_{1}$. One would think that moments, which are integrals over $x$ of such data would exhibit the same approximate scaling behaviour. Another way to look at the same data would be to look for scaling behaviour within the Compton amplitude $T_{1}$ at unphysical $x$ which as

$$
\begin{equation*}
x=\frac{1}{\omega} \tag{7.37}
\end{equation*}
$$

will correspond to $x>1$. Due to the dispersion relationship (2.80), both these scaling behaviours are the two ways of looking at the same problem. We now investigate the scaling of the Compton amplitude $T_{1}$ directly, rather than looking at moments.

The equivalent test at constant $x$ in our case is constant $\omega$. Our $\vec{q}$ were specifically setup (Table 7.2) to allow this direct constant $\omega$ comparison at different $Q^{2}$ to be possible. We look at a number of $\omega$ bins, where the results from $T_{1}\left(\omega, Q^{2}\right)-T_{1}\left(0, Q^{2}\right)$ are taken when $\omega$ is within $10.0 \%$ of the $\omega$ bin. In combinations with this data, we can use the fits performed of the moments to
interpolate values to the $\omega$ bins. While our data is not as precise as the equivalent experimental data for $T_{2}$, this is still a fundamental test for the behaviour predicted for the theory.

The combinations of $T_{1}\left(\omega, Q^{2}\right)-T_{1}\left(0, Q^{2}\right)$ data and our fits are shown in Figure 7.12. The larger $\omega$ is, the larger $|\vec{p}|$ is in general to obtain that $\omega$ at the same $Q^{2}$, hence the smaller $\omega$ have a better relative determination. At these small $\omega$ we see that the fits show broad consistency over the range of $Q^{2}$, except maybe at the smallest $Q^{2}$ point. The data points by themselves are not as precise as the points generated from our fits. Quantitatively no deviation from a power correction can be seen from this data, but more statistics would be need to verify this. Additional plots for smaller and larger $\omega$ are presented in Figure B.7.


Figure 7.12: The scaling at constant $\omega$ of the subtracted Compton amplitude $T_{1}^{\text {dd }}\left(\omega, Q^{2}\right)-T_{1}^{\text {dd }}\left(0, Q^{2}\right)$ for $\omega=0.4$ (a) and $\omega=0.6$ (b). These points include direct calculations at these $\omega$ (blue), whose $\omega$ are within $10.0 \%$ of this value. The constrained fit values for each simulation have been used to generate points (orange) at these $\omega$, offset slightly for clarity.

### 7.4 Higher Twist

Throughout this chapter we have focused on the proton, neutron, $u u, d d$ and $u u-d d$ quark flavour quantities with only a brief mention of $u d$. By looking at either moments $\S 7.2$ or at constant $\omega$ §7.3, we can observe hints that the dominant contribution to these terms scales as logarithms in $Q^{2}$. Other than this scaling there seems to be no more $Q$ dependence, which implies this dominant contribution is twist-2 or leading-twist (2.32). We briefly discuss higher twist diagrams, before showing how we can access these terms from the $u d$ component.

The leading-twist terms consist of the handbag terms Figure 2.8. Quark and gluon lines introduce extra twist, with an example twist-3 term being the handbag diagram with gluon line connecting the interacting quark before and after one interaction. We have already shown the simplest example of higher twist, the cat's ears diagram Figure 2.10, whose lowest twist contributions are twist-4. These higher twist terms are important in collinear factorisation [259] and pseudo-PDFs [260], to determine whether higher twist corrections are under control.

The lowest twist contributions to the $u d$ contribution are the twist-4 contributions from the cat's ears diagram, and hence has no leading twist. Thus this allows direct study of the higher twist effects within the Compton amplitude. Three high statistics results from Table 7.2, all from the $\beta=5.5,32^{3} \times 64, S U(3)_{\text {flav }}$-symmetric ensemble are shown in Figure 7.13. We clearly see the power suppression of purely higher twist terms, the Compton amplitude rapidly dies off as $Q^{2}$ increases.

The remarkable thing about the extraction of the $u d$ term is how accurate such a higher twist extraction is. While there are methods of calculating some higher twist contributions to some quantities (see for instance [234]), direct higher twist extraction ordinarily requires the use of higher dimensional operators $\S 2.2 .1$, which are harder extract quantities from on the lattice. The $Q^{2}$ dependence of the $u d$ subtraction function is studied in $\S 8.5$.


Figure 7.13: The $u d$ extraction $T_{1}^{u d}\left(\omega, Q^{2}\right)-T_{1}^{u d}\left(0, Q^{2}\right)$ shown for three values of $\vec{q}$ corresponding to three different $Q^{2}$ values.

### 7.5 Summary and Outlook

We have investigated the Compton amplitude at unphysical $\omega$, related it to the hadron tensor via dispersion relationship and hence via OPE to the PDFs. We showed for the first time that the full Compton amplitude structure function $T_{1}$ is calculable on the lattice for arbitrary lattice $\vec{q}$ and a variety of different vector currents, the summary of our simulations performed are available in Table 7.2. This method unlike comparable methods does not require complicated operator renormalisation or handling of mixing. We then used this to calculate the moments of structure functions using constrained fits, getting results for moments difficult to obtain using conventional lattice techniques.

We looked at the flavour decomposition allowed by the FHT (§5.3), to extract separate $u$ and $d$ quark terms, as well as proton-neutron different term $u u-d d$ and the flavour diagonal component $u d$, and used them to construct proton and neutron photonic Compton amplitudes. Furthermore this can be extended to reconstructions of the full electroweak structure functions.

These results set the stage for calculations that will help reduce model uncertainty of box diagram and two-photon exchange calculation in non-perturbative QCD, pending chiral and continuum extrapolation. Those same results could also then be combined with other PDF determination procedures to improve the theoretical determination of PDFs from first principles. In addition they can be used to test the PDF extractions' control of higher twist systematics. Work is under way for an improved fitting method, which will be able to extract even higher moments from the data presented here [251, 261].

With the extraction of $T_{1}$, this sets the stage for future extractions of the other structure functions, but require modification of the technique. To get at the equivalent $T_{2}$ result to $T_{1}$ at fixed $\omega$, in our simulation with $q_{z}=0$ one or more units of momentum must be introduced to the $z$ direction, before decomposing a linear system, leading to reduced signal. However future simulations, using methods such as momentum smearing could allow extraction of $T_{2}$. Another possible extension is for the extraction of terms odd in $\mu$ and $\nu$ required to extract $T_{3}, G_{1}$ and
$G_{2}$. If the external momentum on one current is changed from a 'cosine' to a 'sin' in (7.5), then these structure functions would be extractable. The extraction of $T_{3}$ would allow the separation of quark and anti-quark PDFs. The extraction of $G_{1}$ and $G_{2}$, gives us further insight into the spin structure of hadrons. This would allow investigation into the spin PDFs but there are also some predictions for the relationship between $T_{1 / 2}$ and $G_{1 / 2}$ to investigate [262].

The off forward Compton amplitude gives information on the full GPDs [263]. The technique can also be extended to such terms by introducing more than one momentum transfer term to the off-forward Compton amplitude but care would have to be taken with energy degeneracies, analogous to the off-forward first order FHT §4.2.1. Work is currently on-going into extracting the GPDs with this technique [264].

In the calculation of the subtracted dispersion relationship we have not looked more deeply at the subtraction function, which we shall investigate in the next chapter $\S 8$.

## Chapter 8

## Subtraction Function

In $\S 2.3 .3$ we determined a relationship between the Compton amplitude structure functions and their hadron tensor counterparts, in particular we used a once subtracted dispersion relationship (2.80) to extract $\omega$ dependence of the Compton amplitude in $\S 7$. Unlike the imaginary part of the Compton amplitude for $\omega \geq 1$, the $\omega=0$ subtraction function is not directly obtainable from experiment. As such, an alternative determination is crucial to the understanding of sub-atomic structure. While it has been predicted to be obtainable from the background field methods [179], no actual calculation has been performed to verify this. We shall now examine the Compton amplitude in unsubtracted form, focusing on the subtraction function, the $\omega=0$ structure function.

Theoretically some values are known. Using low energy theories [265, 266], one predicts the subtraction function in the Thomson limit $Q^{2} \rightarrow 0$ to be

$$
\begin{equation*}
T_{1}^{p / n}(\nu=0,0)=-2 e_{p / n}^{2} \tag{8.1}
\end{equation*}
$$

which is the so called Thomson term. We use $\nu=p \cdot q$ instead of $\omega=\frac{2 \nu}{Q^{2}}$ as the former is well defined at $Q^{2}=0$. Part of the leading $Q^{2}$ behaviour is known from elastic form factors, but still includes contributions from unknown functions [267].

We can also examine the prediction at large $Q^{2}$, the leading asymptotic behaviour constrained by the OPE is [268]

$$
\begin{equation*}
T^{p / n}\left(0, Q^{2}\right) \sim \frac{1}{Q^{2}} . \tag{8.2}
\end{equation*}
$$

The asymptotic behaviour of the proton-neutron difference can be shown to be [269]

$$
\begin{equation*}
T_{1}^{p-n}\left(0, Q^{2}\right) \approx \frac{1}{Q^{2}}\left(-4 m_{N}\left(\frac{4}{9} \sigma_{u}^{p-n}+\frac{1}{9} \sigma_{d}^{p-n}\right)+\frac{2 m_{N}^{2}}{3}\langle x\rangle^{u-d}\right) . \tag{8.3}
\end{equation*}
$$

Naturally as we expect the proton and neutron to asymptote to zero at large $Q^{2}$, by extension $u u$ and $d d$ must as well.

The requirement for a subtracted dispersion relationship is predicted by Regge theory [270272 ] and the requirement has strong implications for the presence of fixed pole terms. Another argument exists as well for the need of subtraction term, from electric polarisability [273]. Alternatively it is proposed that one can avoid the subtraction term by using the longitudinal structure function [274]. Another low energy relation is that for real photon Compton scattering one can relate the slope of $T_{2}$ at $Q^{2}=0$ to $T_{1}$ at $Q^{2}=0$

$$
\begin{equation*}
\left|\frac{1}{Q^{2}} \frac{\partial}{\partial Q^{2}} T_{2}\left(\omega, Q^{2}\right)\right|_{Q^{2}=0}=\frac{T_{1}(\omega, 0)-T_{1}(0,0)}{\omega^{2}} \tag{8.4}
\end{equation*}
$$

or a similar relation using Regge theory and current algebra [262]. We have mentioned Regge theory multiple times, which due to the experimentally indeterminable subtraction function plays an important role for it's model determination.

In this chapter we start by providing context of the subtraction in literature from Regge theory $\S 8.1$, proton-neutron mass splitting $\S 8.2$ and muonic hydrogen Lamb shifts $\S 8.3$. We then discuss discretisation of the current $\S 8.4$ and lattice results of the subtraction function $\S 8.5$, before concluding §8.6.

### 8.1 Fixed Pole and Regge Theory

Analytic continuation is a common tool in physics, indeed we have used just such a technique to calculate dispersion relationships for the Compton amplitude in $\S 2.3 .3$. We shall now discuss the analytic continuation of orbital angular momentum and it's consequences for the subtraction function.

Classically the idea of using complex angular momentum was first established for harmonic oscillator problems [275, 276]. The actual first use in a quantised theory, was by Regge for a complex orbital angular momentum [277, 278], from where it derives the name Regge theory. Regge theory describes an interaction in terms of an exchange of a fictitious particle, a so called Regge pole, sometimes referred to as a Reggeon, that has varying $Q^{2}$-dependent complex spin. The $Q^{2}$ dependence of this particle is referred to as the Regge trajectory, which can be used to relate the high energy s-channel process to bound states and resonances in the $t$-channel through use of the complex spin.

Regge theory is used to model interactions for high energy particle accelerators where not all hard interactions can be described in terms of free particle systems. Soft processes are one such interaction, two examples being $e p \rightarrow e X p$ at HERA [279] or $p p \rightarrow X p$ among others at the LHC [280]. These diffractive processes are modelled using the exchange of strongly interacting colour neutral particles called Pomerons [281]. This means that Regge theory plays an important role in modern experiments to model backgrounds.

Part of the electromagnetic self-energy depends on the $\nu \rightarrow \infty$ limit of the Compton amplitude. This can be analysed in terms of Regge trajectories [270], which allow us to determine bounds for the Compton amplitude structure function in the large $\nu$ limit, in terms of $\nu^{\alpha}$ where $\alpha$ is referred to as the Regge trajectory intercept. The existence of a boundary term, the nonvanishing of the Compton amplitude as $|\nu| \rightarrow \infty$ can then be determined from the sign of the intercept $\alpha$. If $\alpha<0$ then the dispersion integral will converge without subtraction, however if $\alpha>0$ then it will not. For the pion $\alpha<0$, so no subtracted dispersion relationship is needed, however for the proton $0<\alpha<1$ a (once) subtracted dispersion relationship is needed.

If we assume the hadron tensor structure function $F_{1}$ is fully defined by a Regge model, denoted $F_{1}^{R}$, then it can be written as [282-284]

$$
\begin{equation*}
F_{1}^{R}\left(\nu, Q^{2}\right)=\sum_{\alpha>0} \beta_{\alpha}\left(Q^{2}\right) \nu^{\alpha} \tag{8.5}
\end{equation*}
$$

for Regge poles $\alpha$ and corresponding residues $\beta$. The dispersion relationship between the hadron tensor and the Compton amplitude §2.3.3, prior to subtraction and in terms of $\nu$ not $\omega$, then predicts a definite form for the Regge structure of the Compton amplitude

$$
\begin{equation*}
T_{1}^{R}\left(\nu, Q^{2}\right)=\sum_{\alpha>0} \frac{\pi \beta_{\alpha}\left(Q^{2}\right)}{\sin \pi \alpha}\left[(-\nu-i \epsilon)^{\alpha}+(\nu-i \epsilon)^{\alpha}\right] . \tag{8.6}
\end{equation*}
$$

In the case where $\alpha$ is an integer we have pomerons but in other cases a branch cut in the positive real axis.

The Compton amplitude contains non-Regge contributions but the Reggeon dominance hypothesis states that in the large $\nu$ limit only the Regge components survive, formally

$$
\begin{equation*}
\lim _{\nu \rightarrow \infty}\left(T_{1}\left(\nu, Q^{2}\right)-T_{1}^{R}\left(\nu, Q^{2}\right)\right)=0 \tag{8.7}
\end{equation*}
$$

Hence the need for a subtracted dispersion relationship assuming Reggeon dominance hypothesis is wholly determined from Regge theory. Furthermore any deviations from this form must be $\nu$-independent, a pole with zero angular momentum. One possible such fixed pole would be a term independent of $Q^{2}$, which has implications for small $x$ behaviour for partons. For further discussion of such a fixed pole see $[285,286]$ and references therein.

### 8.2 Cottingham Self Energy

The proton-neutron mass difference plays an important role in the particle make-up of the universe. Assuming degenerate light quark flavours, the mass difference at leading order is purely determined by QED effects and predicts $m_{p}>m_{n}$. In reality the small isospin breaking due to $m_{d}>m_{u}$ provides a slightly larger opposite effect resulting in $m_{p}<m_{n}$. Experimentally the mass splitting has been measured to extraordinary accuracy [42]

$$
\begin{equation*}
m_{n}-m_{p}=1.29333205(51) \mathrm{MeV} \tag{8.8}
\end{equation*}
$$

which is less than the difference in $m_{u}$ and $m_{d}$. This mass splitting is in fact finely tuned, with only a narrow band of less than 3 MeV allowed values. In the case where this mass splitting were only 1 MeV larger, deuterium would no longer be a bound nuclear state, leading to a hydrogen dominated universe. Conversely if the neutron was light enough to favour inverse $\beta$ decay $e^{-}+m_{n}<m_{p}$ then the universe would be neutron dominated. As such, improvements in our understanding of the mass difference is important to our understanding of the universe.

At leading order the mass difference is

$$
\begin{equation*}
m_{p}-m_{n}=\delta m^{m_{d}-m_{u}}+\delta m^{\gamma} \tag{8.9}
\end{equation*}
$$

where the first term is the contribution due to quark mass splitting and the latter them the electromagnetic self energy. The quark mass splitting term requires calculation of low-energy hadronic effects, which have been calculated using lattice QCD [287]. The latter term can be obtained by the Cottingham self energy [267, 288] pictured in Figure 8.1. The Cottingham formula relates the electromagnetic self energy to the Compton amplitude, part of which requires the forward Compton amplitude subtraction function [287]

$$
\begin{equation*}
\delta m_{s u b}^{\gamma}=-\frac{3 \alpha}{16 \pi m} \int d Q^{2} T_{1}^{p-n}\left(0, Q^{2}\right) \tag{8.10}
\end{equation*}
$$

Theoretical determination of this electromagnetic self energy has been made and summarised in Table 8.1. It is clear that improved determinations of the $Q^{2}$ dependence of the subtraction function then will improve our understanding of fundamental sub-atomic physics.

| $\delta m^{\gamma}$ | Source |
| :---: | :---: |
| $0.76(30)$ | $[289]$ |
| $1.30(50)$ | $[287]$ |
| $1.04(35)$ | $[290]$ |

Table 8.1: Theoretical determinations of the electromagnetic self energy contribution to the proton-neutron mass difference. These are the long standing Cottingham self energy based calculation [289] and proposed modern improvement [287], as well as inference from $\delta m^{m_{u}-m_{d}}$ [290].


Figure 8.1: The Cottingham self energy, which can be related via dispersion relation to the Compton amplitude subtraction function.

### 8.3 Muonic Hydrogen Lamb Shift

From the difference in binding energy between the $2 P$ and $2 S$ states of hydrogen; the Lamb shift [291] can be used to infer the proton charge radius. Using lepton scattering experiments the root-mean-square proton charge radius can be determined, however the values obtained by different leptons are not consistent. The value determined from $e H$ Lamb shifts [292] averaged from multiple sources is

$$
\begin{equation*}
\sqrt{\left\langle r_{p}^{2}\right\rangle}=0.8768(69) \mathrm{fm} \tag{8.11}
\end{equation*}
$$

As the Born radius of lepton orbits are inversely proportional to their mass, a muon in $2 P$ and $2 S$ orbit much closer to the atom than an electron. Hence $2 P$ and $2 S$ are more sensitive to the finite size of the proton when the electron is replaced by a muon. Such measurements have recently become feasible [293] and yield a charge radius of

$$
\begin{equation*}
\sqrt{\left\langle r_{p}^{2}\right\rangle}=0.84184(67) \mathrm{fm} \tag{8.12}
\end{equation*}
$$

This muonic Lamb shift differs by about 5 standard deviations from the electron measurement. One of the inputs into the determination in muonic hydrogen is two photon exchange [294], such determination uses analysis that requires knowledge of pole contributions to $F_{1}$ to write the Born term in terms of vector boson form factors and subtract it from the Compton amplitude [269]. Thus for the same reason as for Cottingham self energy, further understanding of the properties of the subtraction function are needed.

### 8.4 Lattice Integral Discretisation

In §7.1.3 we examined purely-local, purely-conserved and interference vector currents a showed they were statistically equivalent after subtraction for $\omega<1$ (Figure 7.4). As the subtraction function, is a short distance function, it may be more sensitive to discretisation. The different implementation of the vector current have different short distance structure, so by examining these we can improve our understanding of the continuum limit.

Recall the second FHT in partial Hilbert form

$$
\begin{equation*}
\left.\frac{\partial^{2} E_{X, \vec{p}}}{\partial \lambda_{i} \partial \lambda_{j}}\right|_{\lambda=\overrightarrow{0}}=-\frac{\langle X, \vec{p}| \int d^{4} y\left(e^{i \vec{q} \cdot \vec{y}}+e^{-i \vec{q} \cdot \vec{y}}\right) T\left\{J_{i}(y) J_{j}(0)\right\}|X, \vec{p}\rangle_{0}}{2 E_{X, \vec{p}}} . \tag{4.97}
\end{equation*}
$$

On the lattice the continuum integral will be turned into a discrete sum, meaning the weight of the $y_{4}=0$ term in the integral does not represent a set of measure zero. This present new
term would lead to a contact term that has non-infinitesimal contribution to the second order matrix element. This extra term behaves properly in the continuum limit $a \rightarrow 0$, as in this limit the offending term in the integrand will have zero measure, however is still present at finite $a$.

We can gain some insight into this phenomena by looking into the conservation of the vector current on the lattice. By using Noether current for the discrete symmetries of QCD on the lattice the conserved vector current can also be constructed (see $\S 5.2 .2$ ), which then does not require renormalisation. By comparing local and conserved vector currents, some insights into the contact term can be inferred.

The local (non-conserved) vector operator can be improved using a Symanzik scheme in the same manner as $\S 3.2 .4$. From this perspective at leading order in $a$ the breaking of conservation can be thought of as a derivative, which we consider in terms of an improved local current $V_{\mu}^{i m p}$ which has form [295]

$$
\begin{equation*}
V_{\mu}^{i m p}:=\left(1+a m_{q} c_{0}\right) V_{\mu}^{l o c}-\frac{1}{2} a c_{1} \bar{q} \mathcal{D}_{\mu} q+\frac{1}{2} a i c_{2} \partial_{\lambda}\left(\bar{q} \sigma_{\mu \lambda} q\right) . \tag{8.13}
\end{equation*}
$$

Through careful choice of $c_{0}, c_{1}$ and $c_{2}$ this allows the cancellation of $\mathcal{O}(a)$ errors. Conversely this allows us to look at the interplay of two $V_{\mu}^{l o c}$ current insertions. Neglecting the $c_{2}$ component, the interplay of two different currents would look like the derivative term $\bar{q} \mathcal{D}_{\mu} q$ interacting with $\bar{q} \gamma_{\mu} q$ of the other current, introducing an artefact into our calculation, a contact term.

The presence of contact term for interference current is not unique to the second order FHT, in Hadron Vacuum Polarisation (HVP) this term is present as well [296]. In HVP there are various ways to remove this term, one of which removes the contact term by constructing a projection onto the conserved component of your matrix element [296]. Another way of removing the contact term is to use a mixture of the lattice local and conserved currents. The local current $V_{\mu}^{l o c}(n)(\S 5.2 .1)$ is as the name suggests an operator which lives on lattice site $n$, whereas the conserved current $V_{\mu}^{c o n}(n)(\S 5.2 .2)$ effectively lives on lattice site $n+\frac{1}{2} \hat{\mu}$. Thus the contact term should not be present for the interference current.

We can take advantage of this in our technique, both the conserved and local vector currents are implementable using the FHT and so it is possible to construct the interference of them. The interference current has one further improvement over the conserved current, the explicit contact term due to the non-zero second order shift in the action, is also not present. We have of course seen the interference current already in subtracted form Figure 7.4, where each of the methods provide consistent results, once subtracted. This naturally predicts that a discrepancy found in the Compton amplitude is independent of $\omega$ and so our once subtracted dispersion relationship is valid without any changes. The question still remains what level of contribution these contact terms have to the FHT extracted result in our subtraction function. By utilising the three different vector current combinations, we should be able to infer more about presence of any contact term.

### 8.5 Lattice Results

We have already shown the method to extract results for $T_{1}\left(\omega, Q^{2}\right)-T_{1}\left(0, Q^{2}\right)$ in $\S 7$. In this section we focus on the subset $\omega=0$, from our simulations Table 7.2.

Figure 8.2 shows the subtraction function for pure $V_{3}^{l o c}$ currents for different flavour combinations. The FHT is capable of extracting the subtraction function for an extraordinarily large range of $Q^{2}$, both very close to zero using larger lattice volumes as well as out to approximately $Q^{2}=16 \mathrm{GeV}^{2}$. We observe differing behaviour between the different flavour combinations. The $u u$ and $d d$ flavours both rapidly decrease at small $Q^{2}$, however dip in $u u$ is preceded by a sudden rise. The $u d$ combination rapidly approaches zero as $Q^{2}$ increases.

We have attempted to look at the lattice spacing and volume dependence of the Compton amplitude in $\S 7.1 .3, \S 7.2 .2$, $\S 7.3$ and $\S 7.4$, however no clean comparisons were possible. Here however, as we have so many $Q^{2}$ values and the trends, especially for the $u d$ term are so clean we can


Figure 8.2: The subtraction function for the Compton amplitude structure function $T_{1}\left(\omega=0, Q^{2}\right)$ for $V_{3}^{\text {loc }}$ against $Q^{2}$ for a variety of flavour combinations.
compare two different lattices, with differing spacing and volume side by side. Figure 8.2 shows no significant deviation except for a small shift in the $u d$ component. Since this term strongly tends to zero we can be confident that there are no significant volume effects at larger $Q^{2}$ and only a small effect at smaller $Q^{2}$.

Neither the $u u, d d$ or $u u-d d$ combinations vanish as $\frac{1}{Q^{2}}$ as predicted by (8.2), instead are approximately flat for $Q^{2} \gtrsim 3 \mathrm{GeV}^{2}$, which suggest a fixed pole term is present. This fixed pole would cause a quadratic divergence in the Cottingham formula with no obvious SM operators available to renormalise. However other possibilities due to discretisation and contact terms have to be explored. We fill now look at the difference in the subtraction function between our different vector operators because this may offer some insight into possible discretisation artefacts.

### 8.5.1 Vector Operator Subtraction Functions Comparison

Earlier we discussed the nuances of $Q^{2}$-independent contributions to the subtraction function §8.4, which we now discuss using multiple different operators; $\left\{J_{\mu}, J_{\nu}\right\}$ of $\left\{V_{3}^{\text {loc }}, V_{3}^{\text {loc }}\right\},\left\{V_{3}^{\text {con }}, V_{3}^{\text {con }}\right\}$ and $\left\{V_{3}^{\text {loc }}, V_{3}^{\text {con }}\right\}$. Figure 8.3 shows the difference between operators for the proton subtraction functions. We see a large differences in behaviour between them, most easily seen at $Q^{2}=4.64$ $\mathrm{GeV}^{2}$. As the $\omega$-dependent part of the Compton amplitude remains rather insensitive to the operator form, we expect that any contact terms that are present to also be $\omega$-independent.

The pure local and pure conserved vector currents differ at larger $Q^{2}$ by an apparent constant offset. They are expected to be differ as the pure conserved vector current has an extra explicit contact term introduced by the non-zero second order action shift (5.12), the correction of which has not yet been performed. The pure local and interference vector currents also seem to differ at larger $Q^{2}$ by a constant. The interference of currents does not have a contact term, so the


Figure 8.3: Operator comparison of the subtraction function for the Compton amplitude structure function $T_{1}^{p}\left(\omega=0, Q^{2}\right)$ against $Q^{2}$. Note that the conserved current $\left\{V_{3}^{\text {con }}, V_{3}^{\text {con }}\right\}$ has not had the second order action shift term (5.12) removed and so strictly isn't purely $T_{1}^{p}\left(\omega=0, Q^{2}\right)$.
difference should be the local contact term. This suggests that the purely local and probably the purely conserved currents contains contact terms arising from the discretisation.

As contact terms involve only one quark line the ud component of the subtraction function is not sensitive to them. Figure 8.4 shows no difference between operators for the ud flavour combination. Hence we conclude that the difference between the operators likely stems from contact terms.

The large $Q^{2}$ behaviour is important for the presence or lack of fixed pole like terms discussed earlier. As the interference of currents also does not exhibit asymptotic $\frac{1}{Q^{2}}$ behaviour, there is still a possible fixed pole. However the difference between the different discretisation structure of the currents suggests that this observable could be highly sensitive to the lattice cut-off, warranting a more careful $a \rightarrow 0$ study to see if it persists before drawing conclusions. To resolve this the contact and seagull terms present in the pure local and conserved currents need to be calculated, to conclude whether their differences do in fact come from contact terms in the subtraction function. Finally the interference of currents needs to be studied for volume and lattice spacing dependence. Resolving these issues would allow one to conclude whether there is a fixed pole in the subtraction function.


Figure 8.4: Operator comparison of the subtraction function for the Compton amplitude structure function $T_{1}^{u d}\left(\omega=0, Q^{2}\right)$ against $Q^{2}$.

### 8.6 Summary and Outlook

In this chapter we have presented further insight into the nature of the subtraction function. Presented was an $a b$ initio calculation of the Compton amplitude subtraction for the first time, with possible remaining unresolved lattice artefacts, a fixed pole or a mixture thereof. Multiple operators were examined and a prescription presented for resolving this question, including a use of a interference currents, the current most free of these artefacts. This sets the stage for future calculations, offering the potential to resolve the long standing question of whether a fixed pole is present in the Compton amplitude.

## Chapter 9

## Gluons

As one of the fundamental building blocks of hadrons, gluons play an important role in the emergent behaviour of QCD. Just as we study the quark structure of hadrons, we also need to understand the gluon structure of hadrons. While many of the dynamics of gluons can be inferred from quark form factors, we can look at gluons directly from the lense of gluonic GFFs or more specifically the EMT ( $n=2$ GFFs in the terminology of $\S 2.2 .1$ ).

The coupling of gravity and matter is described by the EMT, which allows us to probe the fundamental properties of such matter [297]; mass, spin and the so called D-term, which characterises the stresses inside the hadron. As a consequence, understanding of the EMT is important for a wide array of phenomena, from matter in strong gravitational fields to hard scattering processes and exotic matter.

On the lattice the extraction of matrix elements using gluonic operators has been plagued by their sensitivity to short range gauge noise. Nevertheless some earlier lattice determinations of $Q^{2} \neq 0$ gluonic operators are available [257, 298]. By utilising smoothing to reduce such noise, it has become possible to extract gluonic matrix elements at larger $Q^{2}$ [299-303].

### 9.1 Energy Momentum Tensor

In §2.2.1 we introduced GFFs and noted that (2.33) with $n=2$ is the operator for the EMT (2.39). Recall the EMT for a nucleon $N$

$$
\begin{equation*}
\left\langle N, \vec{p}^{\prime}\right| \mathcal{O}_{\mu \nu}^{q / g}|N, \vec{p}\rangle=\bar{u}\left(p^{\prime}\right)\left[\gamma_{\{\mu} p_{\nu\}} A_{20}^{q / g}\left(Q^{2}\right)+\frac{i q^{\alpha} \sigma_{\alpha\{\mu} P_{\nu\}}}{2 m_{p}} B_{20}^{q / g}\left(Q^{2}\right)+\frac{q_{\mu} q_{\nu}}{m_{p}} C_{20}^{q / g}\left(Q^{2}\right)\right] u(p) \tag{2.42}
\end{equation*}
$$

This decomposition is just one of the decompositions commonly used, the other being

$$
\begin{equation*}
\left\langle N, \vec{p}^{\prime}\right| \mathcal{O}_{\mu \nu}^{q / g}|N, \vec{p}\rangle=\bar{u}\left(p^{\prime}\right)\left[P_{\mu} P_{\nu} M_{2}^{q / g}\left(Q^{2}\right)+\frac{i q^{\alpha} \sigma_{\alpha\{\mu} P_{\nu\}}}{4 m} J^{q / g}\left(Q^{2}\right)+\frac{q_{\mu} q_{\nu}}{m} d_{1}^{q / g}\left(Q^{2}\right)\right] u(p) \tag{9.1}
\end{equation*}
$$

The relationship between these two forms can be derived from the Euclidean Gordon identity (C.96) and are related by

$$
\begin{align*}
M^{q / g} & =A_{20}^{q / g}  \tag{9.2}\\
J^{q / g} & =\frac{1}{2}\left(A_{20}^{q / g}+B_{20}^{q / g}\right)  \tag{9.3}\\
d_{1}^{q / g} & =C_{20}^{q / g} \tag{9.4}
\end{align*}
$$

This latter representation is commonly chosen for physical interpretation of each of the GFFs.
The first of which is $M\left(A_{20}\right)$, which at $Q^{2}=0$ is the momentum fraction. The slope of $M$ encodes the gravitational radius, an interesting open question in physics is whether the gluon or quark radius is larger. The size of such radii are important to the dynamics of the binding of
atoms (see for instance [304] and references therein). In addition the axis intercept determines the gluon or quark momentum fractions.

The second term, the spin form factor $J^{q / g}$, encodes the spin distribution, which at $Q^{2}=0$ gives the quark and gluon contributions to the spin of the proton. The corresponding GFF $B_{20}^{q / g}$ is known as the anomalous gravitomagnetic moment, which is a measure of how much the spin contribution proportions differs from the momentum fraction ones. Some hints exists that this term is non-zero [257].

The third term $d_{1}\left(C_{20}\right)$, often called the $D$ term [297], encodes 'pressure' inside the proton [305]. The combination of proton and gluons provide information of strong shear and pressure distributions inside the nucleon.

For the individual quark and gluon EMT components, there is an additional form factor in both (2.42) and (9.1), a $g_{\mu \nu}$ term. For the (2.42) decomposition this becomes

$$
\begin{align*}
\left\langle p, \vec{p}^{\prime}\right| \mathcal{O}_{\mu \nu}^{q / g}|p, \vec{p}\rangle=\bar{u}\left(p^{\prime}\right) & {\left[\gamma_{\{\mu} p_{\nu\}} A_{20}^{q / g}\left(Q^{2}\right)+\frac{i q^{\alpha} \sigma_{\alpha\{\mu} P_{\nu\}}}{2 m} B_{20}^{q / g}\left(Q^{2}\right)\right.}  \tag{9.5}\\
& \left.+\frac{q_{\mu} q_{\nu}-q^{2} g_{\mu \nu}}{m} C_{20}^{q / g}\left(Q^{2}\right)+m g_{\mu \nu} \bar{C}^{q / g}\left(Q^{2}\right)\right] u(p)
\end{align*}
$$

satisfying

$$
\begin{equation*}
\bar{C}^{g}\left(Q^{2}\right)+\sum_{q} \bar{C}^{q}\left(Q^{2}\right)=0 \tag{9.6}
\end{equation*}
$$

However due to the breaking of the continuum rotational group, no trace terms are extractable with our technique so we shall omit it, for a discussion on this term see [297].

### 9.1.1 Sum Rules

We can relate the EMT GFFs to sum rules formally through use of GPDs. The second Mellin moments of the GPDs defined in $\S 2.4$ can be related to the GFFs by (2.88) and (2.89)

$$
\begin{align*}
& \int_{-1}^{1} d x x H\left(x, \xi, Q^{2}\right)=A_{20}\left(Q^{2}\right)+(2 \xi)^{2} C_{2}\left(Q^{2}\right)  \tag{9.7}\\
& \int_{-1}^{1} d x x E\left(x, \xi, Q^{2}\right)=B_{20}\left(Q^{2}\right)-(2 \xi)^{2} C_{2}\left(Q^{2}\right) \tag{9.8}
\end{align*}
$$

which at $Q^{2}=0$ can be related to the parton spin contributions [306]

$$
\begin{align*}
J^{q / g} & =\frac{1}{2}\left[A_{20}^{q / g}(0)+B_{20}^{q / g}(0)\right]  \tag{9.9}\\
\frac{1}{2} & =J^{q}+J^{g} . \tag{9.10}
\end{align*}
$$

Note the use of spin contribution $J^{q / g}$ and $Q^{2}$ dependent spin form factor $J^{q / g}\left(Q^{2}\right)$, which are related by $J^{q / g}=J^{q / g}(0)$. In combination with (2.43), (9.9) predicts

$$
\begin{equation*}
\sum_{f} B_{20}^{q_{f}}+B_{20}^{g}=0 \tag{9.11}
\end{equation*}
$$

If one of the $B_{20}$ is zero, then this would mean that the fraction of momentum is the same fraction of contribution to the proton spin and conversely the deviation from this a measure of dynamical effects inside the hadron affecting the spin contribution.

To understand (9.10) we need to decompose the spin contribution to quark and gluonic parts. The first decomposition we will look at is the Ji decomposition [307]

$$
\begin{equation*}
\frac{1}{2}=\frac{1}{2} \Delta \Sigma+\sum_{q} L_{q}+J_{g} \tag{9.12}
\end{equation*}
$$

where $\Delta \Sigma$ is the contribution to the spin of the proton from the spin of the quarks, $L_{q}$ the contribution to the spin due to the orbital angular momentum of the quarks and $J_{g}$ is the remaining contributions due to the gluons defined above. The Ji decomposition is gauge invariant.

The second decomposition is the Jaffe-Manohar decomposition [308]

$$
\begin{equation*}
\frac{1}{2}=\frac{1}{2} \Delta \Sigma+\sum_{q} \mathcal{L}_{q}+\Delta G+\mathcal{L}_{g} \tag{9.13}
\end{equation*}
$$

where $\mathcal{L}_{q / g}$ are the light cone orbital angular momenta of quarks and gluons respectively, and $\Delta G$ is the contribution to spin due to gluon spin. Unlike the Ji decomposition, this decomposition is not gauge invariant. This has lead to another light-cone method with partonic picture [309,310], that specifies a preferred direction and argue that experiments are performed at large boost, making such a preferred direction fairly natural.

On the lattice greats strides have been taken to calculate all these components. The quark spin contributions can be calculated with three point function methods (see for instance [64]) but recently methods to extract the others have been published. Both Ji and Jaffe-Manohar quark orbital angular momenta are extractable using the same lattice technique [311] by varying the shape of used gluon 'staple'. Using a gluon spin density operator [312], $\Delta G$ has also been calculated [313]. This means that if $\mathcal{L}_{g}$ can be extracted directly from the lattice, both spin sum rules can be verified ab initio.

Experimentally $\Delta \Sigma$ has been measured [314, 315], providing around a third of the total spin of the proton, often referred to as the 'spin problem' [316]. The other contributions, including the contributions from the gluons are less well determined [317]. Proposals for experiments at both JLab and BNL are under way for future experiments for determining the gluon contributions more precisely [304].

The conservation of the EMT implies that the total sum of all quark and gluon components to a GFF is scale invariant. Individually however the quark and gluon GFFs have renormalisation scale dependence $\mu$ which we only highlight when necessary.

### 9.2 Lattice Method

To calculate the gluonic EMT, we need the corresponding gluon operator

$$
\begin{equation*}
T_{\mu \nu}=\operatorname{tr}_{c}\left[G_{\mu \alpha} G_{\nu}{ }^{\alpha}\right] . \tag{9.14}
\end{equation*}
$$

On the lattice our continuous rotational symmetry group $O(4)$ is broken into the hypercubic group $H(4)$, so to avoid mixing we restrict to the components of (9.14) that transform irreducibly under $H(4)$. Two such operator combinations are

$$
\begin{align*}
\mathcal{O}_{1 i} & =T_{4 i}  \tag{9.15}\\
\mathcal{O}_{2} & =T_{44}-\frac{1}{3} T_{i i} \tag{9.16}
\end{align*}
$$

where in the second line summation convention is used over the spatial indices. These operators have interpretations as gluonic equivalents of electromagnetic fields, $\mathcal{O}_{1 i}$ is the gluonic $(E \times B)_{i}$ and $\mathcal{O}_{2}$ the gluonic $\left(B^{2}-E^{2}\right)$ where the sign of the latter comes from Euclidianisation. These two operators correspond to $v_{2, a}$ and $v_{2, b}$ in [183, 238, 239] or $\tau_{3}^{(6)}$ and $\tau_{1}^{(3)}$ in [318].

Due to the integrated gluonic degrees of freedoms, the resulting three-point correlators (3.74) are constructed source-by-source on each configuration

$$
\begin{equation*}
G_{\chi, \mathcal{O}}^{(3)}(x, y)=G_{\chi}^{(2)}(x) \mathcal{O}(y) \tag{9.17}
\end{equation*}
$$

which means that the momentum dependent three-point function (3.76) is then

$$
\begin{equation*}
G_{\chi, \mathcal{O}}^{(3)}\left(x_{4}, y_{4}, \vec{p}^{\prime}, \vec{q}\right)=\int d^{3} y e^{-i \vec{q} \cdot \vec{v}} G_{\chi}^{(2)}\left(x_{4}, \vec{p}^{\prime}\right) \mathcal{O}(y) . \tag{9.18}
\end{equation*}
$$

As a consequence three-point functions can be generated from lattice two point functions without need for additional inversions. This means that calculating all combinations of $y_{4}, \vec{p}^{\prime}$ and $\vec{q}$ are relatively cheap to compute. The three-point functions are then vacuum subtracted to improve signal

$$
\begin{equation*}
\left\langle\hat{G^{(3)}}{ }_{\chi, \mathcal{O}}\left(x_{4}, y_{4}, \vec{p}^{\prime}, \vec{q}\right)\right\rangle=\left\langle G_{\chi, \mathcal{O}}^{(3)}\left(x_{4}, y_{4}, \vec{p}^{\prime}, \vec{q}\right)\right\rangle-\left\langle G_{\chi}^{(2)}\left(x_{4}, \vec{p}^{\prime}\right)\right\rangle\left\langle\mathcal{O}\left(y_{4}, \vec{q}\right)\right\rangle . \tag{9.19}
\end{equation*}
$$

The gluon operator (9.14) is implemented using the Clover staple (3.48), with gradient flow [319] applied to the gauge links in the staple to a flow-time 5 in lattice units in steps sizes of 0.01 .

### 9.2.1 Feynman-Hellmann Re-weighting

Prior work has been done using the FHT to calculate the forward gluon matrix elements [183]. We now briefly discuss a new FHT based method.

It is known that re-weighting Monte Carlo samples [320, 321] can effectively generate samples with a different action on the lattice [322]. If one has some small perturbation in action $S(0) \rightarrow S(\lambda)$ then one can re-weight existing path integral expectation values by

$$
\begin{equation*}
\langle\mathcal{O}(\lambda)\rangle=\frac{1}{\left\langle e^{-(S(\lambda)-S(0))}\right\rangle}\left\langle\mathcal{O}(0) e^{-(S(\lambda)-S(0))}\right\rangle \tag{9.20}
\end{equation*}
$$

Initially it was attempted to use reweighting in terms of varying small $\lambda \mathcal{O}$ as the reweighting term and using the FHT to get the EMT. This method has one problem for the gluon operator. Due to the decomposition (9.17), any FHT calculation is forced to be equivalent to the summation method. Consider operator two-point correlator operator $\mathcal{O}=G_{\chi}^{(2)}(x)=\chi(x) \chi^{\dagger}(0)$ and action modification

$$
\begin{equation*}
S(\lambda)=S(0)+\lambda \int_{0}^{x_{4}} d y_{4} \int d^{3} y T_{4 i}(y) \tag{9.21}
\end{equation*}
$$

then the resulting operator becomes

$$
\begin{equation*}
\left\langle G_{\chi \lambda}^{(2)}(x)\right\rangle=\frac{1}{\left\langle e^{-\lambda \int_{0}^{x_{4}} d y_{4} \int d^{3} y T_{4 i}(y)}\right\rangle}\left\langle G_{\chi}^{(2)}(x) e^{-\lambda \int_{0}^{x_{4}} d y_{4} \int d^{3} y T_{4 i}(y)}\right\rangle . \tag{9.22}
\end{equation*}
$$

For very small $\lambda$ and neglecting the $\lambda$ dependence of the first term, this becomes

$$
\begin{equation*}
\left\langle G_{\chi \lambda}^{(2)}(x)\right\rangle \approx\left\langle G_{\chi}^{(2)}(x)\right\rangle-\lambda\left\langle G_{\chi}^{(2)}(x) \int_{0}^{x_{4}} d y_{4} \int d^{3} y T_{4 i}(y)\right\rangle \tag{9.23}
\end{equation*}
$$

the derivative of the operator just forming the summation method. This method would still be relevant for non-gluonic operators to calculate other disconnected matrix elements, but we shall look at regular three-point methods for our gluon calculation.

### 9.2.2 Form Factors

In FHT calculations the matrix element $\langle X, \vec{p}| \mathcal{O}|X, \vec{p}\rangle$ is determine directly, however for regular three-point functions we extract terms of form

$$
\begin{equation*}
F_{3}(\Gamma, J):=\Gamma_{\alpha \beta}\langle\Omega| \chi_{\beta}|X, \vec{p}\rangle\langle X, \vec{p}| \mathcal{O}|X, \vec{p}\rangle\langle X, \vec{p}| \chi_{\alpha}^{\dagger}|\Omega\rangle \tag{9.24}
\end{equation*}
$$

some appropriate projector $\Gamma$ an element of the Clifford algebra.

These trace terms need to be taken into account when matching onto the GFFs. For polarised $T_{4 i}$ we have

$$
\begin{align*}
F_{3}\left(\Gamma^{+} \Gamma_{\hat{s}}, 2 T_{4 i}\right)= & \left\{-i P_{4}\left[(E+m)\left(\vec{p}^{\prime} \times \hat{s}\right)_{i}+\left(E^{\prime}+m\right)(\vec{p} \times \hat{s})_{i}\right]+P_{i}\left(\vec{p} \times \vec{p}^{\prime}\right) \cdot \hat{s}\right\} A_{20}\left(Q^{2}\right) \\
+ & \left\{-P_{i}\left[(E+m)\left(\vec{p} \times \vec{p}^{\prime}\right) \cdot \hat{s}+\left(E^{\prime}+m\right)\left(\vec{p} \times \vec{p}^{\prime}\right) \cdot \hat{s}\right]\right. \\
& -i P_{4}\left[\left(E^{\prime}+m\right)(E+m)+\vec{p} \cdot \vec{p}^{\prime}\right](\vec{q} \times \hat{s})_{i}-i P_{4}\left(\vec{p} \times \vec{p}^{\prime}\right)_{i}(\vec{q} \cdot \hat{s}) \\
& \left.-P_{i}\left[(E+m)\left(\vec{p} \times \vec{p}^{\prime}\right) \cdot \hat{s}-\left(E^{\prime}+m\right)\left(\vec{p} \times \vec{p}^{\prime}\right) \cdot \hat{s}\right]\right\} B_{20}\left(Q^{2}\right) \\
+ & \left\{\frac{q_{4} q_{i}}{m}\left(\vec{p} \times \vec{p}^{\prime}\right) \cdot \hat{s}\right\} C_{20}\left(Q^{2}\right) \tag{9.25}
\end{align*}
$$

where $\Gamma^{+} \Gamma_{\hat{s}}=\frac{1}{2}\left(I+\gamma_{4}\right) i \vec{\gamma} \cdot \hat{s} \gamma_{5}$ to project onto the positive parity state with spin vector $\hat{s}$. Similar forms can be calculated for other operator and unpolarised cases, and are presented in §D.

The polarisation vector $\hat{s}$ is then chosen for the polarised projected three-point functions. We define

$$
\begin{equation*}
F_{3}\left(\Gamma^{+} \Gamma_{\hat{s}}, \mathcal{O}\right)=: a_{\hat{s}} A_{20}+b_{\hat{s}} B_{20}+c_{\hat{s}} C_{20} \tag{9.26}
\end{equation*}
$$

and unit vectors $\hat{i}, \hat{j}, \hat{k}$ in the three spatial direction. For results satisfying $\vec{p} \times \vec{p}^{\prime}=\overrightarrow{0}$ we use

$$
\begin{equation*}
\hat{s}=\frac{\left(a_{\hat{i}}, a_{\hat{j}}, a_{\hat{k}}\right)}{\left|\left(a_{\hat{i}}, a_{\hat{j}}, a_{\hat{k}}\right)\right|} \tag{9.27}
\end{equation*}
$$

and for $\vec{p} \times \vec{p}^{\prime} \neq \overrightarrow{0}$ use

$$
\begin{equation*}
\hat{s}=\frac{\vec{p} \times \vec{p}}{|\vec{p} \times \vec{p}|} \tag{9.28}
\end{equation*}
$$

or

$$
\begin{equation*}
\hat{s}=\hat{P} . \tag{9.29}
\end{equation*}
$$

The constructed three-point function (9.19) has dependence in fit on both sink and operator insertion time where we need $x_{4} \gg y_{4} \gg 0$ sufficiently apart to remove excited state effects. Just as for two-point functions we form an effective mass to guide fitting ranges, we construct a ratio that once excited states are suppressed is constant in $x_{4}$ and $y_{4}$. While many such ratios exist we use

$$
\begin{equation*}
R_{\chi, \mathcal{O}}\left(x_{4}, y_{4}, \vec{p}^{\prime}, \vec{q}\right)=\frac{\hat{G}^{(3)}{ }_{\chi}, \mathcal{O}\left(x_{4}, y_{4}, \vec{p}^{\prime}, \vec{q}\right)}{G_{\chi}^{(2)}\left(x_{4}, \vec{p}^{\prime}\right)} \sqrt{\frac{G_{\chi}^{(2)}\left(x_{4}-y_{4}, \vec{p}\right) G_{\chi}^{(2)}\left(y_{4}, \vec{p}^{\prime}\right) G_{\chi}^{(2)}\left(x_{4}, \vec{p}^{\prime}\right)}{G_{\chi}^{(2)}\left(x_{4}-y_{4}, \vec{p}^{\prime}\right) G_{\chi}^{(2)}\left(y_{4}, \vec{p}\right) G_{\chi}^{(2)}\left(y_{4}, \vec{p}\right)}} \tag{9.30}
\end{equation*}
$$

from [64], which has the required properties. As the construction of new $G_{\chi, \mathcal{O}}^{(3)}$ just requires multiplication by two-point correlators (9.19), unlike normal methods we can construct all source-sink and operator insertion time combinations for all $\vec{p}^{\prime}$ and $\vec{q}$ at no significant additional cost, except for the storage space required.

### 9.3 Results

A quenched lattice ensemble was generated for this project, with details summarised in Table E.1. Two-point correlators were generated with $\left(\kappa_{l}, \kappa_{s}\right)=0.132$ which corresponds to $m_{\pi}=754.8(3)$, with $N_{s}=20000$ random sources evenly distributed over $N_{c f g}=2000$ of the configurations, which corresponds to $N_{s / c f g}=10.0$.

Ratios with the same combinations of the GFFs were averaged before fitting. One such a three-point function fit is presented in Figure 9.1 and Figure 9.2, whose simultaneously varying $x_{4}$ and $y_{4}$ allows us to verify control of excited states.

Fits were chosen by choosing first minimum operator insertion time $y_{4}$, then the source-sink separation range $x_{4}$ was picked for this operator insertion time ( $y_{4} / a=6$ in Figure 9.2). The maximum operator insertion time for minimum and maximum source-sink separation were then picked ( $x_{4} / a$ of 15 and 21 in Figure 9.1). The maximum operator insertion times for source-sink separation in-between source-sink minima and maxima are then taken to be linear interpolation of this. This forms a discrete approximation to a right trapezoid. Finally these fits are checked for consistency, and if necessary $y_{4}$ was changed and the process repeated again. In the case were no consistent fitting range was found, the data was discarded.

A total of 157 independent ratios were extracted, $Q^{2}$ ranging from 0.0 to $1.1 \mathrm{GeV}^{2}$.

### 9.3.1 Quark Comparison

To interpret the gluon results, we need the quark GFFs as well. Regular three-point function techniques were used to obtain the EMT GFFs for the quarks in [323]. Using the operator (2.33), these results for the form factor using sequential sources are shown in Figure 9.3. Note that $B_{20}^{u+d}$ is small while $B_{20}^{u-d}$ is not, this implies that the spin contribution of each of the quarks differs from their proportional momentum fraction. On the other hand the $C_{20}$ contributions from each of the quarks are approximately equal, implying that they feel the same shear forces within the nucleon.

Dipole fits

$$
\begin{equation*}
f^{d i p}\left(Q^{2}\right)=\frac{A}{1+\frac{Q^{2}}{\Lambda^{2}}} \tag{9.31}
\end{equation*}
$$

are then performed on each of these GFFs except for $C_{20}^{u-d}$ and $B_{20}^{u+d}$, which are approximately zero. The corresponding unrenormalised momentum fraction extracted from this is

$$
\begin{equation*}
\langle x\rangle^{u+d}=0.590(61) . \tag{9.32}
\end{equation*}
$$

### 9.3.2 Gluon Momentum Fraction and Renormalisation

While the un-flowed gluon renormalisation factor $Z_{g}$ has been calculated for the lattice for both $\mathcal{O}_{1 i}$ and $\mathcal{O}_{2}[183,245]$, the flow changes this factor.

One could calculate this factor from first principles, but there is a subtlety. As the gluon operator has been calculated using flowed links, it is unclear whether to use flowed links in the operator only or for every link in the action as well. Instead we shall use the momentum sum rule to determine $Z_{g}$ for this flow time.

We take the renormalisation prescription of [183], where the 'bare' parameters are written in terms of the extracted lattice results as

$$
\begin{align*}
& \langle x\rangle^{g, \text { bare }}=Z^{g}\langle x\rangle^{g}  \tag{9.33}\\
& \langle x\rangle^{q, \text { bare }}=Z^{q}\langle x\rangle^{q} \tag{9.34}
\end{align*}
$$

where $\langle x\rangle^{g, \text { bare }}$ and $\langle x\rangle^{q, \text { bare }}$ satisfy the momentum sum rule (2.43) to $\mathcal{O}\left(a^{2}\right)$. These results can be changed to $\overline{M S}$ scheme at scale $\mu$, which for quenched lattices are related by

$$
\begin{align*}
& \langle x\rangle_{\mu}^{g, \overline{M S}}=\langle x\rangle^{g, \text { bare }}+\left(1-Z_{\mu, \text { bare } q q}^{\overline{M S}}\right)\langle x\rangle^{q, \text { bare }}  \tag{9.35}\\
& \langle x\rangle_{\mu}^{q, \overline{M S}}=Z_{\mu, \text { bare } q q}^{\overline{M S}}\langle x\rangle^{q, \text { bare }} \tag{9.36}
\end{align*}
$$

which conserve the momentum sum rule. The quark renormalisation factors are taken to be [183, 245]

$$
\begin{align*}
Z^{q} & =1.0(1)  \tag{9.37}\\
Z_{\mu, \text { bare } q q}^{\overline{M S}} & =1.06(1) . \tag{9.38}
\end{align*}
$$



Figure 9.1: An example of a gluon three-point function fit for $Q^{2}=0$ and $\vec{p}^{2}=0$. The different slices shown vary the sink location $x_{4}$ and the $x$ axis is $y_{4}$. For the same plot with $x_{4}$ and $y_{4}$ flipped see Figure 9.2. The fit was chosen as described in the text, and the value of the fit corresponds to the value of $A_{20}(0)$.


Figure 9.2: The same plot as Figure 9.1, with the slices and $x$ axis flipped, now the slices differ by $y_{4}$ and the $x$ axis is $x_{4}$.


Figure 9.3: The quark EMT GFFs calculated on the same lattice, using conventional three-point function techniques. Dipole fits are shown for each GFF except for $B_{20}^{u+d}$ and $C_{20}^{u-d}$. The uncertainty on many points is too small to see by eye.

As we are using the momentum sum rule to fix the renormalisation we fix $\langle x\rangle^{g, \text { bare }}$ from (9.32)

$$
\begin{equation*}
\langle x\rangle^{g, \text { bare }}=0.410(61) \tag{9.39}
\end{equation*}
$$

In the $\overline{M S}$ scheme at $\mu=2 \mathrm{GeV}$ the quark and gluon momentum fractions then are

$$
\begin{align*}
& \langle x\rangle_{\mu=2 \mathrm{GeV}}^{g, \overline{M S}}=0.374(65)  \tag{9.40}\\
& \langle x\rangle_{\mu=2 \mathrm{GeV}}^{u+d, \overline{M S}}=0.626(65) . \tag{9.41}
\end{align*}
$$

consistent with the other method in [183] performed on lattices generated with the same parameters. The gluon momentum fraction is smaller than the continuum counterpart [324], however these calculations have been performed on a quenched lattice with very large quark masses, so this is to be expected.

We now calculate the renormalisation constants from our data. As the two operators in use are in different representations of $H(4)$ it is not necessary for the renormalisation factors to be the same, however they are expected to be close as they must both tend to 1 in the continuum. The lattice momentum fractions calculated from the data are

$$
\begin{align*}
\langle x\rangle_{\mathcal{O}_{1 i}}^{g} & =0.328(45)  \tag{9.42}\\
\langle x\rangle_{\mathcal{O}_{2}}^{g} & =0.339(27) \tag{9.43}
\end{align*}
$$

which differ from [183] due to the Wilson flow. Using the momentum sum rule one can then calculate the bare renormalisation factors for each operator

$$
\begin{align*}
Z_{\mathcal{O}_{1 i}}^{g} & =1.27(27)  \tag{9.44}\\
Z_{\mathcal{O}_{2}}^{g} & =1.22(20) . \tag{9.45}
\end{align*}
$$

The consistency between different representations is good, as they need to converge in the continuum. All of the remaining results in the chapter are presented in 'bare' form.

### 9.3.3 Spin Form Factor $J^{g}\left(Q^{2}\right)$

The spin GFF can be examined directly from (9.1). Using a polarised projector for kinematics satisfying $\vec{p} \times \vec{p}^{\prime}=\overrightarrow{0}$, for the operator $\mathcal{O}_{1 i}, J^{g}\left(Q^{2}\right)$ is accessed directly. As the condition is easily satisfied for almost every possible $Q^{2}$ except $Q^{2}=0$, many points have been extracted. The resulting form factor is shown in Figure 9.4, the dipole fit (9.31) gives coefficients

$$
\begin{align*}
A & =0.255(73)  \tag{9.46}\\
a \Lambda & =0.503(43) \tag{9.47}
\end{align*}
$$



Figure 9.4: The spin form factor $J^{g}\left(Q^{2}\right)$ as extracted using polarised projector for kinematics satisfying $\vec{p} \times \vec{p}^{\prime}=0$ for operator $\mathcal{O}_{1 i}$, which fix the three-point functions to be purely $J^{g}\left(Q^{2}\right)$.

The precision in the extracted $\Lambda$ is quite clean, which provides a cleaner picture into the spin density distribution inside the nucleon. Using $J^{g}(0)$ and the gluon momentum fraction predicts

$$
\begin{equation*}
B_{20}(0)=2 J^{g}(0)-A_{20}^{g}(0)=0.10(12) \tag{9.48}
\end{equation*}
$$

This is consistent with zero, hence there is no apparent deviation from $J\left(Q^{2}\right)=\frac{1}{2} A_{20}\left(Q^{2}\right)$.

### 9.3.4 Separation of $A_{20}^{g}\left(Q^{2}\right)$ and $B_{20}^{g}\left(Q^{2}\right)$

As almost every non-zero $Q^{2}$ point has extractable $J^{g}\left(Q^{2}\right)$, each of these only require one more independent point for operator $\mathcal{O}_{1 i}$ with kinematics satisfying $q_{i}=0$ in order to separate $J$ into $A_{20}$ and $B_{20}$. The second condition, on the momentum transfer ensures zero coefficient for $C_{20}$. In addition we take the $Q^{2}=0$ points from both operators, which correspond to $A_{20}^{g}(0)$. Each $Q^{2}$ where this decomposition is possible is shown in Figure 9.5.

There are fewer points than Figure 9.4, this is because the requirement is more stringent on the possible momenta involved. Nevertheless the $A_{20}^{g}\left(Q^{2}\right)$ extraction is clean, but the $B_{20}^{g}\left(Q^{2}\right)$ extraction remains noisy, although consistent with zero. To this end a dipole is fit to $A_{20}^{g}\left(Q^{2}\right)$ giving

$$
\begin{align*}
A & =0.356(33)  \tag{9.49}\\
a \Lambda & =0.600(43) . \tag{9.50}
\end{align*}
$$

No non-zero signal was evident in the $B_{20}^{g}\left(Q^{2}\right)$ signal. While we haven't ruled out a small $B_{20}^{g}$, a very precise simulation would have to be performed to determine this. With no indication of how small this term would be we treat it as equivalent to zero.


Figure 9.5: The gluon spin GFF decomposed into gluon momentum form factor $A_{20}^{g}\left(Q^{2}\right)$ (blue) and gluonic anomalous gravitomagnetic form factor $B_{20}^{g}\left(Q^{2}\right)$ (orange), as extracted using polarised projected operator $\mathcal{O}_{1 i}$ with kinematic satisfying $\vec{p} \times \vec{p}^{\prime}=0$ or $q_{i}=0$ as well as forward results from both operators at $Q^{2}=0$.

### 9.3.5 Full Decomposition: $A_{20}^{g}\left(Q^{2}\right), B_{20}^{g}\left(Q^{2}\right)$ and $C_{20}^{g}\left(Q^{2}\right)$

To extract $C_{20}$ as well we need three independent points at fixed $Q^{2}$. By utilising all the data available, the $Q^{2}$ where it is possible to extract each GFF are shown in Figure 9.6, with dipole fit for $A_{20}^{g}\left(Q^{2}\right)$.

The dipole fit on $A_{20}^{g}\left(Q^{2}\right)$ gives

$$
\begin{align*}
A & =0.369(31)  \tag{9.51}\\
a \Lambda & =0.602(33) . \tag{9.52}
\end{align*}
$$

The extra data points have not been able to increase the precision of axis intercept $A$ from §9.3.4, as this point is mainly fixed by the $Q^{2}=0$ point, common between these two. However the $\Lambda$ term is improved in precision slightly, which we shall use to compare the gluonic radii of the quark and gluon GFFs in §9.3.6.

Despite the new data points in the extraction, the anomalous gravitomagnetic moment is still consistent with zero.

Finally the $D$ term $C_{20}^{g}\left(Q^{2}\right)$ was not yet extractable with these statistics.

### 9.3.6 Gravitational Radius Comparison

One can relate $A_{20}$ to the gravitational radii via the first derivative of the form factor [64], i.e. $\Lambda$ in (9.31). We can determine relative radii visually alone, as sharper slopes imply larger radii. By plotting the $Q^{2}$ evolution of the dipole fits without the $A$ factor we can observe this difference, from both data and fit, shown in Figure 9.7. Clearly the gluonic form factor drops much faster which implies it's gravitational radius is larger.


Figure 9.6: The full EMT GFF extraction, decomposed from the full data set, with $A_{20}^{g}\left(Q^{2}\right)$ (blue), $B_{20}^{g}\left(Q^{2}\right)$ (orange) and $C_{20}^{g}\left(Q^{2}\right)$ (red).

Note the much larger than physical masses, the heavier quarks have natural suppression on their radii. As one heads towards the physical limit, one expects the gravitational radius of the quark to increase. This method will then with sufficient statistics be able to determine which of the radii are larger.


Figure 9.7: A comparison between gluon (blue) and quark (orange) radius, $A_{20}^{g}\left(Q^{2}\right)$ and $A_{20}^{u+d}\left(Q^{2}\right)$ have been scaled to start at 1 .

### 9.4 Summary and Outlook

We showed how one can use Wilson flow to calculate the EMT GFFs on the lattice. Through careful choice of $\vec{q}$ and $\hat{s}$ the spin form factor was extracted directly. Using progressively more of data, first $A_{20}^{g}$ and $B_{20}^{g}$ were separated, before extracting $C_{20}^{g}$ as well with the full data set. No deviation was found from $J^{g / q}=\frac{1}{2} A_{20}^{g / q}$, implying the spin contributions are determined entirely by momentum fractions. For these statistics no $C_{20}^{g}$ signal was extractable.

Finally these gluon results were compared to the quark contributions to the EMT and showed that the gluon gravitational radius was larger than it's quark counterpart. Although this was at larger than physical masses, but sets the stage for future physical mass calculations.

## Chapter 10

## Summary and Outlook

Studies in hadron structure are at the forefront of the fundamental processes that underpin the structure of all matter in the universe. Lattice QCD is at the cutting edge of hadronic studies, with many observables now calculated at the percent level. Other quantities however, are not as well understood through the lens of lattice QCD, but work is on going to bridge these gaps. In this work we have shown through the use of the FHT how to calculate hadron matrix elements involving two external currents, normally extremely difficult on the lattice. Additionally gluonic spin and momentum structures were studied. as well as gluonic observables.

The cost of lattice calculations prohibits the breadth of studies with limited computing resources. In our proof of the FHT we presented two second order proofs, usable with lattice QCD that provide a new way of calculating hadron matrix elements with two currents on the lattice. Furthermore improvements to the FHT were shown, improving control of excited state systematics through the use of ratios and dramatically reducing computational costs through $\lambda$ tuning and initial inverter conditions. This new FHT based tool-set allows us to examine new areas of the QCD from first principles for the first time.

Calculations of transition form factors are an interesting recent addition to the capabilities of lattice QCD. As a consequence of the parameters of the lattices used we are able to use the FHT approximate nucleon to delta transition form factors. With this simple approach the Adler transition form factor was approximated on two different lattice volumes to be $\left|C_{5}^{A}(0)^{24^{3} \times 48}\right|=$ $0.748(41)$ and $\left|C_{5}^{A}(0)^{32^{3} \times 48}\right|=0.803(67)$, consistent with other lattice data and slightly smaller but still consistent with current experimental determinations.

The forward Compton amplitude in the unphysical region is related to the hadron tensor in terms of a sum of moments of the structure functions, which historically have been plagued by mixing, making extraction only possible for the lowest lying moments. We used the FHT to calculate the Compton amplitude $T_{1}\left(\omega, Q^{2}\right)$, for $\omega<1$ and $Q^{2}$ between 0.72 and $15.85 \mathrm{GeV}^{2}$. The subtracted dispersion relationship was shown to be insensitive to the vector operator form. From this data, moments were extracted for the nucleon. These and related extensions offer the possibility to further constrain the models such as two-photon exchange and $\square_{\gamma Z}$ calculations. In addition we showed the $\omega$ dependence of higher twist components of the structure function.

The subtraction function for the Compton amplitude has important implications for hadron structure. One open question remaining is the presence of a fixed-pole term, a term independent of $Q^{2}$. While it is not possible with current simulation data to determine whether a fixed pole is present, future simulations have been outlined to improve on this investigation. With this question resolved, these results could be used to calculate or challenge the existence of the Cottingham formula.

The EMT characterises the mass, spin and 'pressure' inside a hadron. Gluonic components are difficult to calculate on the lattice due to the short distance fluctuations present in the gauge links. Using gradient flow these operators were extracted, presenting the $Q^{2}$ dependency of the EMT GFFs. A direct calculation of the spin density $J^{g}\left(Q^{2}\right)$ was also achieved and showed no
deviation from $J^{g}=\frac{1}{2} A_{20}^{g}$. The EMT gluonic radius was determined to be greater than it's quark counterpart, albeit on a quenched lattice with large quark masses.

The study of the Compton amplitude in this work has been primarily limited to $T_{1}\left(\omega, Q^{2}\right)$, with the other structure functions extractable in principle. Momentum smearing could improve the extraction of the $\omega$ dependence of $T_{1}\left(\omega, Q^{2}\right)$, and allow determination of $T_{2}\left(\omega, Q^{2}\right)$. The structure function $T_{3}\left(\omega, Q^{2}\right)$ requires the use of mixed 'cosine' and 'sin' momentum combinations, rather than the pure 'cosine' combination shown here, and can be used to improve model calculation of box diagrams even further. The method can be further generalised to polarised or non-forward Compton amplitude and efforts are already under way to use the latter to extract GPDs. The future of FHT has exciting potential, both for our understanding of QCD and for it's impact on experiments.

## Appendix A

## Three and Four-Point Correlator Definitions

## A. 1 Three-point Correlator

The three-point correlator we will define differs from that of a two-point correlator by an extra operator applied in between the source and sink. Like the two-point case, it is easily shown that translational invariance implies the three-point correlator is only sensitive to separation between operators, not their absolute positions. Hence we have defined the three-point correlator

$$
\begin{equation*}
G_{\chi, J}^{(3)}(x, y):=\left\langle\chi(x) J(y) \chi^{\dagger}(0)\right\rangle . \tag{3.74}
\end{equation*}
$$

We have restricted ourselves to the temporal ordering $x_{4}>y_{4}>0$ for simplicity. As with the two-point correlator, we insert a complete set of states in between each operator

$$
\begin{align*}
G_{\chi, J}^{(3)}(x, y) & =\sum_{X, Y} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int \frac{d^{3} k_{2}}{(2 \pi)^{3}}  \tag{A.1}\\
& \times \frac{1}{2 E_{X, \vec{k}_{1}}} \frac{1}{2 E_{Y, \vec{k}_{2}}}\langle\Omega| \chi(x)\left|X, \vec{k}_{1}\right\rangle\left\langle X, \vec{k}_{1}\right| J(y)\left|Y, \vec{k}_{2}\right\rangle\left\langle Y, \vec{k}_{2}\right| \chi^{\dagger}(0)|\Omega\rangle
\end{align*}
$$

and use translational invariance to simplify to

$$
\begin{equation*}
G_{\chi, J}^{(3)}(x, y)=\sum_{X, Y} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int \frac{d^{3} k_{2}}{(2 \pi)^{3}} e^{i k_{1} \cdot x} e^{i\left(k_{2}-k_{1}\right) \cdot y} g_{\chi J \chi^{\dagger}}^{(3)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{2} ; 0,0\right] \tag{A.2}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{\chi J \chi^{\dagger}}^{(3)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{2} ; x, y\right]:=\frac{1}{2 E_{X, \vec{k}_{1}}} \frac{1}{2 E_{Y, \vec{k}_{2}}}\langle\Omega| \chi(x)\left|X, \vec{k}_{1}\right\rangle\left\langle X, \vec{k}_{1}\right| J(y)\left|Y, \vec{k}_{2}\right\rangle\left\langle Y, \vec{k}_{2}\right| \chi^{\dagger}(0)|\Omega\rangle . \tag{3.75}
\end{equation*}
$$

and we often use shorthand

$$
\begin{equation*}
g_{\chi J \chi^{\dagger}}^{(3)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{2}\right]:=g_{\chi J \chi^{\dagger}}^{(3)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{2} ; 0,0\right] . \tag{A.3}
\end{equation*}
$$

The momentum space version then is

$$
\begin{align*}
G_{\chi, J}^{(3)}\left(x_{4}, y_{4}, \vec{p}, \vec{q}\right) & =\int d^{3} x \int d^{3} y e^{-i \vec{p} \cdot \vec{x}} e^{i \vec{q} \cdot \vec{y}} G_{\chi, J}^{(3)}(x, y)  \tag{3.76}\\
& =\sum_{X, Y} e^{-E_{X, \vec{p}} x_{4}} e^{-\left(E_{Y,(\vec{p}-\vec{q})}-E_{X, \vec{p}}\right) y_{4}} g_{\chi J \chi^{\dagger}}^{(3)}[X, \vec{p} ; Y,(\vec{p}-\vec{q}) ; 0,0] \tag{3.77}
\end{align*}
$$

In a similar manner to two-point functions in the large $x_{4}$ and $y_{4}$ time limit with $x_{4} \gg y_{4} \gg 0$ yields

$$
\begin{equation*}
G_{\chi, J}^{(3)}\left(x_{4}, y_{4}, \vec{p}, \vec{q}\right) \rightarrow e^{-E_{X, \vec{p}} x_{4}} e^{-\left(E_{X,(\vec{p}-\vec{q})}-E_{X, \vec{p}}\right) y_{4}} g_{\chi J^{\dagger}}^{(3)}[X, \vec{p}, Y,(\vec{p}-\vec{q}) ; 0,0] \tag{A.4}
\end{equation*}
$$

where $X$ is the lowest energy states for $\vec{p}$ and $\vec{p}-\vec{q}$ with $g_{\chi J \chi^{\dagger}}^{(3)} \neq 0$. This gives us a three-point function which we can use to calculate matrix elements. We use three-point correlators for our FHT proofs in $\S 4$ and directly on the lattice for our gluon calculations $\S 9$.

## A. 2 Four-point Correlator

We look at four-point correlators with two interpolators and two currents. As we see by increasing the number of operators in our expectation value, the complexity of the calculations increases. The four-point correlator is defined in position space by

$$
\begin{equation*}
G_{\chi, J_{1}, J_{2}}^{(4)}(x, y, z, w):=\left\langle\chi(x) J_{2}(y) J_{1}(z) \chi^{\dagger}(w)\right\rangle . \tag{3.78}
\end{equation*}
$$

Unlike the two and three-point case, we have not redefined our result in terms of separation variables $x-w, y-w$ and $z-w$, as this form is useful only to our proof in $\S 4$. As before we pick time ordering for our operators $x_{4}>y_{4}>z_{4}>w_{4}$ and insert complete sets of states

$$
\begin{align*}
G_{\chi, J_{1}, J_{2}}^{(4)}(x, y, z, w) & =\sum_{X, Y, Z} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int \frac{d^{3} k_{2}}{(2 \pi)^{3}} \int \frac{d^{3} k_{3}}{(2 \pi)^{3}}  \tag{A.5}\\
& \times g_{\chi, J_{1}, J_{2}}^{(4)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{2} ; Z, \vec{k}_{3} ; x, y, z, w\right]
\end{align*}
$$

where

$$
\begin{align*}
g_{\chi, J_{1}, J_{2}}^{(4)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{2} ; Z, \vec{k}_{3} ; x, y, z, w\right] & :=\frac{1}{2 E_{X, \vec{k}_{1}}} \frac{1}{2 E_{Y, \vec{k}_{2}}} \frac{1}{2 E_{Z, \vec{k}_{3}}} \\
& \times\langle\Omega| \chi(x)\left|X, \vec{k}_{1}\right\rangle\left\langle X, \vec{k}_{1}\right| J_{2}(y)\left|Y, \vec{k}_{2}\right\rangle  \tag{3.79}\\
& \times\left\langle Y, \vec{k}_{2}\right| J_{1}(z)\left|Z, \vec{k}_{3}\right\rangle\left\langle Z, \vec{k}_{3}\right| \chi^{\dagger}(w)|\Omega\rangle .
\end{align*}
$$

Then as before we can use translational invariance

$$
\begin{align*}
G_{\chi, J_{1}, J_{2}}^{(4)}(x, y, z, w) & =\sum_{X, Y, Z} \int \frac{d^{3} k_{1}}{(2 \pi)^{3}} \int \frac{d^{3} k_{2}}{(2 \pi)^{3}} \int \frac{d^{3} k_{3}}{(2 \pi)^{3}} e^{i k_{1} \cdot x} e^{i\left(k_{2}-k_{1}\right) \cdot y} e^{i\left(k_{3}-k_{2}\right) \cdot z} e^{-i k_{3} \cdot w}  \tag{A.6}\\
& \times g_{\chi, J_{1}, J_{2}}^{(4)}\left[X, \vec{k}_{1} ; Y, \vec{k}_{2} ; Z, \vec{k}_{3}, 0,0,0,0\right]
\end{align*}
$$

The momentum projected form of this function then has three momenta to be specified

$$
\begin{align*}
G_{\chi, J_{1}, J_{2}}^{(4)}\left(x_{4}, y_{4}, z_{4}, w_{4}, \vec{p}, \vec{q}_{1}, \vec{q}_{2}\right) & =\int d^{3} x \int d^{3} y \int d^{3} z e^{-i \vec{p} \cdot(\vec{x}-\vec{w})} e^{i \vec{q}_{2} \cdot(\vec{y}-\vec{w})} e^{i \vec{q}_{1} \cdot(\vec{z}-\vec{w})}  \tag{3.80}\\
& \times G_{\chi, J_{1}, J_{2}}^{(4)}(x, y, z, w)
\end{align*}
$$

where we note the careful choice of momentum projections, which after integration becomes

$$
\begin{align*}
G_{\chi, J_{1}, J_{2}}^{(4)}\left(x_{4}, y_{4}, z_{4}, w_{4}, \vec{p}, \vec{q}_{1}, \vec{q}_{2}\right) & =\sum_{X, Y, Z} e^{-E_{X, \vec{p}}\left(x_{4}-w_{4}\right)} e^{-\left(E_{Y,\left(\vec{p}-\vec{q}_{1}\right)}-E_{X, \vec{p}}\right)\left(y_{4}-w_{4}\right)} \\
& \times e^{-\left(E_{Y,\left(\vec{p}-\vec{q}_{1}-\vec{q}_{2}\right)}-E_{Y,\left(\vec{p}-\vec{q}_{1}\right)}\right)\left(z_{4}-w_{4}\right)}  \tag{A.7}\\
& \times g_{\chi, J_{1}, J_{2}}^{(4)}\left[X, \vec{p} ; Y,\left(\vec{p}-\vec{q}_{1}\right) ; Y,\left(\vec{p}-\vec{q}_{1}-\vec{q}_{2}\right) ; 0,0,0,0\right]
\end{align*}
$$

As expected we have an expression defined entirely in terms of differences of our temporal variables and momentum.

## Appendix B

## Additional Plots

## B. 1 Compton Amplitude



Figure B.1: Operator comparison of the subtracted Compton amplitude $T_{1}^{d d}\left(\omega, Q^{2}\right)-$ $T_{1}^{d d}\left(0, Q^{2}\right)$ for $\vec{q}=(4,1,0)$ for a set of different currents. Note that there is a large difference in the number of sources between the $V_{3}^{\text {loc }}$ and the other currents (Table 7.2).


Figure B.2: Operator comparison of the subtracted Compton amplitude $T_{1}^{u d}\left(\omega, Q^{2}\right)-$ $T_{1}^{u d}\left(0, Q^{2}\right)$ for $\vec{q}=(4,1,0)$ for a set of different currents. Note that there is a large difference in the number of sources between the $V_{3}^{l o c}$ and the other currents (Table 7.2).


Figure B.3: Operator comparison of the subtracted Compton amplitude $T_{1}^{u u-d d}\left(\omega, Q^{2}\right)-T_{1}^{u u-d d}\left(0, Q^{2}\right)$ for $\vec{q}=(4,1,0)$ for a set of different currents. Note that there is a large difference in the number of sources between the $V_{3}^{l o c}$ and the other currents (Table 7.2).


Figure B.4: The reconstructed subtracted neutron Compton amplitude $T_{1}^{n}\left(\omega, Q^{2}\right)-$ $T_{1}^{n}\left(0, Q^{2}\right)$. The points are the high statistics $N_{s}=\mathcal{O}(10000)$ simulations from Table 7.2.


Figure B.5: The subtracted Compton amplitude $T_{1}^{d d}\left(\omega, Q^{2}\right)-T_{1}^{d d}\left(0, Q^{2}\right)$. The points are the high statistics $N_{s}=\mathcal{O}(10000)$ simulations from Table 7.2.


Figure B.6: The subtracted Compton amplitude $T_{1}^{u u-d d}\left(\omega, Q^{2}\right)-T_{1}^{u u-d d}\left(0, Q^{2}\right)$. The points are the high statistics $N_{s}=\mathcal{O}(10000)$ simulations from Table 7.2.


Figure B.7: The scaling at constant $\omega$ of the subtracted Compton amplitude $T_{1}^{d d}\left(\omega, Q^{2}\right)-T_{1}^{d d}\left(0, Q^{2}\right)$ for $\omega=0.2$ (a) and $\omega=0.8$ (b). These points include direct calculations at these $\omega$ (blue), whose $\omega$ are within $10.0 \%$ of this value. The constrained fit values for each simulation have been used to generate points (orange) at these $\omega$, offset slightly for clarity.

## Appendix C

## Conventions

## C. 1 Euclidianisation

With our work with Euclidean space path integrals on the lattice we often wish to compare our results to those of QFT or GFT in Minkowski space. Here we present the convention used in the Wick rotation in our work. Our aim is to convert the metric $g_{\mu \nu}$ with signature (,,,+--- ) to $\delta_{\mu \nu}$ with signature $(+,+,+,+)$. We note carefully that we have used the metric of signature $(+,-,-,-)$ as opposed to the one with $(-,+,+,+)$ for all our definitions. We start with a Wick rotation as described in $\S 3.1$

$$
\left.\begin{array}{l}
\left.x_{(M)}^{\mu}:=\left(\begin{array}{ll}
x_{(M)}^{0}, & \vec{x}_{(M)}
\end{array}\right) \rightarrow\left(\vec{x}_{(M)}, i x_{(M)}^{0}\right)\right)=\left(\vec{x}^{(E)}, x_{4}^{(E)}\right)=: x_{\mu}^{(E)} \\
x_{\mu}^{(M)} \tag{C.2}
\end{array}=\left(x_{(M)}^{0},-\vec{x}_{(M)}\right) \rightarrow\left(-\vec{x}_{(M)}, i x_{(M)}^{0}\right)\right) ~ \$
$$

and for Dirac matrices

$$
\begin{equation*}
\gamma_{\mu}^{(M)}:=\left(\gamma_{0}^{(M)}, \vec{\gamma}^{(M)}\right) \rightarrow\left(i \vec{\gamma}^{(M)}, \gamma_{0}^{(M)}\right)=: \gamma_{\mu}^{(E)} . \tag{C.3}
\end{equation*}
$$

Explicitly transformations affect vectors in the following way

$$
\begin{align*}
x_{4}^{(E)} & =i x_{0}^{(M)}  \tag{C.4}\\
x_{4}^{(E)} & =i x_{(M)}^{0}  \tag{C.5}\\
x_{i}^{(E)} & =-x_{i}^{(M)}  \tag{C.6}\\
x_{i}^{(E)} & =x_{(M)}^{i} \tag{C.7}
\end{align*}
$$

for transformation from Minkowski into Euclidean, and

$$
\begin{align*}
x_{0}^{(M)} & =-i x_{4}^{(E)}  \tag{C.8}\\
x_{(M)}^{0} & =-i x_{4}^{(E)}  \tag{C.9}\\
x_{i}^{(M)} & =-x_{i}^{(E)}  \tag{C.10}\\
x_{(M)}^{i} & =x_{i}^{(E)} \tag{C.11}
\end{align*}
$$

for transformation from Euclidean into Minkowski. The Dirac matrices meanwhile transform

$$
\begin{align*}
\gamma_{0}^{(M)} & =\gamma_{4}^{(E)}  \tag{C.12}\\
\gamma_{(M)}^{0} & =\gamma_{4}^{(E)}  \tag{C.13}\\
\gamma_{i}^{(M)} & =-i \gamma_{i}^{(E)}  \tag{C.14}\\
\gamma_{(M)}^{i} & =i \gamma_{i}^{(E)} \tag{C.15}
\end{align*}
$$

from Euclidean into Minkowski, and

$$
\begin{align*}
\gamma_{4}^{(E)} & =\gamma_{0}^{(M)}  \tag{C.17}\\
\gamma_{4}^{(E)} & =\gamma_{(M)}^{0}  \tag{C.18}\\
\gamma_{i}^{(E)} & =i \gamma_{i}^{(M)}  \tag{C.19}\\
\gamma_{i}^{(E)} & =-i \gamma_{(M)}^{i} \tag{C.20}
\end{align*}
$$

from Minkowski to Euclidean. The fifth gamma matrix $\gamma_{5}$ is defined to transform

$$
\begin{equation*}
\gamma_{5}^{(M)}=\gamma_{5}^{(E)} \tag{C.21}
\end{equation*}
$$

as

$$
\begin{align*}
\gamma_{5}^{(M)} & :=i \gamma_{0}^{(M)} \gamma_{2}^{(M)} \gamma_{3}^{(M)}  \tag{C.22}\\
\gamma_{5}^{(E)} & :=\gamma_{1}^{(E)} \gamma_{2}^{(E)} \gamma_{3}^{(E)} \gamma_{4}^{(E)} \tag{C.23}
\end{align*}
$$

For explicit gamma matrices in each space see §C.1.2. Our convention has sign change for dot products under transformation

$$
\begin{align*}
(q \cdot x)^{(M)} & :=q_{\mu} x^{\mu} \\
& \rightarrow\left(-\vec{q}^{(M)}, i q_{0}^{(M)}\right) \cdot\left(\vec{x}^{(M)}, i x_{0}^{(M)}\right)  \tag{C.24}\\
& =-(q \cdot x)^{(E)}
\end{align*}
$$

Noting all but the first dot product is in Euclidean space and hence uses the $\delta_{\mu \nu}$ metric.
We now have the necessary pieces to work out all the resulting transformation properties. We will start by working out the transformation properties of the tangent plane in §C.1.1, followed by the various parts of the Clifford algebra §C.1.2, and then the field strength tensor §C.1.3. We then use all these piece to work out the transformation properties of matrix elements we are interested in, namely the vector §C.1.4, gluon §C.1.5, and Compton amplitude §C.1.6.

## C.1.1 Derivatives

We start with the tangent space Wick rotation, first with partial derivatives

$$
\begin{align*}
\partial_{0}^{(M)} & =\frac{\partial}{\partial x_{(M)}^{0}}=-\frac{\partial}{\partial i x_{(E)}^{0}}=i \frac{\partial}{\partial x_{(E)}^{4}}=i \partial_{4}^{(E)}  \tag{C.25}\\
\partial_{(M)}^{0} & =i \partial_{4}^{(E)}  \tag{C.26}\\
\partial_{i}^{(M)} & =\frac{\partial}{\partial x_{(M)}^{i}}=\frac{\partial}{\partial x_{(E)}^{i}}=\partial_{i}^{(E)}  \tag{C.27}\\
\partial_{(M)}^{i} & =-\partial_{i}^{(E)} . \tag{C.28}
\end{align*}
$$

Taking the partial derivative in combination with the transformation law of vectors we can work out how the covariant derivative

$$
\begin{align*}
\mathcal{D}_{\mu}^{(M)} & :=\partial_{\mu}^{(M)}-i g A_{\mu}^{(M)}  \tag{C.29}\\
\mathcal{D}_{\mu}^{(E)} & :=\partial_{\mu}^{(E)}+i g A_{\mu}^{(E)} \tag{C.30}
\end{align*}
$$

where because $A_{\mu}^{(M)}$ transforms like our arbitrary vectors

$$
\begin{align*}
\mathcal{D}_{0}^{(M)} & =\partial_{0}^{(M)}-i g A_{0}^{(M)} \\
& =i \partial_{4}^{(E)}-g A_{4}^{(E)} \\
& =i \partial_{4}^{(E)}+i^{2} g A_{4}^{(E)}  \tag{C.32}\\
& =i\left(\partial_{4}^{(E)}+i g A_{4}^{(E)}\right) \\
& =i \mathcal{D}_{4}^{(E)}
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{D}_{i}^{(M)} & =\partial_{i}^{(M)}-i g A_{i}^{(M)} \\
& =\partial_{i}^{(E)}+i g A_{i}^{(E)}  \tag{C.33}\\
& =\mathcal{D}_{i}^{(E)} .
\end{align*}
$$

Another transformation we can now calculate is a space-time integrals, that like derivatives transform in the tangent space. A four dimensional integrals transforms like

$$
\begin{equation*}
\int d^{4} x_{(M)}=i \int d^{4} x_{(E)} \tag{C.34}
\end{equation*}
$$

## C.1.2 Clifford Algebra

The only part of the Clifford algebra we still need to transform is the anti commuting $\sigma_{\mu \nu}$. We define it in both spaces by

$$
\begin{align*}
\sigma_{\mu \nu}^{(M)} & :=\frac{i}{2}\left[\gamma_{\mu}^{(M)}, \gamma_{\nu}^{(M)}\right]  \tag{C.35}\\
\sigma_{\mu \nu}^{(E)} & :=\frac{i}{2}\left[\gamma_{\mu}^{(E)}, \gamma_{\nu}^{(E)}\right] . \tag{C.36}
\end{align*}
$$

Due to the skew symmetry one only needs to calculate the transformation of two possible cases

$$
\begin{align*}
& \sigma_{0 i}^{(M)}=-i \sigma_{4 i}^{(E)}  \tag{C.37}\\
& \sigma_{i j}^{(M)}=-\sigma_{i j}^{(E)} \tag{C.38}
\end{align*}
$$

which means their reverse transformations are

$$
\begin{align*}
& \sigma_{4 i}^{(E)}=i \sigma_{0 i}^{(M)}  \tag{C.39}\\
& \sigma_{i j}^{(E)}=-\sigma_{i j}^{(M)} . \tag{C.40}
\end{align*}
$$

In our case we often see a contracted vector with the tensor

$$
\begin{align*}
\sigma_{0 \alpha}^{(M)} q_{(M)}^{\alpha} & =\sigma_{0 i}^{(M)} q_{(M)}^{i}  \tag{C.41}\\
& =-i \sigma_{4 i}^{(E)} q_{i}^{(E)}
\end{align*}
$$

and

$$
\begin{align*}
\sigma_{i \alpha}^{(M)} q_{(M)}^{\alpha} & =\sigma_{i j}^{(M)} q_{(M)}^{j}+\quad \sigma_{i 0}^{(M)} q_{(M)}^{0} \\
& =-\sigma_{i j}^{(E)} q_{j}^{(E)}+(-i)^{2} \sigma_{i 4}^{(E)} q_{4}^{(M)}  \tag{C.42}\\
& =-\sigma_{i \alpha}^{(E)} q_{\alpha}^{(E)} .
\end{align*}
$$

Then we note $\gamma_{5}$ transforms to it's counterpart so pseudo-vectors $\gamma_{\mu} \gamma_{5}$ transform like the vector counterparts.

## C.1.3 Field Strength Tensor

To calculate how the field strength tensor

$$
\begin{equation*}
F_{\mu \nu}^{(M)}:=i\left[\mathcal{D}_{\mu}^{(M)}, \mathcal{D}_{\nu}^{(M)}\right] \tag{C.43}
\end{equation*}
$$

we divide into different parts, which because of the skew symmetry of indices is just two different cases just like $\sigma_{\mu \nu}$

$$
\begin{equation*}
F_{0 i}^{(M)}=i\left[\mathcal{D}_{0}^{(M)}, \mathcal{D}_{i}^{(M)}\right]=i^{2}\left[\mathcal{D}_{4}^{(E)}, \mathcal{D}_{i}^{(E)}\right]=i F_{4 i}^{(E)} \tag{C.44}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{i j}^{(M)}=i\left[\mathcal{D}_{i}^{(M)}, \mathcal{D}_{j}^{(M)}\right]=i\left[\mathcal{D}_{i}^{(E)}, \mathcal{D}_{j}^{(E)}\right]=F_{i j}^{(E)} \tag{C.45}
\end{equation*}
$$

where we define

$$
\begin{equation*}
F_{\mu \nu}^{(E)}:=i\left[\mathcal{D}_{\mu}^{(E)}, \mathcal{D}_{\nu}^{(E)}\right] . \tag{C.46}
\end{equation*}
$$

Using this we can then figure out how the photonic (or implicitly colour traced gluonic) $E$ and $B$ fields transform

$$
\begin{align*}
& E_{i}^{(M)}:=F_{0 i}^{(M)}=i F_{4 i}^{(E)}=i E_{i}^{(E)}  \tag{C.47}\\
& B_{i}^{(M)}:=-\frac{1}{2} \epsilon_{i j k} F_{(M)}^{j k}=(-1)^{3} \frac{1}{2} \epsilon_{i j k} F_{(E)}^{j k}=B_{i}^{(E)} . \tag{C.48}
\end{align*}
$$

For the gluonic EMT operator

$$
\begin{equation*}
T_{\mu \nu}^{(M)}:=-F_{\mu \alpha} F_{\nu}{ }^{\alpha} \tag{C.49}
\end{equation*}
$$

we consider only three different combinations, using the anti symmetric property of $F_{\mu \nu}$

$$
\begin{align*}
& T_{00}^{(M)}=-F_{0 \alpha}^{(M)}\left(F_{0}{ }^{\alpha}\right)^{(M)}=(-1)^{2}\left(F_{0 i}^{(M)}\right)^{2}=-\left(F_{4 i}^{(E)}\right)^{2}=T_{44}^{(E)}  \tag{C.50}\\
& T_{i i}^{(M)}=-F_{i \alpha}^{(M)}\left(F_{i}{ }^{\alpha}\right)^{(M)}=(-1)^{2}\left(F_{i j}^{(M)}\right)^{2}-\left(F_{i 0}^{(M)}\right)^{2}=\left(F_{i j}^{(E)}\right)^{2}-i^{2}\left(F_{i 0}^{(E)}\right)^{2}=-T_{i i}^{(E)}  \tag{C.51}\\
& T_{i 0}^{(M)}=-F_{i \alpha}^{(M)}\left(F_{4}{ }^{\alpha}\right)^{(M)}=(-1)^{2} F_{i j}^{(M)} F_{0 j}^{(M)}=i F_{i j}^{(E)} F_{4 j}^{(E)}=i F_{i \alpha}^{(E)} F_{4 \alpha}^{(E)}=-i T_{i 4}^{(E)} \tag{C.52}
\end{align*}
$$

## C.1.4 Vector Form Factor

By defining the matrix elements of form factors carefully, the form factors themselves are the same, whether from a Minkowski or Euclidean form factor (In fact that is the motivation for our normalisation choice (3.61)). Consider a nucleon vector form factor

$$
\begin{equation*}
\left\langle p^{\prime}\right| \gamma_{\mu}|p\rangle^{(M)}=\bar{u}\left(p^{\prime}\right)\left[\gamma_{\mu}^{(M)} F_{1}(t)+\frac{i \sigma_{\mu \alpha}^{(M)} q_{(M)}^{\alpha}}{2 m} F_{2}(t)\right] u(p) \tag{C.53}
\end{equation*}
$$

we then look at the temporal and spatial components separately, and equate them after wick rotation.

$$
\begin{align*}
\left\langle p^{\prime}\right| \gamma_{0}|p\rangle^{(M)} & =\left\langle p^{\prime}\right| \gamma_{4}|p\rangle^{(E)}  \tag{C.54}\\
& =\bar{u}\left(p^{\prime}\right)\left[\gamma_{4}^{(E)} F_{1}(t)-i \frac{i \sigma_{4 \alpha}^{(E)} q_{\alpha}^{(E)}}{2 m} F_{2}(t)\right] u(p)  \tag{C.55}\\
& =\bar{u}\left(p^{\prime}\right)\left[\gamma_{4}^{(E)} F_{1}(t)+\frac{\sigma_{4 \alpha}^{(E)} q_{\alpha}^{(E)}}{2 m} F_{2}(t)\right] u(p) \tag{C.56}
\end{align*}
$$

for the temporal and

$$
\begin{align*}
\left\langle p^{\prime}\right| \gamma_{i}|p\rangle^{(M)} & =-i\left\langle p^{\prime}\right| \gamma_{i}|p\rangle^{(E)}  \tag{C.57}\\
& =\bar{u}\left(p^{\prime}\right)\left[-i \gamma_{i}^{(E)} F_{1}(t)-\frac{i \sigma_{i \alpha}^{(E)} q_{\alpha}^{(E)}}{2 m} F_{2}(t)\right] u(p) \tag{C.58}
\end{align*}
$$

which corresponds to

$$
\begin{equation*}
\left\langle p^{\prime}\right| \gamma_{i}|p\rangle^{(E)}=\bar{u}\left(p^{\prime}\right)\left[\gamma_{i}^{(E)} F_{1}(t)+\frac{\sigma_{i \alpha}^{(E)} q_{\alpha}^{(E)}}{2 m} F_{2}(t)\right] u(p) . \tag{C.59}
\end{equation*}
$$

Hence we as both temporal and spatial transform in the same manner we can say that

$$
\begin{equation*}
\left\langle p^{\prime}\right| \gamma_{\mu}|p\rangle^{(E)}=\bar{u}\left(p^{\prime}\right)\left[\gamma_{\mu}^{(E)} F_{1}(t)+\frac{\sigma_{\mu \alpha}^{(E)} q_{\alpha}^{(E)}}{2 m} F_{2}(t)\right] u(p) . \tag{C.60}
\end{equation*}
$$

## C.1.5 Gluon Form Factor

We perform the same steps of matching as for the vector form factors for the gluon EMT GFFs. Consider the form factor of a symmetric tensor $T_{\mu \nu}$, which in Minkowski space has general form

$$
\begin{align*}
\langle N| T_{\mu \nu}|N\rangle^{(M)}=\frac{1}{2} \bar{u}\left(p^{\prime}\right) & {\left[\gamma_{\mu}^{(M)} P_{\nu}^{(M)} A(t)\right.} \\
& +\frac{i \sigma_{\mu \alpha}^{(M)} q_{(M)}^{\alpha} P_{\nu}^{(M)}}{2 m} B(t)  \tag{C.61}\\
& \left.+\frac{q_{\mu}^{(M)} q_{\nu}^{(M)}}{m} C(t)+(\mu \leftrightarrow \nu)\right] u(p)
\end{align*}
$$

Now we wish to look at the transformation of this to Euclidean space component by component

$$
\begin{align*}
\langle N| T_{00}|N\rangle^{(M)} & =\langle N| T_{44}^{(E)}|N\rangle  \tag{C.62}\\
& =\bar{u}\left(p^{\prime}\right)\left[-i \gamma_{4}^{(E)} P_{4}^{(E)} A(t)+\frac{i^{3} \sigma_{4 \alpha}^{(E)} q_{\alpha}^{(E)} P_{4}^{(E)}}{2 m} B(t)-\frac{q_{4}^{(E)} q_{4}^{(E)}}{m} C(t)\right] u(p)  \tag{C.63}\\
& =\bar{u}\left(p^{\prime}\right)\left[-i \gamma_{4}^{(E)} P_{4}^{(E)} A(t)-\frac{i \sigma_{4 \alpha}^{(E)} q_{\alpha}^{(E)} P_{4}^{(E)}}{2 m} B(t)-\frac{q_{4}^{(E)} q_{4}^{(E)}}{m} C(t)\right] u(p) \tag{C.64}
\end{align*}
$$

$$
\begin{align*}
\langle N| T_{i i}^{(M)}|N\rangle & =-\langle N| T_{i i}^{(E)}|N\rangle  \tag{C.65}\\
& =\bar{u}\left(p^{\prime}\right)\left[i \gamma_{i}^{(E)} P_{i}^{(E)} A(t)+\frac{i \sigma_{i \alpha}^{(E)} q_{\alpha}^{(E)} P_{i}^{(E)}}{2 m} B(t)+\frac{q_{i}^{(E)} q_{i}^{(E)}}{m} C(t)\right] u(p) \tag{C.66}
\end{align*}
$$

$$
\begin{align*}
\langle N| T_{0 i}^{(M)}|N\rangle= & -i\langle N| T_{0 i}^{(E)}|N\rangle \\
=\frac{1}{2} \bar{u}\left(p^{\prime}\right) & {\left[\left(-\gamma_{4}^{(E)} P_{i}^{(E)}+(-i)^{2} \gamma_{i}^{(E)} P_{4}^{(E)}\right) A(t)\right.} \\
& +\frac{i(-i)(-1) \sigma_{4 \alpha}^{(E)} q_{\alpha}^{(E)} P_{i}^{(E)}+i(-1)(-i) \sigma_{i \alpha}^{(E)} q_{\alpha}^{(E)} P_{4}^{(E)}}{2 m} B(t) \\
& \left.+\frac{2 i q_{4}^{(E)} q_{i}^{(E)}}{m} C(t)\right] u(p)  \tag{C.67}\\
=\frac{1}{2} \bar{u}\left(p^{\prime}\right) & {\left[\left(-\gamma_{4}^{(E)} P_{i}^{(E)}-\gamma_{i}^{(E)} P_{4}^{(E)}\right) A(t)\right.} \\
& -\frac{\sigma_{4 \alpha}^{(E)} q_{\alpha}^{(E)} P_{i}^{(E)}+\sigma_{i \alpha}^{(E)} q_{\alpha}^{(E)} P_{4}^{(E)}}{2 m} B(t) \\
& +\frac{2 i q_{4}^{(E)} q_{i}^{(E)}}{m} C(t) .
\end{align*}
$$

Then for the components we are interested in it is clear that

$$
\begin{align*}
\langle N| T_{\mu \nu}^{(E)}|N\rangle=\frac{1}{2} \bar{u}\left(p^{\prime}\right) & {\left[-i \gamma_{\mu}^{(E)} P_{\nu}^{(E)} A(t)-\frac{i \sigma_{\mu \alpha}^{(E)} q_{\alpha}^{(E)} P_{\nu}^{(E)}}{2 m} B(t)\right.}  \tag{C.68}\\
& \left.-\frac{q_{\mu}^{(E)} q_{\nu}^{(E)}}{m} C(t)+(\mu \leftrightarrow \nu)\right] u(p)
\end{align*}
$$

## C.1.6 Compton Amplitude

First we determine the equivalent to $T_{\mu \nu}^{(M)}(p, q, \rho)$ in Euclidean space starting with the Minkowski definition

$$
\begin{equation*}
T_{\mu \nu}^{(M)}(p, q, \rho):=i \rho_{s^{\prime} s}\left\langle p, s^{\prime}\right| \int d^{4} x^{(M)} e^{i(q \cdot x)^{(M)}} T\left\{J_{\mu}^{(M)}\left(x^{(M)}\right) J_{\nu}^{(M)}(0)\right\}|p, s\rangle . \tag{C.69}
\end{equation*}
$$

The next step is to convert elements on the RHS to Euclidean

$$
\begin{equation*}
T_{\mu \nu}^{(M)}(p, q, \rho)=i c_{\mu} c_{\nu} \rho_{s^{\prime} s}\left\langle p, s^{\prime}\right| i \int d^{4} x^{(E)} e^{-i(q \cdot x)^{(E)}} T\left\{J_{\mu}^{(E)}(0) J_{\nu}^{(E)}\left(x^{(E)}\right)\right\}|p, s\rangle \tag{C.70}
\end{equation*}
$$

where $c_{\mu}$ is the factor such that $J_{\mu}^{(M)}=c_{\mu} J_{\mu}^{(E)}$ and we have used translational invariance $J(x)=$ $e^{-i p \cdot x} J(0) e^{i p \cdot x}$. Then we use crossing symmetry

$$
\begin{equation*}
T_{\mu \nu}^{(M)}(p, q, \rho)=-c_{\mu} c_{\nu} \rho_{s^{\prime} s} T_{\nu \mu}^{(E)}(p, q, \rho) \tag{C.71}
\end{equation*}
$$

for

$$
\begin{equation*}
T_{\mu \nu}^{(E)}(p, q, \rho):=\rho_{s^{\prime} s}\left\langle p, s^{\prime}\right| \int d^{4} x^{(E)} e^{i(q \cdot x)^{(E)}} T\left\{J_{\mu}^{(E)}\left(x^{(E)}\right) J_{\nu}^{(E)}(0)\right\}|p, s\rangle . \tag{C.72}
\end{equation*}
$$

Take $\mu=\nu=4$, which has $c_{4}=1$, and work out how the coefficient in front of $T_{1}$ where

$$
\begin{equation*}
-1+\frac{\left(q_{0}^{(M)}\right)^{2}}{q^{2}}=-1+\frac{\left(q_{4}^{(E)}\right)^{2}}{q^{2}} \Longrightarrow-g_{\mu \nu}+\frac{q_{\mu} q_{\nu}}{q^{2}} \rightarrow \delta_{\mu \nu}-\frac{q_{\mu} q_{\nu}}{q^{2}} . \tag{C.73}
\end{equation*}
$$

The same step can be done for $T_{2}$ where

$$
\begin{equation*}
\frac{1}{\nu^{(M)}}\left(p_{0}^{(M)}-\frac{1}{2} \omega q_{0}^{(M)}\right)\left(p_{0}^{(M)}-\frac{1}{2} \omega q_{0}^{(M)}\right) \tag{C.74}
\end{equation*}
$$

is equivalent to

$$
\begin{equation*}
-(-i)^{2} \frac{1}{\nu^{(E)}}\left(p_{4}^{(E)}-\frac{1}{2} \omega q_{4}^{(E)}\right)\left(p_{4}^{(E)}-\frac{1}{2} \omega q_{4}^{(E)}\right) \tag{C.75}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\frac{\left(p_{\mu}-\frac{1}{2} \omega q_{\mu}\right)\left(p_{\nu}-\frac{1}{2} \omega q_{\nu}\right)}{\nu} \rightarrow-\frac{\left(p_{\mu}-\frac{1}{2} \omega q_{\mu}\right)\left(p_{\nu}-\frac{1}{2} \omega q_{\nu}\right)}{\nu} \tag{C.76}
\end{equation*}
$$

This gives us for the first two structure functions

$$
\begin{align*}
& T_{\mu \nu}^{(M)}(p, q)=\left(-g_{\mu \nu}+\frac{q_{\mu}^{(M)} q_{\nu}^{(M)}}{\left(q^{(M)}\right)^{2}}\right) T_{1}+\frac{\left(p_{\mu}^{(M)}-\frac{1}{2} \omega q_{\mu}^{(M)}\right)\left(p_{\nu}^{(M)}-\frac{1}{2} \omega q_{\nu}^{(M)}\right)}{\nu^{(M)}} T_{2}  \tag{C.77}\\
& T_{\mu \nu}^{(E)}(p, q)=\left(\delta_{\mu \nu}-\frac{q_{\mu}^{(E)} q_{\nu}^{(E)}}{\left(q^{(E)}\right)^{2}}\right) T_{1}-\frac{\left(p_{\mu}^{(E)}-\frac{1}{2} \omega q_{\mu}^{(E)}\right)\left(p_{\nu}^{(E)}-\frac{1}{2} \omega q_{\nu}^{(E)}\right)}{\nu^{(E)}} T_{2} . \tag{C.78}
\end{align*}
$$

The other structure functions follow in the same way, but are not necessary for this work. As the structure functions are the same between the spaces with these definitions, the Minkowski relationships to the hadron tensor and hence the parton model apply to the structure functions determined from the Euclidean Compton amplitude.

## C. 2 Various Definitions

## C.2.1 Parity Projector

$$
\begin{equation*}
\Gamma^{ \pm}:=\frac{1}{2}\left(I \pm \gamma_{4}\right) \tag{C.79}
\end{equation*}
$$

## C.2.2 Spin Projector

$$
\begin{equation*}
\Gamma_{\hat{s}}=i \vec{\gamma} \cdot \hat{s} \gamma_{5} \tag{C.80}
\end{equation*}
$$

where the polarisation vector $\epsilon$ for spinor $u(p, \sigma)$ is then defined as

$$
\begin{equation*}
\epsilon=\left(\sigma\left[\hat{s}+\frac{\vec{p} \cdot \hat{s}}{m(E+m)} \vec{p}\right], i \sigma \frac{\vec{p} \cdot \hat{s}}{m}\right) . \tag{C.81}
\end{equation*}
$$

This convention then satisfies

$$
\begin{align*}
p \cdot s & =0  \tag{C.82}\\
s^{2} & =1 \tag{C.83}
\end{align*}
$$

## C.2.3 $\gamma_{4}$-Hermiticity

A operator $\mathcal{O}$ is $\gamma_{4}$-Hermitian if

$$
\begin{equation*}
\left(\gamma_{4} \mathcal{O}\right)^{\dagger}=\gamma_{4} \mathcal{O} \tag{C.84}
\end{equation*}
$$

## C.2.4 $\gamma_{5}$-Hermiticity

A operator $\mathcal{O}$ is $\gamma_{5}$-Hermitian if

$$
\begin{equation*}
\left(\gamma_{5} \mathcal{O}\right)^{\dagger}=\gamma_{5} \mathcal{O} \tag{C.85}
\end{equation*}
$$

## C. 3 Special Unitary Group

The special unitary group $S U(N)$ of degree $N$ is a non-abelian Lie group of $N \times N$ unitary matrices with determinant 1 . The lie algebra in the fundamental representation is represented by $N^{2}-1$ traceless Hermitian matrices whose generators are denoted $t_{a b}^{i}$ for $i$ ranging over all $N^{2}-1$ generators. The non-abelian nature gives rise to the structure constants defined in terms of commutators of the generators

$$
\begin{equation*}
i f^{i j k} t^{i}=\left[t^{j}, t^{k}\right] . \tag{C.86}
\end{equation*}
$$

For $N=2$ the generators are the Pauli matrices and for $N=3$ the Gell-Mann matrices.

## C. 4 Gordon Identity

The (vector) Gordon identity for Minkowski space reads

$$
\begin{equation*}
\bar{u}\left(p^{\prime}\right) \gamma_{\mu} u(p)=\bar{u}\left(p^{\prime}\right)\left[\frac{i \sigma_{\mu \alpha} q^{\alpha}}{2 m}+\frac{P_{\mu}}{m}\right] u(p) \tag{C.87}
\end{equation*}
$$

which we no derive for Euclidean space. Starting with the $\sigma$ term

$$
\begin{equation*}
\bar{u}\left(p^{\prime}\right) i \sigma_{\mu \alpha} q_{\alpha} u(p)=-\frac{1}{2} \bar{u}\left[\gamma_{\mu} q-q \gamma_{\mu}\right] u(p) . \tag{C.88}
\end{equation*}
$$

We can use the anti-commutator to rewrite this as

$$
\begin{align*}
\bar{u}\left(p^{\prime}\right) i \sigma_{\mu \alpha} q_{\alpha} u(p) & =-\frac{1}{2} \bar{u}\left[\left\{\gamma_{\mu}, \phi q\right\}-2 \not q \gamma_{\mu}\right] u(p)  \tag{C.89}\\
& =-\frac{1}{2} \bar{u}\left[2 q_{\mu}-2 q \gamma_{\mu}\right] u(p) . \tag{C.90}
\end{align*}
$$

We then rewrite the latter term

$$
\begin{align*}
\bar{u}\left(p^{\prime}\right) d \gamma_{\mu} u(p) & =\bar{u}\left(p^{\prime}\right)\left[\not p^{\prime} \gamma_{\mu}-\not p \gamma_{\mu}\right] u(p)  \tag{C.91}\\
& =\bar{u}\left(p^{\prime}\right)\left[p^{\prime} \gamma_{\mu}-\left\{\not p, \gamma_{\mu}\right\}+\gamma_{\mu} \not p\right] u(p)  \tag{C.92}\\
& =\bar{u}\left(p^{\prime}\right)\left[\not p^{\prime} \gamma_{\mu}-2 p_{\mu}+\gamma_{\mu} \not p\right] u(p) \tag{C.93}
\end{align*}
$$

which combined with the Klein-Gordon equation $\not p u(p)=\operatorname{imu}(p)$ gives

$$
\begin{equation*}
\bar{u}\left(p^{\prime}\right) q \gamma_{\mu} u(p)=\bar{u}\left(p^{\prime}\right)\left[2 i m \gamma_{\mu}-2 p_{\mu}\right] u(p) . \tag{C.94}
\end{equation*}
$$

Substituting this into (C.90) we then have

$$
\begin{equation*}
\bar{u}\left(p^{\prime}\right)\left(p^{\prime}\right) i \sigma_{\mu \alpha} q_{\alpha} u(p)(p)=-\bar{u}\left(p^{\prime}\right)\left[2 P_{\mu}-2 i m \gamma_{\mu}\right] u(p) \tag{C.95}
\end{equation*}
$$

which after rearranging gives us the Euclidean Gordon identity

$$
\begin{equation*}
\bar{u}\left(p^{\prime}\right) i \gamma_{\mu} u(p)=\bar{u}\left(p^{\prime}\right)\left[\frac{i \sigma_{\mu \alpha} q_{\alpha}}{2 m}+\frac{P_{\mu}}{m}\right] u(p) \tag{C.96}
\end{equation*}
$$

## Appendix D

## F Functions

The ' $F$ ' functions are convenient for determining the traces of matrix elements encountered in lattice QCD calculations. Consider the matrix element part of two (3.72) and three-point (3.75) correlators

$$
\begin{align*}
g_{\chi}^{(2)}[X, \vec{p}] & =\frac{1}{2 E_{X, \vec{p}}}\langle\Omega| \chi(0)|X, \vec{p}\rangle\langle X, \vec{p}| \chi^{\dagger}(0)|\Omega\rangle  \tag{D.1}\\
g_{\chi J \chi^{\dagger}}^{(3)}\left[X, \vec{p}^{\prime}, X, \vec{p}\right] & =\frac{1}{2 E_{X, \vec{p}^{\prime}}} \frac{1}{2 E_{X, \vec{p}}}\langle\Omega| \chi(0)\left|X, \vec{p}^{\prime}\right\rangle\left\langle X, \vec{p}^{\prime}\right| J(0)|X, \vec{p}\rangle\langle X, \vec{p}| \chi^{\dagger}(0)|\Omega\rangle . \tag{D.2}
\end{align*}
$$

The two matrix elements in (D.1) are then projected onto the parity and spin of interest using a projection matrix $\Gamma$

$$
\begin{align*}
F_{2}(\Gamma) & :=\Gamma_{\alpha \beta}\langle\Omega| \chi_{\beta}(0)|X, \vec{p}\rangle\langle X, \vec{p}| \chi_{\alpha}^{\dagger}(0)|\Omega\rangle  \tag{D.3}\\
& =\frac{1}{4} \operatorname{tr}\left[\Gamma\left(-i \not p+m_{X}\right)\right] . \tag{D.4}
\end{align*}
$$

To simplify the calculations we drop explicit state $X$ labelling throughout this chapter. The $F_{2}$ function for positive parity $\S C .2 .1$ then is

$$
\begin{equation*}
F_{2}\left(\Gamma^{+}\right)=\frac{1}{2}\left(m+E_{\vec{p}}\right) . \tag{D.5}
\end{equation*}
$$

For three-point functions we define $F_{3}$ by

$$
\begin{align*}
& F_{3}(\Gamma, J):=2 \Gamma_{\alpha \beta}\langle\Omega| \chi_{\beta}(0)\left|\vec{p}^{\prime}\right\rangle\left\langle\vec{p}^{\prime}\right| J(0)|\vec{p}\rangle\langle\vec{p}| \chi_{\alpha}^{\dagger}(0)|\Omega\rangle  \tag{D.6}\\
& F_{3}(\Gamma, J)=\frac{1}{2} \operatorname{tr}\left[\Gamma\left(-i \not p^{\prime}+m\right) J(-i \not p+m)\right] . \tag{D.7}
\end{align*}
$$

Note that this differs from the usual definition by a factor of 2 . The resultant basis for $F_{3}$ functions can then be constructed in full, we present the part of interest to $\S 9.2$

$$
\begin{align*}
F_{3}(I, I) & =m^{2}-p^{\prime} \cdot p=-2 P^{2}=\frac{1}{2} Q^{2}+2 m^{2}  \tag{D.8}\\
F_{3}\left(I, \gamma_{\mu}\right) & =-2 i m P_{\mu}  \tag{D.9}\\
F_{3}\left(I, \sigma_{\mu \nu}\right) & =-i\left[p_{\mu}^{\prime} p_{\nu}-p_{\nu}^{\prime} p_{\mu}\right]=-i\left[q_{\mu} P_{\nu}-P_{\mu} q_{\nu}\right]  \tag{D.10}\\
F_{3}\left(\gamma_{\mu}, I\right) & =-2 i m P_{\mu}  \tag{D.11}\\
F_{3}\left(\gamma_{\mu}, \gamma_{\nu}\right) & =-\left[p_{\mu}^{\prime} p_{\nu}+p_{\mu} p_{\nu}^{\prime}+\delta_{\mu \nu} \frac{Q^{2}}{2}\right]=-2\left[P_{\mu} P_{\nu}-\frac{1}{4}\left(q_{\mu} q_{\nu}-\delta_{\mu \nu} Q^{2}\right)\right]  \tag{D.12}\\
F_{3}\left(\gamma_{\mu}, \sigma_{\nu \alpha}\right) & =m\left[\delta_{\mu \alpha} q_{\nu}-\delta_{\mu \nu} q_{\alpha}\right] \tag{D.13}
\end{align*}
$$

Using these we can then construct our $F_{3}$ basis in terms of our projectors, first the unpolarised projector

$$
\begin{align*}
F_{3}\left(\Gamma^{+}, I\right) & =\left(E^{\prime}+m\right)(E+m)-\vec{p}^{\prime} \cdot \vec{p}  \tag{D.14}\\
F_{3}\left(\Gamma^{+}, \gamma_{i}\right) & =-i\left[(E+m) p_{i}^{\prime}+\left(E^{\prime}+m\right) p_{i}\right]  \tag{D.15}\\
F_{3}\left(\Gamma^{+}, \gamma_{4}\right) & =\left(E^{\prime}+m\right)(E+m)+\vec{p}^{\prime} \cdot \vec{p}  \tag{D.16}\\
F_{3}\left(\Gamma^{+}, \sigma_{4 i}\right) & =-\left[(E+m) p_{i}^{\prime}-\left(E^{\prime}+m\right) p_{i}\right]  \tag{D.17}\\
F_{3}\left(\Gamma^{+}, \sigma_{i j}\right) & =i \epsilon_{i j k}\left(\vec{p} \times \vec{p}^{\prime}\right)_{k} \tag{D.18}
\end{align*}
$$

where $E^{\prime}$ and $E$ are shorthand for $E\left(\vec{p}^{\prime}\right)$ and $E(\vec{p})$ respectively. The polarised projector then yields

$$
\begin{align*}
F_{3}\left(\Gamma^{+} \Gamma_{\hat{s}}, I\right) & =-i\left(\vec{p} \times \vec{p}^{\prime}\right) \cdot \hat{s}  \tag{D.19}\\
F_{3}\left(\Gamma^{+} \Gamma_{\hat{s}}, \gamma_{i}\right) & =\left[(E+m)\left(\vec{p}^{\prime} \times \hat{s}\right)_{i}+\left(E^{\prime}+m\right)(\vec{p} \times \hat{s})_{i}\right]  \tag{D.20}\\
F_{3}\left(\Gamma^{+} \Gamma_{\hat{s}}, \gamma_{4}\right) & =i\left(\vec{p} \times \vec{p}^{\prime}\right) \cdot \hat{s}  \tag{D.21}\\
F_{3}\left(\Gamma^{+} \Gamma_{\hat{s}}, \sigma_{4 i}\right) & =-i\left[(E+m)\left(\vec{p}^{\prime} \times \hat{s}\right)_{i}+\left(E^{\prime}+m\right)(\vec{p} \times \hat{s})_{i}\right]  \tag{D.22}\\
F_{3}\left(\Gamma^{+} \Gamma_{\hat{s}}, \sigma_{i j}\right) & =\epsilon_{i j k}\left(\left(E^{\prime}+m\right)(E+m) s_{k}-p_{k}\left(\vec{p}^{\prime} \cdot \hat{s}\right)-p_{k}^{\prime}(\vec{p} \cdot \hat{s})+s_{k}\left(\vec{p} \cdot \vec{p}^{\prime}\right)\right) . \tag{D.23}
\end{align*}
$$

In the FHT the first and last matrix element of (D.2) are cancelled exactly leaving us with just the middle element, the element we are always trying to extract and hence the ' $F$ ' functions aren't required. When using regular three point function techniques such as in $\S 9.2$ we use combinations of $F_{2}$ and $F_{3}$ to determine our results.

We can work out arbitrary form factor coefficients by using (D.14)-(D.23). For (9.15) in terms of projections §C.2.1 and §C.2.2 this becomes

$$
\begin{align*}
F_{3}\left(\Gamma^{+}, 2 T_{4 i}\right) & =\left\{-P_{4}\left[(E+m) p_{i}^{\prime}+\left(E^{\prime}+m\right) p_{i}\right]-i P_{i}\left[\left(E^{\prime}+m\right)(E+m)+\vec{p}^{\prime} \cdot \vec{p}\right]\right\} A_{20}\left(Q^{2}\right) \\
& +\frac{1}{2 m}\left\{-i P_{i} \vec{q} \cdot\left[(E+m) \vec{p}^{\prime}-\left(E^{\prime}+m\right) \vec{p}\right]-i P_{4} q_{4}\left[(E+m) p_{i}^{\prime}-\left(E^{\prime}+m\right) p_{i}\right]\right\} B_{20}\left(Q^{2}\right) \\
& +\left\{\frac{q_{4} q_{i}}{m}\left[\left(E^{\prime}+m\right)(E+m)-\vec{p}^{\prime} \cdot \vec{p}\right]\right\} C_{20}\left(Q^{2}\right) \tag{D.24}
\end{align*}
$$

$$
\begin{align*}
F_{3}\left(\Gamma^{+}, 2 T_{4 i}\right) & =\left\{-P_{4}\left[(E+m) p_{i}^{\prime}+\left(E^{\prime}+m\right) p_{i}\right]-i P_{i}\left[\left(E^{\prime}+m\right)(E+m)+\vec{p}^{\prime} \cdot \vec{p}\right]\right\} A_{20}\left(Q^{2}\right) \\
& +\frac{1}{2 m}\left\{-i P_{i} \vec{q} \cdot\left[(E+m) \vec{p}^{\prime}-\left(E^{\prime}+m\right) \vec{p}\right]-i P_{4} q_{4}\left[(E+m) p_{i}^{\prime}-\left(E^{\prime}+m\right) p_{i}\right]\right\} B_{20}\left(Q^{2}\right) \\
& +\left\{\frac{q_{4} q_{i}}{m}\left[\left(E^{\prime}+m\right)(E+m)-\vec{p}^{\prime} \cdot \vec{p}\right]\right\} C_{20}\left(Q^{2}\right) \tag{D.25}
\end{align*}
$$

$$
\begin{align*}
F_{3}\left(\Gamma^{+} \Gamma_{s}, 2 T_{4 i}\right)= & \left\{-i P_{4}\left[(E+m)\left(\vec{p}^{\prime} \times \hat{s}\right)_{i}+\left(E^{\prime}+m\right)(\vec{p} \times \hat{s})_{i}\right]+P_{i}\left(\vec{p} \times \vec{p}^{\prime}\right) \cdot \hat{s}\right\} A_{20}\left(Q^{2}\right) \\
+ & \left\{-P_{i}\left[(E+m)\left(\vec{p} \times \vec{p}^{\prime}\right) \cdot \hat{s}+\left(E^{\prime}+m\right)\left(\vec{p} \times \vec{p}^{\prime}\right) \cdot \hat{s}\right]\right. \\
& -i P_{4}\left[\left(E^{\prime}+m\right)(E+m)+\vec{p} \cdot \vec{p}^{\prime}\right](\vec{q} \times \hat{s})_{i}-i P_{4}\left(\vec{p} \times \vec{p}^{\prime}\right)_{i}(\vec{q} \cdot \hat{s})  \tag{D.26}\\
& \left.-P_{i}\left[(E+m)\left(\vec{p} \times \vec{p}^{\prime}\right) \cdot \hat{s}-\left(E^{\prime}+m\right)\left(\vec{p} \times \vec{p}^{\prime}\right) \cdot \hat{s}\right]\right\} B_{20}\left(Q^{2}\right) \\
+ & \left\{\frac{q_{4} q_{i}}{m}\left(\vec{p} \times \vec{p}^{\prime}\right) \cdot \hat{s}\right\} C_{20}\left(Q^{2}\right) \\
F_{3}\left(\Gamma^{+}, T_{44}-\frac{1}{3} T_{i i}\right)= & \left\{-i P_{4}\left(E^{\prime}+m\right)(E+m)+\vec{p}^{\prime} \cdot \vec{p}+\frac{1}{3} \vec{P} \cdot\left[(E+m) \vec{p}^{\prime}+\left(E^{\prime}+m\right) \vec{p}\right]\right\} A_{20}\left(Q^{2}\right) \\
+ & \left\{\frac{i}{2 m}\left(P_{4} \vec{q}-\frac{1}{3} q_{4} \vec{P}\right) \cdot\left[(E+m) \vec{p}^{\prime}-\left(E^{\prime}+m\right) \vec{p}\right]\right\} B_{20}\left(Q^{2}\right) \\
+ & \left\{\frac{1}{m}\left(-q_{4}^{2}-\frac{1}{3} \vec{q}^{2}\right)\left(\vec{p} \times \vec{p}^{\prime}\right) \cdot \hat{s}\right\} C_{20}\left(Q^{2}\right)
\end{align*}
$$

and

$$
\begin{align*}
F_{3}\left(\Gamma^{+} \Gamma_{\hat{s}}, T_{44}-\frac{1}{3} T_{i i}\right) & =\left\{\left[P_{4}+\frac{i}{6}\left((E+m)+\left(E^{\prime}+m\right)\right)\right]\left(\vec{p} \times \vec{p}^{\prime}\right) \cdot \hat{s}\right\} A_{20}\left(Q^{2}\right) \\
& +\left\{\frac{i}{2 m}\left[P_{4} q_{4}-\frac{1}{3}\left(q_{4}^{2}+\left(E^{\prime}+m\right)(E+m)+\vec{p} \cdot \vec{p}^{\prime}\right)\right]\left(\vec{p} \times \vec{p}^{\prime}\right) \cdot \hat{s}\right\} B_{20}\left(Q^{2}\right) \\
& +\left\{\frac{i}{m}\left[q_{4}^{2}-\frac{1}{3} \vec{q}^{2}\right]\left(\vec{p} \times \vec{p}^{\prime}\right) \cdot \hat{s}\right\} C_{20}\left(Q^{2}\right) . \tag{D.28}
\end{align*}
$$

## Appendix E

## Lattice Configurations

Here we summarise the lattices generated and used throughout this work. First we look at the quenched lattices generated specifically for gluonic studies $\S 9$ in $\S$ E.1, followed by a summary of the dynamical trajectories used throughout the rest of the work §E.2.

## E. 1 Quenched

The quenched lattices, those with $\operatorname{det}(\mathcal{D})=1$ in (3.37) have been generated using Chroma software library [196]. 2000 such lattices were generated as summarised in Table E.1, built to compare directly to [183].

| $\beta$ | $\frac{1}{a^{4}} L^{3} \times T$ | $a(\mathrm{fm})$ | $N_{c f g}$ |
| :---: | :---: | :---: | :---: |
| 6.0 | $24^{3} \times 48$ | 0.1 | 2000 |

Table E.1: Parameters of quenched gauge-field ensembles used. Lattice have extend $L$ in three directions and $T$ in the direction chosen to represent the time direction.

## E. 2 Dynamical

The QCDSF/UKQCD ensembles are summarised in Table E.2. These have all been generated using $N_{f}=2+1$ dynamical flavours, with two degenerate light quark flavours $u$ and $d$, and one separate flavour $s$, using the BQCD lattice QCD program [325].

As described in §3.4, all ensembles have been generated to keep the average quark mass

$$
\begin{equation*}
\bar{m}=\frac{1}{3}\left(2 m_{l}+m_{s}\right) \tag{3.58}
\end{equation*}
$$

constant. This has one advantage over fixing the strange mass to the physical mass in that flavour breaking expansions are constrained. In addition flavour singlet quantities exhibit no leading order effects. As a consequence of this choice, the $S U(3)_{\text {flavour }}$ symmetric point has been chosen, where the pion and kaon have mass of the 'centre of multiplet mass'

$$
\begin{equation*}
X_{\pi}^{2}=\frac{1}{3}\left(2 m_{K}^{2}+m_{\pi}^{2}\right) \tag{E.1}
\end{equation*}
$$

which is invariant on our trajectory to the physical point, where we have used that charge conjugate mesons have the same masses for pure QCD. The ensembles are all made up of nonperturbatively $\mathcal{O}(a)$ improved Wilson fermions as described in $\S 3.2 .4$ with tree-level Symanzik improved gluons and stout smeared fermion action. The lattice spacing $a$ has been set using a number of singlet quantities [137, 139-141] as described in §3.4.

| $\beta$ | $c_{S W}$ | $\kappa_{l}$ | $\kappa_{s}$ | $\frac{1}{a^{4}} L^{3} \times T$ | $a(f m)$ | $m_{\pi}(M e V)$ | $N_{c f g}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5.5 | 2.65 | 0.1209 | 0.1209 | $24^{3} \times 48$ | $0.074(2)$ | $\approx 470$ | 2988 |
| 5.5 | 2.65 | 0.1209 | 0.1209 | $32^{3} \times 64$ | $0.074(2)$ | $\approx 470$ | 1763 |
| 5.65 | 2.48 | 0.122005 | 0.122005 | $48^{3} \times 96$ | $0.068(3)$ | $\approx 470$ | 530 |
| 5.4 | 2.79 | 0.11993 | 0.11993 | $32^{3} \times 64$ | $0.082(2)$ | $\approx 400$ | 1067 |

Table E.2: Parameters of dynamical gauge-field ensembles used in this work.

## Appendix F

## Further Compton Amplitude Discussion

## F. 1 Averaged Propagators

To isolate the second order energy shift a ratio was used (5.25), removing odd energy shift terms at the hadron level. Another way of removing the odd energy shift terms is at the propagator level, by averaging $\lambda$ and $-\lambda$ propagator prior to subtraction, all odd energy shift terms are removed and the ratio to extract the equivalent energy shifts as (5.25) becomes (5.20).

A consequence of removing odd $\lambda$ terms at the propagator level is that higher twist effects involving more than one quark line have been cancelled. It was thought that by removing these terms the signal could be improved, for use in extracting PDFs. However in the resultant comparison Figure F.1, we do not see any significant differences and no increase in precision. Thus we shall use the basic ratio technique for all our extractions.


Figure F.1: A comparison of average propagator (blue) and the regular method of §7.1.3 (orange) extraction of the unsubtracted Compton amplitude $T_{1}$ for $u$ (a) and $d$ (b) flavours. The data points have been offset slightly for clarity. The data is taken from a subset $N_{c f g}=1755$ of the $\beta=5.5, S U(3)_{\text {flav }}$ symmetric ensemble of $\S E .2$, with $N_{s}=3460$ sources corresponding to $N_{s / c f g}=2.0$ random sources on each trajectory.

## F. 2 Experimental Deep Inelastic Scattering

In lepton-Hadron to lepton-X or lepton-Hadron scattering the differential cross section is given by

$$
\begin{equation*}
\frac{d \sigma}{d \Omega d E^{\prime}} \tag{F.1}
\end{equation*}
$$

where $\Omega$ is the solid angle, and $E^{\prime}$ is the outgoing measured lepton energy. So the cross section is binned in terms of angle and energy. This cross section might be modified by effects such as bremsstrahlung, vertex corrections, loop diagrams and radiative corrections. We shall take inclusive lepton scattering as our example. Kinematically appropriate variables to determine the scattering are then the in-going $E$ and outgoing $E^{\prime}$ lepton energy and their corresponding scattering angle $\theta$. The virtual exchanged photon polarisation $\epsilon$ and flux $\Gamma$ is also measured.

Note that all these quantities are determined entirely from the lepton. From these quantities the scattering process can be determined such as (2.53)

$$
\begin{equation*}
y=\frac{E-E^{\prime}}{E} \tag{F.2}
\end{equation*}
$$

and

$$
\begin{equation*}
Q^{2}=4 E E^{\prime} \cos ^{2} \frac{\theta}{2} . \tag{F.3}
\end{equation*}
$$

From these kinematics invariant mass $W$ and Bjorken $x$ can also be inferred

$$
\begin{equation*}
W^{2}=m^{2}+Q^{2} \frac{1-x}{x} . \tag{F.4}
\end{equation*}
$$

For our example in inclusive scattering we work with the so called reduced scattering cross section

$$
\begin{equation*}
\sigma_{r}=\frac{d \sigma}{\Gamma} \tag{F.5}
\end{equation*}
$$

which we can further divide into transverse and longitudinal parts via the virtual photon polarisation $\epsilon$

$$
\begin{equation*}
\sigma_{r}=\sigma_{L}+\epsilon \sigma_{T} \tag{F.6}
\end{equation*}
$$

Finally these two cross section can be related to the hadron tensor structure functions

$$
\begin{align*}
F_{1} & =\frac{8 \pi^{2} \alpha}{W^{2}-M^{2}} \sigma_{T}  \tag{F.7}\\
F_{L} & =\frac{1}{x} \frac{4 \pi^{2} \alpha}{W^{2}-M^{2}} \sigma_{L} \tag{F.8}
\end{align*}
$$

where $F_{L}$ is defined as

$$
\begin{equation*}
F_{L}=2 x F_{1}-F_{2} . \tag{F.9}
\end{equation*}
$$

This form is used as in terms of $x$ and $Q^{2}$ as the cross section can be written in terms of the natural units for $F$ as

$$
\begin{equation*}
\frac{d \sigma}{d Q^{2} d x}=\frac{4 \pi \alpha^{2}}{Q^{4}}\left[\left(1+(1-y)^{2}\right) F_{2}+\frac{1-y}{x} F_{L}\right] . \tag{F.10}
\end{equation*}
$$

The reduced cross section (F.6) can be rewritten using the so called $R$ function

$$
\begin{align*}
\sigma_{r} & =\sigma_{L}(1+\epsilon R)  \tag{F.11}\\
R & :=\frac{\sigma_{T}}{\sigma_{L}} . \tag{F.12}
\end{align*}
$$

Either $R$ is calculated directly by running experiments at constant $Q^{2}$ and $x\left(W^{2}\right)$ and differing $\epsilon$ or a model for $R$ is used and $F_{2}$ can be extracted directly by

$$
\begin{equation*}
\sigma_{r}=\frac{4 \pi^{2} \alpha}{1-x} \frac{\rho^{2}}{Q^{2}} \frac{1+\epsilon R}{1+R} \tag{F.13}
\end{equation*}
$$

where the commonly used $\rho$ is defined by

$$
\begin{equation*}
\rho^{2}:=1+\frac{4 m^{2} x^{2}}{Q^{2}} \tag{F.14}
\end{equation*}
$$

This theory was used to reconstruct $F_{2}$ in the JLAB data of Figure 2.9.
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