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Abstract

The field equivalence principle is a classical technique, simple to use but remarkably ef-

fective to analyse aperture antennas. For most of thin planar structures, the aperture can

be approximated as perfect magnetic conductor. Thus, the field equivalence principle typ-

ically yields a well-approximated equivalent problem that is much easier to solve than the

original geometry. Inspired by this principle, a wide range of novel antenna structures are

proposed in this thesis. These structures are further developed, optimised and tailored for

various practical applications. Three main types of antennas are investigated, including

travelling-wave antennas, low-profile monopolar antennas and reconfigurable antennas,

corresponding to three major parts of this dissertation.

The first part examines various realisations of travelling-wave half-mode substrate-

integrated waveguide (HMSIW) antennas and their optimisations. This type of antenna

is equivalent to a magnetic dipole. In this part, the core contribution is a generalised

semi-analytical model to effectively analyse continuous-source travelling-wave antennas,

based on which different optimisation techniques for bandwidth and radiation patterns

are proposed. An optimisation procedure that includes parameter uncertainties is also

demonstrated.

The second part focuses on a type of low-profile monopolar antennas that can be inter-

preted as magnetic-current loops using the field equivalence principle. The main contri-

butions are different configurations of symmetrical radiating slots that act as additional

magnetic-current loop sources.

The last major part covers a wide range of reconfigurable antennas targeting various ap-

plications. These includes a family of stub-loaded substrate-integrated antennas, a circu-

lar resonant cavity, and low-profile monopolar antennas that have been introduced in the

second major part. These antennas not only cover three main application types of recon-

figurable antennas, i.e. frequency- , polarisation-, and pattern-tunability, but also combine

those in a single device. Moreover, significant improvements in performances compared

to antennas available in the literature are demonstrated.

Page ix



Abstract

Overall, the thesis provides different frameworks to design many types of antennas. The

analytical models, using the field equivalence principle as a common fundamental tech-

nique, provide not only thorough understandings on antennas’ radiation mechanisms but

also an effective means for rapid antenna optimisations.
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Chapter 1

Introduction

T
HIS chapter first provides a background on the field equivalence

principle and magnetic-current sources, which are used throughout

this thesis as fundamental basis to analyse the radiation mechanism

of various antennas. The applications of the principle are demonstrated in sev-

eral practical cases with discussions on their accuracies. The motivations and

aims of the thesis are then stated, followed by a description of the whole doc-

ument structure, including a detailed listing of the chapters’ topics and their

main contributions.
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1.1 Background

1.1 Background

This section introduces the field equivalence principle and illustrates the use of magnetic-

current sources to analyse aperture antennas. The technique is classical yet it is remark-

ably effective for the analysis of a wide range of antenna types, especially in the mi-

crowave and millimetre-wave regimes where most of the antennas radiate from one or

an array of apertures – in contrast to wire antennas which are typically used in the lower

radio-frequency region. Since this technique can be found in many textbooks, it is briefly

summarised and adapted to the antenna types investigated in this thesis.

1.1.1 Theory of the Field Equivalence Principle

To adequately understand this principle, one should first recall the uniqueness theorem in

electromagnetics. This theorem states that if the tangential components of either electric

field, or magnetic field, are known over a closed surface, the field can be uniquely deter-

mined for a given source in the region inside or outside this boundary [1]. For a problem

in electromagnetics, i.e. given current sources with boundary conditions and material

properties, the main application of the field equivalence principle is to allow creating a

new problem that is easier to solve and yields the same solution as that of the original

problem in a region of interest. In this formulation, the uniqueness theorem is used to

show that the solution of the new problem is unique if all conditions are satisfied.

Let us consider an actual problem: a physical source is fed to an antenna (Fig. 1.1). To solve

electric and magnetic fields (E, H) at any position, one may need to solve the Maxwell’s

equations in the entire space with appropriate boundary conditions, such as perfect elec-

tric conductor (PEC) on the metal surface. The solution can be cumbersome and not an-

alytically available considering that the shape of an antenna is typically complicated and

the materials inside the antenna may be nonuniform. To find an alternative approach, an

imaginary boundary S is introduced with an arbitrary shape to enclose the source and the

antenna. This surface divides the space into two regions labelled as I and II. The boundary

S should be chosen such that region II is source-free and entirely free-space. The next step

is to remove the source and replace the entire region I with PEC so that the electric and

magnetic field are zero everywhere in this region. It is noted that the perfect magnetic

conductor (PMC) may be used alternatively but this dual-case is not considered here for
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Chapter 1 Introduction

Figure 1.1. Actual and equivalent problem.

brevity. In order to still produce the field (E, H) in region II, the boundary conditions be-

tween two regions I and II have to be satisfied. This means that there exist current sources

defined as J and M on the boundary S such that

M = −n̂× E, (1.1)

J = n̂×H, (1.2)

where n̂ is the normal unit vector pointing from region I to region II. Since the entire

region I is PEC, the electric current J is “shorted” on the boundary. Thus, it becomes zero

(J = 0) and there are only magnetic current sources M radiating into free-space in the

presence of the surface S with PEC boundary condition.

It can be noticed that the field in region II is specified by the source M and zero tangen-

tial electric field everywhere on the imaginary surface S. According to the uniqueness

theorem, the field (E, H) are then specfied uniquely. Therefore, for region II, instead of

solving for (E, H) using the original source, one can solve with the new source M and

PEC boundary condition over the entire imaginary surface S.

1.1.2 Applications of the Field Equivalence Principle

At the first sight, the new equivalent problem might appear not easier than the original

one because the radiation problem still has to be solved with a magnetic-current source

and a seemingly arbitrary PEC boundary, which really depends on the shape of the an-

tenna. Indeed, it should be noted that an exact solution can only be found readily in

Page 3



1.1 Background

the case of a current source radiating into free space without presence of any arbitrarily

shaped conductor [2]. However, there are several circumstances in which the field equiva-

lence principle can be used to give exact analytical solutions or very close approximations.

This section will discuss such cases and the accuracy of these approximations.

The first example is the rectangular aperture antenna within an infinite ground plane, i.e.

an infinite plane starting at the edges of the aperture (Fig. 1.2a). The electric field at the

aperture Ea may be determined with high accuracy using a modal analysis for rectan-

gular waveguides. For the formulation of the field equivalence principle, the surface S

is chosen as the entire infinite ground plane plus the aperture (Fig. 1.2b). In this plane,

the tangential electric field is known everywhere (E = Ea in the aperture and E = 0 on

the ground plane). The uniqueness theorem implies that the field in the half free space

can be determined from the equivalent source M = −n̂× E only, the tangential electric

field on the boundary being zero since entire region I is PEC. Since the surface S is an

infinite flat plane, using image theory, the equivalent problem now needs to double the

magnetic current M radiating into free space. As mentioned above, this problem is sim-

ple and analytically solvable [2]. It is worth emphasising that under the infinite ground

plane configuration, the analysis above is exact, i.e. no approximation has been made. In

practice, the infinite ground plane can be well approximated by an electrically large metal

plate.

Let us now consider the aperture antenna above but without the infinite ground plane.

Since the tangential electric field is non-zero and unknown outside the aperture, the prob-

lem becomes more complicated. In this case, the rigorous treatment above cannot be used,

instead, an approximation is necessary as follows [2]: the tangential field outside of the

aperture is approximated to be zero and the far-field pattern should be calculated with

both electric- and magnetic-current sources [equations (1.1) and (1.2)], i.e. none of them

are suppressed in contrast to the previous case. This approximation has been verified with

simulation and experiment data in [2] and is not further discussed here.

The next considered problem, which is the most relevant to this thesis, is an aperture

antenna with a very thin profile (Fig. 1.3a). Before elaborating on the solution for this

antenna, it should be noticed that if a magnetic-current source in z-direction radiates into

free space, the electric field is perpendicular to any plane that contains the z-axis (thus

the E-plane is xy-plane). This means that if a semi-infinite ground plane that contains the
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Figure 1.2. Analysis of aperture antenna. (a) Actual problem: aperture antenna with infinite ground

plane radiating into half free space. (b) Equivalent problem using field equivalence principle.

(c) Equivalent problem using image theory.

z-axis is introduced, this new boundary does not disturb the field distribution. Therefore,

in the considered problem, the surface S can be chosen as consisting of two semi-infinite

planes and the thin aperture as shown in Fig. 1.3b. Following the process presented in Sec-

tion 1.1.1, the antenna is equivalent to a magnetic-current source M radiating in free space

in the presence of these two semi-infinite PEC planes. When the antenna thickness h is

very small in terms of wavelength, the problem can be further approximated as shown in

Fig. 1.3c. As explained above, this semi-infinite ground plane does not affect the far-field

pattern. Therefore, the antenna can just be approximated as a magnetic current radiat-

ing into free-space (Fig. 1.3d). This treatment also agrees with the second example above

(aperture in free space) because when the thickness h is small, the tangential magnetic

field H becomes negligible, resulting in close-to-zero equivalent electric current J.

As a validation of the analysis above, Fig. 1.4 shows the simulated radiation patterns in

three fundamental planes of the antenna shown in Fig. 1.3a for the length corresponding

to 0.48 wavelengths in free space. It can be verified that the antenna is indeed equivalent

to a magnetic dipole radiating into free-space. The results also confirm that the applica-

tion of the field equivalence principle presented above is very accurate when the antenna

thickness is relatively small. Since all of the antennas investigated in this thesis are planar
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Figure 1.3. Aperture antenna with very thin profile. (a) A cavity antenna with thin aperture; (b)

The cross-section with the chosen surface for applying the field equivalence principle; (c)

The approximation when the thickness tends to zero; (d) The final equivalent problem.

Figure 1.4. Gain pattern (dBi) of the cavity antenna with thin aperture. The antenna in Fig. 1.3a

is simulated with w = 10 mm, l = 20 mm, h = 0.787 mm and relative permittivity

ǫr = 2.2. The resonance frequency is 7.2 GHz.

or low-profile, this treatment of the field equivalence principle will be used throughout

the thesis to analyse the antennas’ radiation mechanism.

1.2 Thesis Summary

This thesis aims to explore various antenna types from the magnetic-current source per-

spective. The field equivalence principle is demonstrated to be remarkably effective not

only for an immediate understanding of the antenna radiation mechanism but also for a

thorough analysis of the structure. The analytical and semi-analytical models proposed in
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this thesis play an important role in the physical understanding as well as provide useful

tool for rapid optimisations.

Inspired by the field equivalence principle, a wide range of novel antenna structures are

also proposed. These structures are further developed and tailored for many different

applications. Moreover, they are also thoroughly studied with many side effects being ex-

plored and discussed, mainly originating from knowledge gained from analytical consid-

erations. Three main types of antennas are investigated in this thesis, including travelling-

wave antennas (TWAs), low-profile monopolar antennas and reconfigurable antennas.

The overall contributions of this thesis can be listed concisely as

1. Various novel antenna designs, based on equivalent magnetic current sources, with

unique characteristics or significant improvement in performance compared to that

available in the literature.

2. The thorough understanding of those antennas based on analytical models using the

field equivalence principle as the common underlying technique.

3. Different practical aspects related to those antennas such as design of feeding struc-

tures, antenna optimisations towards enhanced specifications or maximisation of the

frequency tuning range in reconfigurable antennas.

A detailed list of contributions for each type of antennas will be shown in the next section

as an overview of the thesis.

1.3 Thesis Overview

The thesis is divided into 8 chapters, including the Introduction and Conclusion chap-

ters (Fig. 1.5). The main contributions of the thesis are divided into 3 major parts, each

with a specific theme. The first part, discussed in Chapter 2 and Chapter 3, will examine

variations of travelling-wave half-mode substrate-integrated waveguide (HMSIW) anten-

nas and their optimisations. For these antennas, the field equivalence principle is used to

analyse the radiation patterns of the antennas based on other analytical methods required

to obtain the field distribution along the antenna aperture. The second part, presented in
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1.4 Original Contributions

Chapter 4, is about low-profile monopolar antennas designed based on an interpretation

as magnetic-current loops using the field equivalence principle. The last part, spanning

over three chapters, covers a wide range of reconfigurable antennas targeting various ap-

plications. The field equivalence principle is used to understand the antenna operational

mechanisms. It also is the main inspiration opening concepts of different novel designs.

Throughout the thesis, equivalent magnetic dipole and magnetic-current loop are derived

from the antenna structures using this main technique. Each major part of the thesis is

broadly self-contained.

1.4 Original Contributions

The topic and original contributions in each chapter are as follows.

• Chapter 2 reviews the HMSIW structure and its TWA applications. It is noted that

using the field equivalence principle, this antenna can be shown to be equivalent

to a magnetic dipole. A variational process to analyse the propagation constant of

several HMSIW variations related to this thesis is proposed. The main contribu-

tion of this chapter is a semi-analytical model that is general and applicable for any

nonuniform continuous-source TWA. This analysis is based on a lossy transmission

line model of TWAs which takes reflections along the antenna into account. Differ-

ent aspects of the antennas, including the near-field distribution and the effect from

the feeding structure on the radiation patterns, are explored with the aid of the semi-

analytical model. Finally, a transition for the integration of the HMSIW antenna into

metallic structures, working in the millimetre-wave regime, is demonstrated.

• Chapter 3 focuses on the antenna optimisations with various performance targets.

These include wideband operation and different pattern syntheses for the HMSIW

antennas discussed in Chapter 2. The optimisation is based on the semi-analytical

model proposed in Chapter 2 with the aid of different global optimisation tech-

niques. Finally, a reliability-aware optimisation method for wideband antenna is

demonstrated. For illustration, the wideband HMSIW antenna is chosen as an opti-

misation example. Nevertheless, the proposed framework is general and applicable
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Chapter 1 Introduction

Figure 1.5. Thesis outline and contribution
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for any wideband antenna provided that the reflection coefficient can be obtained in

a fast manner.

• Chapter 4 is dedicated to low-profile monopolar antennas. Two novel designs are

proposed in this chapter, including a wideband and a dual-band antenna. These de-

signs are based on the addition of symmetrical slots on a patch, in designs which are

inspired from the field equivalence principle of equivalent magnetic current loops.

These antennas are investigated targeting the integration onto vehicle and helmet

applications.

• Chapter 5 starts with a frequency-reconfigurable antenna based on an HMSIW cav-

ity, where the tuning mechanism utilises varactors loaded with rectangular stubs.

It is noted that the antenna is also equivalent to a magnetic dipole radiating on a

ground plane whose effect can be removed with image theory. This reconfiguring

method is extended for various different types of substrate-integrated circuits, in-

cluding a microstrip patch, a quarter-patch and a quarter-mode substrate-integrated

waveguide (QMSIW).

• Chapter 6 then proposes a novel frequency- and polarisation-reconfigurable an-

tenna. In this design, the position and length of the equivalent magnetic-current

source is reconfigured to change the resonance frequency and polarisation of the

antenna.

• Chapter 7 demonstrates different reconfigurable realisations of the low-profile

monopolar antennas. The dual-band antenna discussed in Chapter 5 is further

developed with an independent reconfigurability in the two operating frequency

bands. Finally, the monopolar mode in a microstrip patch antenna is utilised to-

gether with the conventional TMz
100 mode to design a radiator that can change its

radiation pattern in a continuous range of frequency.
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Chapter 2

Half-Mode
Substrate-Integrated
Waveguide Antennas

T
HIS chapter first reviews the concept of half-mode substrate-

integrated waveguide (HMSIW) and its applications to design

travelling-wave antennas (TWAs). A semi-analytical model based on

transmission line matrices for this antenna type is demonstrated. The analy-

sis is general and applicable for any nonuniform continuous-source TWA pro-

vided that the propagation constants for different cross-sections are available.

The field equivalence principle is used to analyse the antenna’s near-field and

far-field radiations. Different aspects of the antennas, including the near field

distribution, the transitions and its effects on the radiation patterns will also

be explored. Based on this study, a feeding technique to integrate the HMSIW

antennas into metallic structures in millimetre-wave regime is proposed.
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2.1 Introduction

2.1 Introduction

Since its introduction in 2006 [3], the half-mode substrate integrated waveguide (HMSIW)

has been intensively investigated for many applications, especially due to its benefits at

higher microwave frequencies. Many HMSIW antenna applications have been introduced

in literature, including uniform [4–6] and periodic leaky-wave antennas (LWAs) [7–10].

The HMSIW has also been used as the “host” structure to design composite right-left

handed (CRLH) LWA [11]. In all cases, as the power radiates from an array of slots

or a long aperture, the obtained radiation patterns are highly directive. These radia-

tion patterns are also frequency-dependent with a frequency-scanning main beam as a

fundamental characteristic of LWAs [12]. Targeting different applications, a wideband

omnidirectional travelling-wave antenna based on a tapered HMSIW has been introduced

in [13] fed by a direct perpendicular coaxial-line transition [14]. Another realisation of the

wideband tapered HMSIW on a circular ground plane has also been proposed in [15].

This chapter reviews the HMSIW structure and its TWA applications, including the uni-

form and non-uniform continuous-source structures. For clarification, this thesis does not

consider periodic LWAs as in [7–11]. The original contributions of this chapter include a

generalised semi-analytical model which is applicable for any nonuniform continuous-

source TWAs (published in [16]). The near-field distribution and the effects of the feed

on radiation patterns are studied thoroughly based on this analytical model (published

in [17]). A further main contribution is a millimetre-wave antenna designed for flush in-

tegration into metallic structures. This includes a dedicated feeding structure to reduce

ripple level in the radiation pattern (published in [18]).

This chapter is structured as follows. Section 2.2 explains the HMSIW concept as an intro-

ductory background. The propagation constant analysis of the HMSIW and its variations

are also shown here as part of the thesis’ contributions. Section 2.3 reviews two HMSIW

antenna applications that are relevant to this thesis. Section 2.4 presents the full analysis

of the antenna, in which the aperture-field distribution is also examined. Finally, based on

the proposed analytical model, Section 2.5 studies the effects from the feeding structure on

the antenna radiation patterns. Finally, Section 2.6 presents a wideband millimetre-wave

antenna targeting metallic structure integration with the minimised radiation ripples in

its broad-beam pattern.
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Chapter 2 Half-Mode Substrate-Integrated Waveguide Antennas

Figure 2.1. Field distribution for the fundamental mode of the HMSIW.

2.2 Half-Mode Substrate-Integrated Waveguide

2.2.1 Structure

The HMSIW is created by cutting an SIW into a half and extending the substrate from

the open aperture side (Fig. 2.1). Since the thickness of the substrate is typically small

compared to the operating wavelength, the aperture can be approximated as a perfect

magnetic conductor (PMC), i.e. with perpendicular magnetic field. Therefore, the field

distribution inside of the HMSIW is nearly half of that of an SIW. In the first introduction

of this structure [3], the HMSIW was used as a transmission line at higher frequency due

to a slightly lower loss compared to the SIW [19] and its advantage of smaller size. Later, it

has been used more extensively to design LWA due to high radiation loss when operating

close to cutoff [4,13,15,20–22]. The structure is in fact the same as a half-width microstrip

line, proposed at almost the same time [5,23]. In these publications, the authors described

the structure as half of a microstrip line working in the first high-order mode [24, 25].

Thus, interestingly, the structure can be interpreted as either half of an SIW or half of a

microstrip line in the EH1 mode. In fact, the half-mode-SIW interpretation has fostered

the utilisation of this structure to design various microwave components such as [26–29].

For clarification, the term HMSIW is used throughout this thesis instead of half-width

microstrip line.
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The HMSIW has several variations. The following discusses those relevant to this thesis.

The first one is the truncated HMSIW in which the extended substrate from the aperture

side is removed (Fig. 2.2a). This structure has been used to design a wideband omni-

directional horizontally-polarised antenna [13] and is reviewed in the next section. The

second variation is the truncated HMSIW with additional infinite ground plane at the

aperture (Fig. 2.2b). This structure is a substrate-integrated version of the travelling-

wave slot antenna proposed in [30]. The millimetre-wave antennas discussed in Sec-

tion 2.6 utilise this structure. Finally, another variation is the SIW with a longitudinal

slot (Fig. 2.2c). This slot forces the field on the longer side to become a half-mode of a rect-

angular waveguide (TE0.5,0 mode), as similarly as in the HMSIW. The field on the other

side is typically small. This structure is useful when slot antennas on a large ground plane

are desirable. Another advantage of this structure is that it can be fed using an SIW [31].

This structure is chosen to validate the analysis proposed in Section 2.4.

2.2.2 Propagation Constant

As one type of transmission line, the HMSIW can be characterised by its propagation

constant. For the conventional HMSIW (Fig. 2.1) which can be treated as a half-width

microstrip line, the propagation constant can be calculated analytically using the trans-

verse resonance method (TRM) [32–34]. This method is well-known and is not discussed

here for brevity. Instead, this section presents the use of a variational method to analyse

the three variations of the HMSIW mentioned above. This technique follows the treat-

ments in [30] with modifications depending on the considered geometry. It is noted that

the use of the classical TRM method is not applicable in these considered structures since

analytical formulas for the aperture impedance are not available.

Firstly, in all cases, the via holes walls are approximated as solid perfect electric conductor

(PEC) walls using the effective width formula for an SIW. The correction term for the SIW

width is [35]

∆ =
d2

0.95s
, (2.1)

where d is the via hole diameter and s is the spacing between two adjacent vias. For

Variation I and II, w = w′ − ∆/2 and for Variation III, w = w′ − ∆ and a = a′ − ∆/2 (see

bottom figures in Fig. 2.2).
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Figure 2.2. Variations of HMSIW. (a) The truncated HMSIW; (b) The truncated HMSIW with infinite

ground plane; (c) the SIW with longitudinal slot. From top to bottom are the 3D-view,

cross-section and its equivalent waveguide with solid PEC wall.

The space is now divided into internal and external regions with the radiating aperture as

the boundary. The method employs a stationary expression for the propagation constant γ

Φ(γ) =
∫

slot

[

Ey(
i Hz − eHz) + Ez(

i Hy − eHy)
]

dy = 0, (2.2)

where i H and eH are the internal and external magnetic fields corresponding to an as-

sumed tangential electric field Ey and Ez in the slot [30]. It is noted that in Fig. 2.2, the

coordinates are chosen such that the radiating apertures are in yz-plane. The assumed

electric field distribution in the aperture (or slot) is chosen in accordance with the mode of

propagation. The stationary equation (2.2) implies that a first-order change in the assumed
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field distribution in the slot results only in a second-order change in the propagation con-

stant. Therefore, by applying a reasonable assumption for the tangential field distribution

in the slot, γ can be calculated with a high accuracy.

In the three considered cases, since the aperture size, i.e. radiating slot, is typically rela-

tively narrow, a straightforward assumption on the electric field (Ey = 1, Ez = 0) allows

significantly simplifying the analysis while still yielding reasonably accurate results. With

this assumption, equation (2.2) becomes

Φ(γ) =
∫

slot
(i Hz − eHz)dy = 0. (2.3)

To evaluate Φ(γ), the field equivalence principle is first applied to obtain the equivalent

magnetic current in the slot (see Chapter 1.1.1). An orthogonal mode expansion inside the

waveguide with appropriate boundary conditions is used to obtain i Hz. For the external

field, two cases are considered:

• Without ground plane (Variation I): Since the antenna thickness is relatively small,

the approximated equivalent problem is a single magnetic current source M = −n̂×
E radiating into free space.

• With an infinite ground plane (Variations II and III): This case is similar to the

aperture antenna with an infinite ground plane discussed in Section 1.1.2. Im-

age theory can be used, which results in doubling the equivalent magnetic current

M = −2n̂× E.

The detailed procedure of derivation can be found in the Appendix of [30]. Here only

closed-form expressions for the field integrals are shown. For the internal field,

∫

slot

iHz(γ)dy =
j

ωµ

[

g2l0
w

cot l0h

+2
∞

∑
n=1

Xn cot lnh

(

ln w

(nπ)2
+

1

wln

)

]

(2.4)

with

ln =

√

ǫrk2
0 + γ2 −

(nπ

w

)2
. (2.5)
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where k0 = ω/c and ǫr is the relative permittivity of the substrate. For Variation I and II,

Xn is evaluated as

Xn =

(

sin
nπh

w

)2

, (2.6)

For Variation III, Xn is evaluated as

Xn =

(

sin
nπ(g + a)

w
− sin

nπa

w

)2

, (2.7)

For the external field,

∫

slot

eHzdy =
1

mωµ



gκe





κeg
∫

0

H
(2)
0 (u)du − H

(2)
1 (κeg)





+ lim
u→0

uH
(2)
1 (u)

]

, (2.8)

with
κe =

√

k2
0 + γ2 (2.9)

and H
(2)
i is the ith-order Hankel function of second kind (noting that for Variations I and II

g = h, i.e. the slot size is the same as the antenna thickness). The factor m = 1 if there

is an infinite ground plane (Variation II and III) and m = 2 if there is no ground plane

(Variation I). The stationary equation can be efficiently solved by an iterative Newton’s

process. The first guessed root of equation (2.3) can be chosen as

γ0 =

√

( π

2w

)2
− ǫrk2

0 (2.10)

by approximating the HMSIW as the half-mode waveguide with a PMC wall at the aper-

ture location. It is worth mentioning that the variational method has also been further

investigated to successfully analyse different types of folded substrate-integrated wave-

guide, published in [36]. These results are put in Appendix A as a side result of this thesis.

Figures 2.3 show the results of the propagation constant γ for the cases of truncated HM-

SIW and slot HMSIW (Variations I and III). The multi-line method [37] is used to obtain γ

from Ansys HFSS simulation. Very good agreement between analysis and numerical cal-

culation is obtained, which validates the analytical method. Best results are obtained in
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2.2 Half-Mode Substrate-Integrated Waveguide

Figure 2.3. Validation of variational method. (a) Results for the truncated HMSIW (Variation I) with

w′ = 7 mm, h = 1.524 mm, relative permittivity ǫr = 2.5, d = 1.05 mm and s = 1.2 mm.

(b) Results for the SIW with longitudinal slot (Variation III) with w′ = 10 mm, a′ = 1.5 mm,

h = 0.787 mm, ǫr = 2.2, s = 1 mm, d = 0.6 mm.

the case of Variation III, i.e. with infinite ground plane, and small radiating slot size g. This

is expected because when g is decreased, the assumed field distribution (Ey = 1, Ez = 0)

in the slot becomes more accurate. The next part of this section will describe a process to

include dielectric and conductor loss in the calculation with a validating example using

Variation II.

Extension to Include the Dielectric and Conductor Loss

The method above can be extended to include the dielectric and conductor loss, which

becomes a crucial factor as the frequency increases. As an illustration, the truncated HM-

SIW with an infinite ground plane (Variation II) is used to validate the technique presented

here. Firstly, the dielectric loss is incorporated into the variational analysis above by us-

ing the complex relative permittivity ǫ′r = ǫr(1 + j tan δ) where tan δ is the loss tangent of

the material. Secondly, the effect of conductor loss can be added by considering that the

conductor loss in the HMSIW is close to that of an equivalent rectangular waveguide with

the same height and the width of a = wRG = 2w. An analytical formula for the conduc-

tor loss in a rectangular waveguide can be found in [38] (equation (66) p. 353, applicable

for TE10 mode). For a well-designed HMSIW, the leakage loss of the spacing of via holes

should be negligible compared to the dielectric and conductor losses, especially at high
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Chapter 2 Half-Mode Substrate-Integrated Waveguide Antennas

Figure 2.4. Propagation constant of the truncated HMSIW with infinite ground plane. The

HMSIW width w = 1 mm and the dielectric loss tan δ = 0.0019 is considered in all cases.

The right figure is a zoom-in of the left figure for visualising α. The legends are the same

for both figures. The material chosen is Roger Duroid 6006 with thickness h = 0.254 mm

and relative permittivity ǫr = 6.15.

frequencies [39]. Figure 2.4 shows the comparison of the theoretically analysed propa-

gation constant with results from full-wave simulation using the multi-line method [37].

Very good agreement between analysis and simulation is obtained which validates the

proposed calculation method. The small discrepancy can be explained by the limitation

of the equivalent rectangular waveguide model of the HMSIW when considering the con-

ductor loss.

2.3 HMSIW Antenna Applications

For completeness, this section briefly summarises two types of TWAs based on the HM-

SIW structure that are relevant to this thesis. These antennas are chosen since radiation

occurs along their aperture, for which the field equivalence principle can be applied. The

consideration excludes periodic LWAs such as in [7] where the radiations occurs at per-

turbations such as slots. For clarification, this section 2.3 is not part of the original contributions

of this thesis.
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2.3.1 The Beam-Scanning Leaky-Wave Antenna

Since the HMSIW structure has radiation losses when operating close to cutoff, it can

be used to design LWAs. The simplest design is the uniform structure proposed in [4,

5]. As a LWA, the power is progressively radiated along the open aperture. Thus, the

antenna has high directivity with a very simple feeding structure, e.g. a tapered microstrip

transmission line. The main beam depends on the propagation constant, which in turn is

a function of frequency. Thus, as similar as any LWA, this type of antennas also possesses

frequency-dependent scanning ability:

θm( f ) = cos−1

[

β( f )

k0( f )

]

(2.11)

where θm is the main beam direction defined with 0◦ in the guiding-wave direction and

90◦ at broadside. Furthermore, the antenna profile can be modified to reduce the sidelobe

level as demonstrated in [40, 41]. This is further discussed in Chapter 3.

2.3.2 The Wideband Antenna

This antenna has been proposed in [13] targeting wideband operation and omnidirectional

radiation pattens. The design was based on the same concept, i.e. high radiation loss

of the HMSIW close to cut-off but with a different approach. In this design, the cut-off

frequency is forced to increase along the length of the antenna by progressively tapering

the HMSIW width as shown in Fig. 2.5a. The wave is guided along the HMSIW structure

until it reaches the position where the cut-off frequency is close to the operating frequency,

i.e. where the radiation losses from the open side of the guide become significant and the

antenna starts to radiate intensively (Fig. 2.5b). Since the structure is planar, it acts as a

short magnetic-current source radiating into free-space. As a results, the antenna achieves

omnidirectional radiation patterns across a wide range of frequencies. This antenna was

fed by a wideband perpendicular transition from a coaxial line that was proposed in [14].

Although this antenna type had been published before my Ph.D. candidature in [13], many aspects

of this design are studied with much more insight and depth in this thesis. It is importantly noted

that many later sections in Chapter 2 and 3 will refer to this antenna (Fig. 2.5).
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Figure 2.5. Design of a wideband antenna based on HMSIW. (a) Antenna structure [13]; (b) 3D

representation of the field distribution.

Due to the difference in the radiation mechanism, in this thesis, the term travelling-wave

antenna (TWA) includes both antenna types above while the term leaky-wave antenna

(LWA) refers only to the first type (the highly directive beam-scanning antenna). It should

be noted that the term TWA is more general and includes LWA [40].

2.4 Antenna Analysis

This section is the core contribution in this chapter. The nonuniform continuous-source

travelling-wave antennas are thoroughly analysed using a lossy transmission line model,

which is based on a waveguide circuit theory found in [42]. The conventional HM-

SIW with the substrate and ground plane extended from the open aperture, and the

SIW with longitudinal slot (see Section 2.2) are chosen to validate the proposed analysis.

These particular examples are selected here due to their simplicity, ease of fabrication and

continuous-source profile. The findings in this section are published in [16]. The results

are also compared with the traditional approach for analysing TWA [40] to demonstrate

the accuracy improvement achieved with the proposed technique.

This section starts by revising the classical analysis of TWA as a background. Then the

proposed model and analysis are presented, followed by a validation on the near-field

distribution of the conventional HMSIW. A process to include a transition structure for
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2.4 Antenna Analysis

accuracy improvement is then illustrated, followed by the calculation of the far-field pat-

tern.

2.4.1 Classical Analysis of TWA

The classical analysis of TWAs can be found comprehensively in [40]. Its main aspects will

be briefly revised here to emphasise the critical assumptions employed in this analysis.

A continuous-source TWA is described by the varying propagation constant γ(z) =

α(z) + jβ(z) along the guiding direction, i.e. z-direction. Here γ(z) can be calculated

using various analysis methods such as transverse resonance method (TRM), variational

method [40] or modal analysis [43]. Alternatively, it can also be obtained through simula-

tion [7, 19, 37, 44] or experiment [40].

For the analysis of the radiation properties of a LWA, the source distribution function

A(z) = |A(z)|ejψ(z) is required to be computed. Here A(z) is the equivalent current trav-

elling along the antenna with phase ψ(z). The radiation pattern can be readily calculated

as a Fourier transform of A(z).

The aim is to determine A(z) from γ(z). The traditional approach relates the attenuation

constant α with the power along the source

2α(z) = − 1

P(z)

dP(z)

dz
. (2.12)

For simplicity, assuming the lossless case (only radiation loss is present), pR = −dP(z)/dz

can be interpreted as the power radiated per unit length. Therefore, pR may be written as

pR = C|A(z)|2 . (2.13)

Combining these two equations, one can easily derive

|A(z)|2 =
1

C
α(z)e−2

∫ z
0 α(τ)dτ . (2.14)

The phase ψ(z) is simply

ψ(z) = −
∫ z

0
β(τ)dτ. (2.15)

As Walter pointed out in Chapter 4 of [40], equation (2.13) is only true when considering

the infinitesimal element dz radiating in isolation. This means the above analysis neglects
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the reflections along a non-uniform structure and is only an approximation for travelling-

waves [40]. Furthermore, the constant of proportionality C for an infinitesimal element dz

is also assumed to be constant along the antenna, which is apparently not correct if the

cross-section varies.

In summary, although the classical analysis is simple and provides a closed-form solution

for the source distribution of any TWA, the aforementioned assumptions should always

be considered before application. Under these assumptions, the classical analysis does

not determine the true field propagating along the TWA. Instead, it links radiated power

intensity to the magnitude of source distribution, i.e. equation (2.13). One of the biggest

advantages of this analysis is that only the propagation constant γ(z) is required to be

computed. Modal field analysis is only needed to some extent in order to identify the

polarisation of the TWA radiation pattern. It is noted that due to its simplicity, closed-

form formulas and accurate prediction on the main beam direction, this type of analysis

has still been regularly used in the recent literature [45–47].

2.4.2 Proposed Model and Analysis

The proposed analysis treats any smoothly varying non-uniform TWA as a lossy trans-

mission line (TL) with variable complex impedance and propagation constant along its

length. The theoretical framework described in [42] by Marks and Williams, which pro-

vides an accurate circuit model for travelling-wave structures is applied. Since a circuit

model with voltage and current waves is involved, the analysis assumes a single mode

propagating along the wave-guiding structure. This is a reasonable assumption since

many TWAs are designed in the single-mode operation region of their host waveguide

(so that only one set of propagation constant γ(z) is considered). A generic non-uniform

continuous-source TWA is illustrated in Fig. 2.6a.

The general idea of the analysis is to discretise the TWA into small sections which can be

then approximated as uniform transmission lines (UTL). These small sections (illustrated

Fig. 2.6b) can then be cascaded to obtain the network parameters of the whole structure.

This would have been straightforward if the characteristic impedances would be real,

but this is not the case for TWAs - hence the theory in [42] is utilised. It is emphasised

that although the general concept is based on [48], the present analysis shows a much
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Figure 2.6. Nonuniform travelling-wave antenna. (a) A generic representation of nonuniform TWA:

γ(z) is the propagation constant along the antenna, η is the wave impedance which can

be calculated from γ depending on the propagating mode, L is the antenna length; (b)

Discretised model to analyse a non-uniform TWA.

more systematic approach and is general for a travelling-wave in a lossy single-mode

transmission line. For completeness, the circuit model for a uniform lossy waveguide is

summarised first and its application to calculate the field distribution along a non-uniform

TWA is demonstrated.

Circuit model for a uniform section

In contrast to the traditional approach (Section 2.4.1), this model actually examines the

physical field of a travelling-wave

Et = c+e−γzet + c−eγzet ≡
v(z)

v0
et (2.16)

Ht = c+e−γzht − c−eγzht ≡
i(z)

i0
ht (2.17)

where et and ht are the normalised transverse modal field distribution, which are inde-

pendent on z in a uniform section; v0 and i0 are normalisation constant of the waveguide

voltage v(z) and current i(z). The normalisation constant for power and characteristic

impedance are respectively [42]

p0 =
∫

S
et × h∗t · ẑdS = v0i∗0 (2.18)
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Z0 = v0/i0 = |v0|2/p∗0 = p0/|i0|2 =
|v0|2

∫

S |et|2dS
η. (2.19)

where η is the wave impedance, which satisfies ẑ× et = ηht and S is the cross-section of

the waveguide, which in an assumption is the whole transverse plane for a LWA. When

formulating this circuit model for a UTL, v0 can be chosen arbitrarily and the modal field

et can be normalised by any non-zero constant. Thus, only the phase of Z0 is fixed, which

is the same as that of the wave impedance η. The forward and backward travelling wave

intensities are then defined respectively as

a0 ≡
√

Re(p0)

2v0
(v + iZ0); b0 ≡

√

Re(p0)

2v0
(v− iZ0) (2.20)

By this definition, the travelling-wave is continuous and thus, it is possible to cascade

series-connected two-port networks.

Field distribution calculation

The TWA is discretised into small sections as illustrated in Fig. 2.6b. Each interface be-

tween two adjacent sections is treated as one waveguide port. At each port, v0 and et can

always be selected and normalised such that

v0(z) = 1 and
∫

S
|et(z)|2dS = 1. (2.21)

This simple choice makes the characteristic impedance identical to the wave impedance

Z0 = η (see equation (2.19)). The normalised constant of the travelling-wave intensity in

equation (2.20) is then reduced to
√

Re(p0(z))

2v0(z)
=

√

Re(η(z))

2|η(z)| . (2.22)

This is very convenient since η(z) can be calculated from γ(z) depending on the propa-

gating mode of the travelling-wave.

At this stage, all necessary normalisation parameters are defined, and the analysis can

proceed as follows: The ABCD-matrix of each approximately uniform section is calculated

as

[An] =

[

An Bn

Cn Dn

]

≈
[

cosh(γn∆z) ηn sinh(γn∆z)
1

ηn
sinh(γn∆z) cosh(γn∆z)

]

.

(2.23)
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Figure 2.7. Voltage distribution calculation. Two series-connected two port network for the calcu-

lation of the voltage at the junction

Fig. 2.6b defines and illustrates how [An] is computed from γn and ηn.

The voltage at a particular position zx along the antenna is calculated from the S-

parameters of two series-connected two-port networks as illustrated in Fig. 2.7. These S-

parameters are obtained by converting the corresponding cascaded ABCD-matrices with

two complex port impedances [42] (see Appendix B). Under the normalisation of (2.21),

the two equations in (2.20) can be combined to yield

v(zx) =
|ηx|

√

Re(ηx)
(ax + bx), (2.24)

where ηx is the wave impedance at z = zx. By relating ax with a1 and bx using S-

parameters of each section A and B, v(zx) can be obtained from (Fig. 2.7)

ax + bx = (S11B + 1)
S21A

1− S22AS11B
a1. (2.25)

Let v(0)+ and η(0) be the forward voltage and the wave impedance at z = 0. From (2.24)

and (2.25), the voltage at any position along the antenna is

v(zx) = v(0)+(S11B + 1)
S21A

1− S22AS11B

|ηx|
|η(0)|

√

Re(η(0))

Re(ηx)
. (2.26)

It is noted that the calculation of these S-parameters can be carried out simultaneously

when cascading the ABCD-parameters of each section.

From equation (2.16), Et can be obtained as

Et(z) =
v(z)

v0
et = v(z)et(z). (2.27)

Hence, the electric field Et can be calculated if et is known, provided
∫

S |et(z)|2dS = 1.

Typically, finding et requires solving a boundary condition problem in 2 dimensions. For
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Figure 2.8. HMSIW structure. (a)The conventional HMSIW and (b) its corresponding unperturbed

structure. The PEC wall can be realised by via-holes with accurate width conversion formula

[49].

typical TWAs, a reasonable approximation can be made considering that the structure is

a perturbation from a waveguide for which an exact solution of modal field is available.

Thus, a good estimation is et ≈ e0t where e0t is the unperturbed modal solution. Further-

more, provided that the cross-section does not vary significantly along the TWA, one may

just approximate et as constant versus position, in which case the field becomes simply

proportional to the voltage v(z).

2.4.3 Aperture-field Validation

As an initial validation, the aperture-field distribution will be calculated using the pro-

posed method in comparison with the traditional approach and simulations using full-

wave numerical software Ansys HFSS. The first structure chosen for investigation is the

conventional HMSIW. For readers’ convenience, the structure is shown again here in

Fig. 2.8. The fundamental mode of a HMSIW is the half-mode TE0,0.5 , thus the wave

impedance is calculated as

ηTE(z) =
j

ωγ(z)
. (2.28)

For demonstration of improvement over the classical analysis, a HMSIW with nonuniform

profile is considered. The selected material is Rogers Duroid 5880 with relative permittiv-

ity ǫr = 2.2 and thickness h = 31 mil = 0.787 mm. The antenna length is chosen as

L = 200 mm. A simple linear width profile is selected as

w(z) = wstart(1− Kz) (2.29)
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where the tapering constant K = (wstart − wend)/L and wstart and wend are start and end

widths of the HMSIW. The voltage v(z) along the waveguide is then obtained following

the analysis in Section 2.4.2. To determine the waveguide field distribution, the HMSIW

can be considered as a perturbation from an ideal rectangular waveguide with a perfect

magnetic conductor at one side as illustrated in Fig. 2.8b. Therefore, the modal electric

field et can be written approximately as

et(x, y, z) ≈
√

1

w(z)h
cos(

πx

2w(z)
) · ŷ, (2.30)

in which the normalisation condition in equation (2.21) is also satisfied. Thus, the field

distribution at the antenna aperture (x = 0) can be approximated as

E(x = 0) ∝
v(z)
√

w(z)
ŷ. (2.31)

Fig. 2.9 shows the analysis and simulation for the aperture field distribution at f = 8 GHz

for wstart = 9 mm, L = 200 mm and wend = 5 mm (K = 0.02). Excellent agreement

can be observed between the proposed analysis and the corresponding simulation, which

validates the accuracy and correctness of the analysis. From these results, three expected

physical features can be noticed:

1. The distributed reflections along the waveguide due to the tapering effect result in a

standing-wave.

2. The structure radiates extensively when the length reaches a certain value, i.e. z ≥
160 mm. This is because α starts increasing sharply as the width is reduced close to

the cut-off of the waveguide [19].

3. Before this position of extensive radiation, the field strength increases slightly along

z since the width is decreased and the power density should be increased (without

much radiation).

Page 28



Chapter 2 Half-Mode Substrate-Integrated Waveguide Antennas

Proposed analysis assuming constant et
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Figure 2.9. Aperture field distribution of the tapered HMSIW. Normalised aperture field (x = 0)

of the a tapered HMSIW at f = 8 GHz for wstart = 9 mm, L = 200 mm and wend = 5 mm

(K = 0.02): (a) Magnitude; (b) Phase. The legend is the same for both figures: solid lines

for proposed analysis; dotted lines for proposed analysis assuming constant et; dot-dashed

line for classical analysis and dashed lines for simulation.

The results for the source of radiations using traditional approach [40] (Section 2.4.1) is

also included in Fig. 2.9. It can be observed that the classical analysis result exhibits a

large discrepancy compared to simulation. In Fig. 2.9, when z ∈ (0, 45) mm, the classi-

cal analysis yields zero field distribution because α(z) = 0 in this region, i.e. the slow-

wave region. These considerations take into account the fact that the slow-wave does

not radiate and this part can thus be excluded in the calculation of the near-field and far-

field. Although this is a reasonable assumption, it is however not rigorously true because

the non-radiating property of slow-wave is only exact for infinitely long and continuous
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waveguide. As soon as non-uniformity or discontinuities are included, which is the case

for any finite-length LWA, radiation (even if weak) will occur. It can be concluded that

the classical analysis may give a reasonable prediction on the far-field pattern but fails to

yield physically meaningful aperture-field or near-field distributions.

It can be noticed further that if the cross-section along the antenna does not vary sig-

nificantly, it is possible to simply approximate E ∝ v(z)û where û is the unit vector of

electric field polarisation. As demonstrated in Fig. 2.9a (dotted line), this still provides a

reasonable approximation on the aperture field distribution of the antenna. The near-field

distribution of this type of tapered LWA has been validated through experiment in [50].

Using the field equivalence principle, the source distribution of a LWA, i.e. the equivalent

current, can be shown to be proportional to near-field distribution. In summary, based

only on the knowledge of the propagation constant γ(z) (similar to the classical approach),

using the proposed analysis, one can always obtain a much more accurate prediction on

the radiation source distribution of a LWA than the traditional approach (using E ∝ v(z)û).

A very accurate prediction of the field can be obtained if a close approximation of the

modal field is available, e.g. as provided in this case through (2.30).

As a validation for the generality of the method, the substrate-integrated waveguide (SIW)

with continuous longitudinal slot is also investigated. As proposed in [31], to reduce the

cross-polarisation, the slot is kept straight while the shape of the PEC side walls is altered

along the waveguide (Fig 2.10). The width of SIW is kept constant as wSIW = 10 mm.

Other parameters are substrate thickness h = 0.787 mm, relative permittivity ǫr = 2.2,

antenna length L = 150 mm and slot width g = 0.2 mm. The shape of the SIW is defined

using parameter x0, which is chosen in this investigation case as a cosine function

a(z) = k1 + k2 sin(
πz

L
). (2.32)

Figure 2.11 shows the analysed and simulated electric field distribution on the slot at

f = 7 GHz for the case k1 = 2.5 mm and k2 = −2 mm. Similar features as for the

previous case can be observed, which further demonstrates the general applicability of

the proposed model.
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Figure 2.10. A slotted SIW LWA with meadering side walls. (a) Cross-section; (b) Top view.

Figure 2.11. Normalised magnitude of aperture electric field of a non-uniform slotted SIW.

2.4.4 Method Limitation for Rapidly Changing Structure

As stated in Section 2.4.2, the assumption for the proposed analysis is that only one mode

is propagating along the waveguide. This implies that the results will degrade for increas-

ingly rapid profile variations of the leaky-wave structure, as these can excite higher-order

modes. In order to illustrate this feature, a HMSIW with the width profile

w(z) = w0 −wA sin(
2πz

Lp
) (2.33)

is considered. The highest variation in the width is wmax/wmin = (w0 + wA)/(w0 − wA)

and the maximum slope of the width with respect to the guiding direction is 2πwA/Lp .

Figure 2.12 shows the analysed and simulated near-field distribution at f = 8 GHz (wave-

length λ = 37.5 mm) for different values of wA and Lp while w0 is fixed at 9 mm for an
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antenna length L = 150 mm. It can be confirmed from Fig. 2.12 that the accuracy of the

analysis decreases with increasing wA and decreasing Lp. It is noted that rapidly chang-

ing TWAs are often used in periodic structures [51, 52], which is not the general type of

problem addressed in this thesis. In contrast, for many of applications of continuous-

source TWA structures, the method still shows an excellent agreement and high degree of

improvement compared to the classical formula as further shown in Chapter 3.

Figure 2.12. Aperture field of more rapidly changing HMSIWs. Normalised magnitude of aperture

field of more rapidly changing HMSIWs and the corresponding normalised radiation pattern

at f = 8 GHz (width profile shown in equation (2.33), w0 = 9 mm, L = 150 mm). Blue

solid lines: analysis, black dashed lines: simulation. The insets show top views with the

same scale of the width and length of the HMSIWs.
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2.4.5 Inclusion of Feeding or Load Transition Structure

Typically, the feeding and load transitions can be designed to provide nearly perfect

impedance matching for relative narrow band antenna. However, for wideband designs,

e.g. devices with about 80% relative bandwidth such as in [13, 15], the effect of the feed-

ing/load transitions should be included for more accurate prediction on S-parameters.

This section will demonstrate how this can be carried out with the aid of a numerical

simulation tool.

The general concept is simply to obtain the ABCD-matrix of the feeding structure from

simulation and then cascade it with the ABCD-matrix of the LWA (Fig. 2.6)

[Astructure] = [Atransition1] · [Aantenna] · [Atransition2]. (2.34)

However, extreme care needs to be taken when simulating the feed to obtain [Atransition].

This is because by definition, ABCD-matrix relates the voltage and current at two ports,

which in turn depend on the simulated port impedance. Furthermore, the port impedance

Z0 depends on the definition used in the simulator.

In [42], Marks and Williams showed that the scattering parameter of a travelling-wave is

constant with the normalisation factor of v0. Therefore, to obtain the correct ABCD-matrix

to be used in equation (2.34), one should simulate the transition structure using a matched

port, e.g. without normalisation on impedance when using ANSYS HFSS. This will yield

the true S-parameter of the travelling-wave. Then these obtained S-parameters can be

converted into ABCD-matrix as shown in the Appendix B [42]. When performing this

conversion, the port impedances at the interfaces between the antenna and the transitions

(Fig. 2.6a) are the characteristic impedances that are chosen for the LWA, i.e. η(0) and η(L)

(Fig. 2.6b).

The effect of including the feeding structure will be demonstrated in Chapter 3, Section 3.3

where fully optimised antennas are designed together with their transitions. It is worth

emphasising that the transition can be typically designed and simulated separately from

the antenna. The ABCD-matrix can be extracted once only to be placed in the pattern

synthesis or any optimisation process. Therefore, the above procedure can improve the

accuracy for the prediction of the S-parameters of the whole structure without noticeably

increasing the design time.
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Figure 2.13. Geometry of a wideband tapered HMSIW antenna. This antenna was presented

in [48].

Table 2.1. Dimensions of the wideband tapered HMSIW optimised for bandwidth 6.7 GHz to 17 GHz.

widths w0 w1 w2 w3 w4 w5 w6 w7 w8 w9

values (mm) 7.0 6.5 6.0 5.5 5.0 4.5 4.0 3.5 3.0 2.5

lengths l1 l2 l3 l4 l5 l6 l7 l8 l9

values (mm) 34.55 23.91 20.38 16.46 15.52 13.31 10.79 9.88 15.77

2.4.6 Antenna Radiation Patterns

Once the field distribution can be calculated along the radiating aperture of the antennas,

the field equivalence principle can be used to obtain the radiating source. Basically, the ra-

diating source is proportional to the aperture-field distribution A(z). The far-field pattern

E(θ) is then calculated using the well known formula [40]

E(θ) = G(θ)
∫ L

0
|A(z′)|ej[ψ(z′)+k0z′ cos θ]dz′. (2.35)

where G(θ) is the element pattern.

For illustration, a wideband tapered HMSIW antenna (Fig. 2.13 - see more in Section 2.3.2)

optimised for the bandwidth from 6.7 GHz to 17 GHz is considered. This antenna was

presented in [48]. The width profile of this antenna is shown in Table 2.1. The transition

parameters are l f = 14 mm and w f = 10 mm. The substrate is chosen as Roger Ultralam

2000 with relative permittiviy ǫr = 2.2 and thickness h = 1.524 mm. To obtain an accurate

prediction on the far-field pattern, the field distribution in the feeding section should be
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Figure 2.14. Far-field radiation patterns of the wideband tapered HMSIW antenna. The antenna

shown in Fig. 2.13 with geometry defined in Table 2.1 is used for illustration.

taken into account. This is carried out using the Green’s functions for a rectangular wave-

guide terminated by a short circuit at it ends [53]. The treatment can be found in [48] and

is not shown here as it is not part of the thesis contribution.

The analysis presented in the previous section is used to calculate the aperture field dis-

tribution A(z) from which the equation 2.35 is used to calculate the far-field pattern. The

results are plotted in Fig. 2.14 for two frequencies in the operating band. As expected

from the radiation mechanism explained in Section 2.3.2, gain patterns with two sym-

metrical broad beams in the xz- and yz-planes are obtained. Analysis and measurement

show good agreement, which further validates the proposed analysis. It is noted that

both results show certain levels of ripples in the patterns. The origin of these ripples are

investigated in the next section. Extensive numerical and measurement validations on

various far-field patterns will be shown later in Chapter 3 together with different antenna

optimisations.
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2.5 Effect of Feeding Structure on Radiation Patterns

The parasitic effects from the feed and termination on the far-field pattern of the HMSIW

antenna with highly tapered width-profile mentioned in Section 2.3.2, are thoroughly in-

vestigated in this section. The motivation is to study the ripples in the radiation pattern

as shown in Fig. 2.14. The original contribution of this section has been published in [17].

This section first shows the analytical computation of the electric field in the near-region

of the antenna based on the analytical model proposed in the previous section and the

field equivalence principle. From this result, the effects of the feed and termination on the

pattern are determined.

2.5.1 Near-field Calculation

In order to physically explain these ripples, the electric field in the vicinity of the antenna

is calculated and compared with simulation. For this investigation, the antenna shown

in Fig. 2.13 with geometry defined in Table 2.1 is used. The aperture field distribution is

computed using the lossy transmission line model in Section 2.4. The coordinates used

for the near-field calculation is defined in Fig. 2.15. The x-axis separates the transition and

antenna sections. By using the field equivalence principle, the antenna is approximated

as a magnetic dipole radiating into free space with magnetic current M whose magnitude

is proportional the aperture field distribution.

For demonstration, the field in half xz-plane (y = 0, x < 0) will be calculated and shown in

this section. Similar field distributions are observed in other planes containing the z-axis

since the radiation pattern is almost omnidirectional in the xy-plane. The field at position

P(x, 0, z)(x < 0) is given as [2]

Ey = −Eφ = −
∫ L

−l f

jkhMz(z
′) sin θ

4πr

[

1 +
1

jkr

]

e−jkrdz′. (2.36)

where

r =
√

(x2 + (z− z′)2, (2.37)

θ = tan−1

( −x

z− z′

)

(0 ≤ θ ≤ π), (2.38)
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Figure 2.15. Near-field calculation set up. Coordinate system used for calculation of the near-field

distribution of the antenna shown in Fig. 2.13.

h is the thickness of the substrate, l f is the length of the transition section, L is the length

of the antenna and k = ω
c is the free-space wavenumber.

Equation (2.36) can be computed easily by a discretisation of the antenna aperture along

the z-axis. The semi-analytically calculated electric field in the vicinity of the antenna is

shown in Fig. 2.16. The corresponding simulated magnitude of electric field strength is

shown Fig. 2.17. It is noted that the field strengths are normalised not to the maximum

value in the half xz-plane but are capped to a chosen value for a better visualisation of the

field far away from the antenna. Very good agreement between analysis and simulation

verifies the computation approach. It can be observed from Fig. 2.16 and 2.17 that the

antenna mostly radiates around the cut-off position. The wavefronts are almost circular

around a centre located approximately at the cutoff position. This is reasonable as the

antenna was optimised to achieve a low directivity pattern. It is worth noting that if the

rate of tapering is not fast enough, the antenna radiation mechanism will evolve towards

that of a uniform LWA.

Examining the near-field radiations from Figs. 2.16 and 2.17, one can observe a weaker

secondary source of power radiation located at the transition, i.e., close to the feeding

point. This is reasonable because a slow-wave radiates at field discontinuities [40], pp.14-

15. This secondary radiation interferes with the main radiation and causes the ripples in
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Figure 2.16. Calculated electric field Eφ = −Ey in xz-plane at f = 14 GHz.

the far-field pattern. For a given antenna geometry, the level and the number of the rip-

ples depend on the operating frequency. When the frequency is higher, the wavelength is

shorter and the distance between the main radiation at cutoff and the transition is longer,

which causes more ripples in the pattern. Another observation is the decrease in the rip-

ple level with increasing frequency, which can be explained by the fact that more energy

concentrates inside the substrate at the transition position at higher frequency.

2.5.2 Simulation Results with No Discontinuity at the Transition

It has been shown that the ripples in the radiation pattern come from parasitic radiation

at the transition position. In order to verify that this is the only source of the ripples,

an identical antenna with a very large feeding waveport is simulated using a commer-

cial electromagnetic simulation tool (HFSS) as shown in the Fig. 2.18. Although there is

still some diffraction at the edge, the waveport is large enough to avoid any significant

radiation or diffraction at the transition of the antenna.
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Figure 2.17. Simulated electric field magnitude |Eφ| = |Ey| in xz-plane at f = 14 GHz.

Figure 2.18. HFSS simulation setup to remove the discontinuity at the transition. Field strength

is shown for f = 14 GHz.

The radiation pattern of such a conceptual antenna is shown in Fig. 2.19 with dash-dot

curve. This radiation pattern exhibits a very broad beam with almost no ripple compared

to the analytically computed and numerically simulated radiation patterns of the prac-

tical antenna with transition section, also depicted in Fig. 2.19. This confirms that the

observable ripples do not come from either reflected waves inside the tapered HMSIW or

multiple radiations at different angles along the antenna (noting that the phase constant β

varies along the antenna length), which initially seems to be a reasonable explanation.
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Figure 2.19. Analytical and simulated radiation patterns. The dot-dash curve is the simulated

radiation pattern of the conceptual antenna with nearly perfect feed shown in Fig. 2.18.

The dash and solid curves show the calculation and simulation, respectively, of the radiation

pattern of the antenna with transition. All patterns are plotted at f = 14 GHz.

2.5.3 Recommendation for Reduction of Parasitic Ripples

In case of a uniform LWA, reduction in the pattern ripples are typically achieved by vary-

ing the attenuation constant α or making the antenna longer [54]. For the highly tapered

HMSIW antenna (Fig. 2.5), reducing level of ripples does require different techniques since

the problem lies at the transition section rather than at the load as in case of a uniform

LWA.

The analysis shown above suggests that in order to reduce the level of ripples for the

tapered HMSIW antenna, one should reduce the radiation at the transition. This can be

partly achieved by increasing the relative permittivity and decreasing the thickness of the

substrate so that most of energy close to the transition remains well confined within the

waveguide. Ultimately, a transition that can minimise the discontinuity in the field is the

most desirable. Such a transition is shown in the next section in a design of millimetre-

wave antennas integrated into metallic structures.
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Figure 2.20. HMSIW antenna integrated into cylindrical pole. (a) Photograph of the fabricated

device with two antennas integrated in a metallic pole. (b) Antenna assembly diagram

(bottom half is half of the conducting pole and is not shown)

2.6 Transitions for Minimising Radiation Ripples

In this section, the transitions for the wideband HMSIW antenna (Fig. 2.5 and 2.13)

adapted for the metallic structure integration in millimetre-wave regime with minimised

radiation ripples are proposed.

The first design objective is to integrate the antenna into a cylindrical pole with the coaxial

connector at the base as shown in Fig. 2.20. In this configuration, the antenna operates as

a magnetic dipole radiating on a ground plane (Variation II - see Section 2.2). As demon-

strated above, the antenna may exhibit clearly defined ripples in the broad beam elevation

radiation patterns (H-plane). In order to reduce the level of these ripples, the unwanted

parasitic radiations at the feed-side transition need to be reduced by providing a contin-

uous wideband transition. This is realised starting from a coaxial connector to a shielded

microstrip line then to a curved feeding HMSIW line connected to the antenna as shown

in Fig. 2.21a. For clarification, selected cross-sections along the transition are shown in

Fig. 2.21b.

Figure 2.21 suggests that the transition angle ψ should be small enough to minimise the

field discontinuity from the half-shielded feeding HMSIW to the antenna, which radiates

to half free-space. However, a smaller value of ψ will result in a longer transition (for a

fixed distance lc from the coaxial connector to the antenna edge). This consequently in-

creases the total losses in the structure. A compromise value for this angle is chosen as 30◦.
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Figure 2.21. The transition for the HMSIW antenna integrated into cylindrical pole. (a) Details

of the transition design, (b) Cross-sections along the transitions.

Additionally, the two curves of the feeding HMSIW (Fig. 2.21b) should be carefully opti-

mised to minimise the transition length while keeping the return loss within a satisfactory

level, i.e. 20 dB. Figure 2.22 shows the S-parameters for the transition with a matched port

at the antenna side.

With the presence of the pole, which forms an electrically large curved ground plane,

the antenna aperture radiation becomes directive into half free-space. Thus, the pole can

integrate two identical antennas to cover the whole free-space. Finally, for illustration, the

radiation patterns of the antenna at a particular frequency using this proposed transition

and a conventional tapered microstrip transition are shown in Fig. 2.23. It is clear that a
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Figure 2.22. Simulated reflection and transmission coefficients of the designed transition.

careful design of the transition is required to reduce the ripples in the pattern. The above

design can be adapted for integration into a flat metal plate. The design details of this

antenna are shown in Fig. 2.24. In this design, the coaxial connector is fed perpendicularly

from behind a flat metal plate. The connector inner pin is connected to a microstrip line

which transitions to a 90-degree bent HMSIW line and then to the antenna. It is noted

that the transition angle ψ is kept as 30◦. This requires a 60◦ bend in the initial part of the

HMSIW (see Fig. 2.24a).

Further results on the radiation patterns, gain and efficiency of these antennas will be

shown in the next Chapter, which dedicates to the antenna optimisations.

2.7 Conclusion

This chapter has reviewed the concept of half-mode substrate-integrated waveguide (HM-

SIW) and its applications for travelling-wave antennas (TWAs). The variational method

has been presented as a powerful technique to accurately calculate the propagation con-

stant of different HMSIW variations. A semi-analytical model based on transmission line

matrices for this antenna type has been proposed. The analysis is general and applica-

ble for any nonuniform continuous-source TWA provided the propagation constants for

different cross-sections are available. The field equivalence principle has been used to

analyse the antenna’s near-field and far-field radiations. Different aspects of the antennas,
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Figure 2.23. Simulated radiation pattern and field distribution with different transitions. De-

tailed design of the proposed transition can be found in Fig. 2.21.

Figure 2.24. Adaptation of the HMSIW antenna integrated into flat metal plate. (a) Antenna

assemble; (b) Fabricated antenna photograph.
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including the aperture-field distribution, the transitions and their effects on the radiation

pattern have been investigated. Based on these results, transition designs that minimise

radiation pattern ripples for the application of metallic structure integration have been

presented. It should be noted that further analysis, simulations and measurement results

will be demonstrated in the next chapter, where the antennas discussed here are optimised

and validated towards various performance targets.
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Chapter 3

Optimisation of Nonuniform
Travelling-Wave Antennas

M
ULTIPLE optimisations of the antennas discussed in the

previous chapter are presented. The optimisations are shown

for various performance targets, including for wideband op-

eration or specific radiation patterns. Finally, an optimisation that includes the

parameter uncertainties and the fabrication tolerances is proposed, towards

reliable performance despite manufacture variations.
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3.1 Introduction

The two types of antennas considered in the first major part of this thesis are the leaky-

wave antennas (LWAs) with directive patterns and the travelling-wave wideband anten-

nas with very broad beam patterns. This chapter is dedicated to a general framework of

optimisations applicable to both antenna types. The first section presents the optimisa-

tion of the wideband HMSIW antenna. Although a preliminary version of the technique

had been presented in [48], i.e. before this PhD candidature, the optimisation is adapted

and refined here for the wideband millimetre antenna integrated into metallic structure,

whose transitions was discussed in Section 2.6. The second section proposes a general

method to perform pattern synthesis with LWAs utilising the semi-analytical model pro-

posed in Section 2.4.2 and global optimisations. It is noted that all these optimisations

utilise the lossy transmission line model proposed in the previous chapter to efficiently

solve the antenna. Typical time to obtain an optimised set of antenna parameters is in

range of 5 to 15 minutes (considering around 0.1s per parameter set) while it would take

tens of weeks if using numerical simulation tools (where each simulation is between 15 to

30 minutes). The last section demonstrates a reliability-aware optimisation for wideband

antenna that takes into account the uncertainties in material parameters and fabrication

process. This proposed procedure is applicable to any wideband antenna in which a fast

solution is available. The method can also be further extended into different cases such as

optimising the sidelobe level in the LWA radiation patterns.

It is also noted that, in this chapter, the final results of the optimised antennas are also

successfully demonstrated with prototypes, as an ultimate validation of the analysis and

design concept proposed in the previous chapter and the optimisation techniques pre-

sented in this chapter. The original contributions in this chapter have been published

in [16, 18, 55, 56].

3.2 Optimisation of Wideband Antennas

In this section, the optimisation of the wideband tapered HMSIW antennas in [48] is

adapted for the millimetre-wave antenna integrated into metallic structure proposed
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in Section 2.6. Then the final results are shown as a validation of the design and opti-

misation process.

3.2.1 Antenna Optimisation

In general, the optimisation of the antenna can be carried out using any global optimi-

sation method. In this investigation, two of the most popular techniques, i.e. particle

swarm optimisation (PSO) [57] and genetic algorithm (GA) [58] have been tried. It has

been found that for the tapered wideband HMSIW antenna, PSO tends to arrive to the

optimal solution faster than GA due to smaller number of optimised variables. Thus,

the PSO is used for the antenna in this section. For a target bandwidth from 30 GHz to

40 GHz, the antenna is divided into 4 sections where all the widths wi and lengths li are

parameters in the optimisation (Fig. 3.1). In this investigated case, we target for maximum

gain at broadside. The cost function is chosen as

C =







1/Gmin + c2Lant if |S11|max < |S11|tg

1/Gmin + c1(|S11|max − |S11|tg) + c2Lant otherwise
(3.1)

where Gmin is the minimum linear gain at broadside across the bandwidth; |S11|max is the

maximum reflection coefficient (in dB) across the bandwidth; |S11|tg is the threshold for

the reflection coefficient (in dB); Lant = ∑ li is the antenna length (in mm) and c1 and c2

(mm−1) are weighting coefficient.

The optimisation has been carried out for various discrete values of relative permittivity

ǫr and thickness h. It is found that the cost function is reduced with increasing ǫr and de-

creasing h. This is expected from the investigation shown in Section 2.5: by increasing ǫr

and reducing h, the fringing field at the transition is decreased and more power is confined

within the substrate. This effectively reduces the radiation at the transition and thus the

ripples in the radiation patterns. Since Gmin is defined as minimum linear gain at broad-

side across the whole bandwidth and since the location of the ripples dips is moving with

frequency, reducing the ripples’ amplitude helps increasing Gmin, consequently reducing

the cost function C. However, if the substrate is too thin or if the permittivity is too high,
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Figure 3.1. The tapered HMSIW to be optimised on 4 linear segments. The top figure shows the

integration of the antenna into a metallic structure.

the antenna will need to be very long to satisfy the return loss specification. A good com-

promise found from optimisation among commercially available substrates is the Rogers

Duroid 6006 with thickness h = 0.254 mm, ǫr = 6.15, and loss tangent tan δ = 0.0019.

Another critical parameter in the optimisation is |S11|tg, i.e. the targeted maximum re-

flection coefficient across the bandwidth. If the tapering is faster, the effective radiating

aperture will decrease; as a result, the antenna radiates closer to broadside at the cost of

higher reflections. In the present design case, we set |S11|tg = −10 dB as a required speci-

fication. Alternatively, if there is no requirement for |S11|max, the optimisation can be car-

ried out for maximum realised gain at broadside, potentially resulting in a |S11|max larger

than −10 dB. Finally, it is noted that a tradeoff between reflections and broadside gain is

implicitly made here in the millimetre-wave regime since the loss, which is unavoidable,

is higher than the case in [48] and this loss slightly reduces |S11|.

The dimensions of the optimised antenna are shown in Table 3.1, as obtained for cost

weighting coefficients c1 = 0.5 and c2 = 1/60 (mm−1). The semi-analytically calculated

and simulated reflection coefficients of the optimised antenna including the transition are

shown in Fig. 3.2. The analysis follows what was presented in Section 2.4. A very good

agreement between simulation and analysis is obtained. The result also demonstrates the

significance of considering losses in the mm-wave range, following the analysis of the
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Table 3.1. Optimised dimensions for the antenna

widths w0 w1 w2 w3 w4

values (mm) 1.500 1.034 0.901 0.835 0.642

lengths z1 z2 z3 z4

values (mm) 8.945 6.945 3.142 7.965

Figure 3.2. Analysed and simulated reflection coefficient of the optimised antenna integrated

into cylindrical pole.

propagation constant including conductor and dielectric losses as shown in Section 2.2.2).

3.2.2 Measurement Results - Antennas Integrated into Cylindrical Pole

It is noted that two identical antennas optimised using the above procedure are integrated

into a cylindircal pole to provide full space coverage.

Reflection Coefficient

The analysed and measured reflection coefficients for two antennas (left and right) inte-

grated into a cylindrical pole with diameter of 30 mm (as shown in Fig. 2.20) are shown

in Fig. 3.3. Due to the limit of the instrumentation, results for frequencies only up to

40 GHz are shown, which nevertheless covers the targeted bandwidth, i.e. 30 GHz to

40 GHz. Good agreement between analysis and measurement is generally obtained. The
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Figure 3.3. Measured reflection coefficient of the antennas integrated into pole.

local breaches of return loss specification come from the fabrication and material toler-

ances which are expected in the mm-wave regime. Since the pole is electrically large at

this frequency range, the coupling between the two antennas is very small, i.e. less than

−40 dB. Finally, it is noted that although the antennas were designed targeting a band-

width from 30 GHz to 40 GHz corresponding to 28% fractional bandwidth, the bandwidth

can be in principle extended up to 80% [15,48] by increasing the antenna at the expense of

decreasing efficiency at higher frequency.

Radiation Pattern

The realised gain pattern (in dBi) at different frequencies across the bandwidth are shown

in Figs. 3.4 and 3.5. The results for the two antennas (left and right) are almost identical

to each other so results for only one antenna are shown in these figures. A very good

agreement between analysis, simulation and measurement is obtained, which further val-

idates the design procedure. It can be observed that patterns with a very broad beam

are obtained across the whole frequency range. This characteristic is unique among LWA

where frequency-scanning directive patterns are common. Near-broadside broad-beam

patterns with horizontal polarisation and negligible ripples are obtained across the whole

bandwidth. The results validate the transition design proposed in Section 2.6 to reduce

the ripples in the radiation patterns. Figure 3.5 also shows that two antennas (left and

right) can provide a full azimuthal coverage with realised gain better than −2 dBi.
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Figure 3.4. Realised gain pattern (dBi) in elevation plane (H-plane) of the antenna integrated

into a metallic pole. The antenna is horizontally polarised.

Gain and efficiency

The antenna peak realised gain and broadside gain are shown in Fig. 3.6. Reasonable

agreement is obtained between simulation and measurement. The simulated and mea-

sured gain at broadside is greater than 2.5 dB and 0.7 dB across the whole frequency

range. The simulated efficiency decreases from about 76% to 68% when the frequency is

increased from 30 GHz to 40 GHz. At higher frequency, the efficiency is lower because

the wave has to travel for a longer distance in the waveguide before reaching the radia-

tion region, where the waveguide width corresponds to cutoff. The measured efficiency

is better than 40% and up to 70% in the considered bandwidth, which is expected for a

millimetre-wave travelling-wave antenna (TWA) employing metal in the radiating struc-

ture. This is inevitable as the aim is to integrate the antenna into metallic structures. The

lower measured gain and efficiency is attributed to higher material losses in practice and

measurement uncertainties.
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Figure 3.5. Realised gain pattern (dBi) in azimuth plane (E-plane) of the antenna integrated

into a metallic pole.

Figure 3.6. Peak realised gain and broadside gain of the (left) antenna integrated into pole.
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Figure 3.7. Efficiency of the antenna integrated into pole.

3.2.3 Measurement Results - Antenna Integrated into Metal Plate

Finally, for demonstration and completeness, the results for the reflection coefficient and

radiation pattern at f = 35 GHz of the antenna integrated into flat metal plate (Fig. 2.24)

are shown in Figs. 3.8 and 3.9. Again, good agreement between analysis, simulation and

measurement is obtained, which further validates the antenna design principle.

The ripples in the azimuth plane (xy-plane) come from the finite ground plane and their

amplitude would decrease if the antenna is integrated into a larger metallic platform.

Comparing this pattern with the results in Fig. 3.5, it can be concluded that the curved

surface of the pole can mimic an infinite ground plane and reduce the ripples in the az-

imuth plane. Finally, because both antennas operate as magnetic dipoles on a ground

plane, the finite ground plane does not have a significant impact on radiation patterns in

the elevation plane (H-plane).

3.2.4 Summary of Wideband Antenna Optimisation

In this section, the optimisation for wideband operation of the millimetre antennas inte-

grated into metallic structures has been presented. This optimisation is enabled by the

fast semi-analytical model proposed in the previous chapter. It is noted that feeding

transitions minimise the ripples in the radiation patterns in elevation plane and allow

flush integration as thin radiating aperture into metallic surface. The antenna exhibits

nearly omnidirectional horizontally polarised patterns in half free-space across a wide
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Figure 3.8. Reflection coefficients of the antenna integrated into metal plate.

Figure 3.9. Realised gain patterns of the antenna integrated into metal plate. Patterns are shown

as dBi at f = 35 GHz.

bandwidth from 30 GHz to 40 GHz, which in principle can be extended by increasing the

tapered antenna length. The unique characteristics make the proposed antennas excel-

lent candidates for future wireless communication in millimetre-wave regime, such as for

indoor broadcasting.
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3.3 Optimisation of Leaky-Wave Antenna Patterns

Based on the general transmission line model of TWAs, which include LWAs, proposed in

Section 2.4, a method for far-field pattern synthesis utilising global optimisation is demon-

strated here. The method shows higher flexibility in the design process compared to the

classical LWA analysis approach [12,40,59]. Utilising this method, a pattern synthesis can

be carried out without the necessity of independent control on attenuation constant α(z)

and phase constant β(z) along the antenna length, such as in [47, 60].

This section first introduces the method and compares it with the classical approach. Then

two specific designs are shown with measurement validation. It is noted that the effect of

the inclusion of transition in the analysis is also presented as a validation for the analysis

presented in Section 2.4.5.

3.3.1 Method

A LWA can be considered as an array of discrete sources with infinitesimal separations

[40,61]. The far-field pattern E(θ) is calculated from the complex source distribution A(z)

as

E(θ) = G(θ)
∫ L

0
|A(z′)|ej[ψ(z′)+k0z′ cos θ]dz′. (3.2)

where G(θ) is the element pattern.

The traditional pattern synthesis is based on the fact that the far-field pattern is a Fourier

transform of a near-field or source complex distribution A(z) [40]. The general approach

is illustrated in Fig. 3.10 (dotted line). However, as demonstrated in Section 2.4.3, for

nonuniform LWA, the classical analysis only yields a rough approximation of the source

distribution. Furthermore, assuming that a far-field pattern E(θ) is specified, this method

should also involve an iterative process since the inverse Fourier transform of E(θ) yields

a field distribution A(z) which is generally non-zero everywhere while the LWA always

has a finite length. Finally, although closed-forms for α(z) and β(z) are provided from

A(z) in classical analysis, for many LWAs, α(z) and β(z) are inter-dependent. Thus, one

may not be able to choose a structure that yields the desired A(z) distribution. Because

of this, LWA designers often requires leaky-wave structures with independent control of

both α(z) and β(z) [12, 40, 47, 60].
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Figure 3.10. Far-field pattern synthesis diagram of a leaky-wave antenna.

In order to circumvent the above issues, a strategy based on a global optimisation method,

e.g. Genetic Algorithm (GA), can be used (Fig. 3.10, dashed line). To implement this strat-

egy, the LWA is divided into a number of sections whose geometry can be set to vary

linearly. The parameters for each section will be the optimisation variables. The global

optimisation will utilise the proposed analysis for an accurate prediction of the near-field

source distribution to compute the far-field pattern. With an appropriate cost function,

the optimisation will yield a close-to-best result that is available within the structure con-

straint. In fact, this method of using global optimisation for LWAs was used by Siragusa et

al. in [62]. However, the process was based on full-wave numerical simulation of the LWA,

which was very time-consuming, i.e. 2 weeks. Using the analysis proposed in Chapter 2,

a pattern synthesis problem may be carried out in less than 5 minutes on a typical desktop

computer (provided the propagation constant γ is available for different structure cross-

sections, as analytically, numerically or experimentally determined). It is emphasised that

the final optimised result should be validated using full-wave simulation, in which one

single simulation is typically sufficient.

It is noted that for most applications, we are not interested in the exact distribution of

E(θ) for all angles but rather some characteristics of E(θ) need to be satisfied, such as low

sidelobe level or maximum gain in a given direction. Thus, a cost function in the global

optimisation appears to be a very convenient tool to characterise performance.
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Figure 3.11. The tapered HMSIW to be used for far-field pattern optimisation.

The next section will demonstrate the results for two typical pattern synthesis require-

ments, namely targeting a low sidelobe level or a wide angular null in the far-field pat-

tern. The structure under investigation will be, without restriction to the generality of the

method, the conventional HMSIW LWA (see Section 2.2). It is noted that, for a HMSIW

with varying width, the attenuation constant α and phase constant β are inter-dependent

and thus, the classical analysis can not be applied in these study cases.

3.3.2 Application: Specific Designs

In this section, the HMSIW is used as basis structure for designing LWAs targeting dif-

ferent far-field specifications. Only the width of the HMSIW is varied along the LWA

w = w(z). Other structures can be analysed similarly with the prerequisites that the

propagation constant γ(z) can be found for a varying cross-section of the waveguide. A

preliminary determination of γ can be carried out only once by analysis or simulation

and stored in a library to be used in pattern synthesis process. As the conventional HM-

SIW is used, the analytical solution for γ can be found using the transverse resonance

method [32–34], as mentioned in Section 2.2.2. The substrate chosen is the same as that

in Section 2.4.3, i.e. Rogers Duroid 5880 with relative permittivity ǫr = 2.2 and thickness

h = 31 mil = 0.787 mm. Two antennas have been designed and validated through exper-

iment. Both antennas are terminated by a matched load. Design process and results are

shown as follows.

Low Sidelobe Level

The HMSIW is divided into N sections in which the width of HMSIW is set to vary linearly

as shown in Fig. 3.11. Each section has the same length of ls = L/N. The desired far-

field pattern has a maximum gain at angle θtg and lowest possible sidelobe level at the
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operating frequency f0. Thus, the cost function can be chosen as

CLSL = −c1G( f0, θtg) + c2SLL( f0) + c3[G( f0, θtg) < G∗]. (3.3)

The aim of the optimisation is to reduce the cost function; hence, the weighting coefficients

c1, c2, c3 are positive to obtain a higher gain and lower sidelobe level (first and second

terms in (3.3)). G( f0, θtg) is the realised gain at frequency f0 and angle θtg, SLL( f0) is

the sidelobe level at frequency f0 considering the whole angular range. All terms are

expressed in dB. The last term is equal to zero when G( f0, θtg) ≥ G∗ and c3 otherwise.

This term is necessary to ensure that the optimisation does not converge to a broadside

LWA with extremly low sidelobe level but small gain at θtg. A value of 5 dB for G∗ is

sufficient to avoid the occurrence of this case.

An optimisation result is selected to demonstrate the method. The target frequency is

f0 = 8 GHz, the antenna length is L = 8λ0 where λ0 is the free-space wavelength at f0,

and the target direction of maximum radiation is θtg = 30◦. The number of section used

in the optimisation is N = 50 resulting in 50 variables in the GA. The number of approxi-

mately UTL in the analysis of each non-uniform HMSIW is 600 (∆z = 0.5 mm = λ0/75).

In this example, it is found that a value of ∆z ≤ λ0/20, i.e. the discretisation resolution in

the semi-analytical model, gives accurate enough results. Weighting coefficients in equa-

tion (3.3) are chosen such that c1 and c2 are in the same order, i.e. c1 = c2 = 1, while c3

must be much larger than c1 and c2 to enforce the gain threshold, i.e. here c3 = 50. A GA

MATLAB code based on [58] has been implemented using one-point crossover method

with a rate of 50% and uniform mutation with a rate of 2%. The population size is 80

genes and 8 bits are used to represent one variable, which results in 400 bits per gene. The

typical number of generations required for convergence is about 50. It is noted that due

to the efficient computation using the proposed method, a large population size can be

used and a large number of generations can be computed, e.g. compared to [62]. Multiple

optimisation runs can be performed to validate and refine the optimised results.

The optimised antenna profile is shown in Fig. 3.12, which demonstrates a similar shape as

to the antenna designed in [41] targeting similar optimisation objective, i.e. low sidelobe

level. In [41], a cosine field distribution is chosen primarily before calculating the width

w(z) while the method in the present method demonstrates higher flexibility and accuracy

in the pattern synthesis. A photograph of the fabricated antenna is displayed in Fig. 3.13
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Figure 3.12. Non-uniform HMSIW LWA shape optimised for low sidelobe level.

Figure 3.13. Photograph of the fabricated antennas. Photographs are shown for the antennas

optimised for low sidelobe level (top) and wide null (bottom).

(top). It is noted that the PEC walls of the HMSIWs are realised by via holes through an

accurate width-correction formula provided in [49].

It is noted that the analysis assumes that conductor and dielectric losses are negligible,

which is reasonable in the considered frequency range. Nevertheless, these losses can be

taken into account in the model by including them into the overall α as demonstrated in

Section 2.2. The simulation results below are shown for the practical case with dielectric

substrate loss tangent tan δ = 0.0011 and copper conductivity σ = 5.8× 106S/m.

The aperture field distribution is shown in Fig. 3.14. Excellent agreement between anal-

ysis and full-wave simulation is observed which further validates the proposed method

demonstrated in Section 2.4.2. Since the width w(z) does not vary significantly in this

case, constant et [equation (2.16)] can be assumed without losing much accuracy (green
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Figure 3.14. Aperture field of the a non-uniform HMSIW optimised for low sidelobe level. (a)

Magnitude; (b) Phase. The legends are the same for both figures and consistent with

Fig. 2.9.

dotted curve in Fig. 3.14). This is an important point because in many cases, one can ob-

tain a very good prediction of the near-field distribution without spectral modal analysis.

In other words, only γ(z) is required just as in the classical method.

The analytical and simulated results indicate small distributed reflections along the an-

tenna, which is expected for any non-uniform transmission line. The results using clas-

sical analysis (see Section 2.4.1) is also included. As already discussed in Section 2.4.3,

the classical analysis result shows large discrepancies, mostly at the transitions between
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Figure 3.15. Analysed and simulated S-parameters for the HMSIW LWA optimised for low

sidelobe level.

slow-wave regions and fast-wave regions. It is also noted that the fluctuation in field dis-

tribution in the classical analysis does not arise from reflections since these are not taken

into account. Rather, they arise from the fact that α(z) is varying along the antenna.

The analysed and simulated S-parameters are shown in Fig. 3.15 with excellent agree-

ment. For frequency f ∈ (7, 10) GHz, since the transition provides a very good impedance

matching to the antenna, the inclusion of the feed in the analysis is not necessary for

this range. However for f ∈ (6, 7) GHz, the inclusion of the transition in analysis (Sec-

tion 2.4.5) provides a much better prediction on the S-parameters of the whole structure.

This might be crucial for wideband LWA design [48]. The measured S-parameters are

shown in Fig. 3.16. Good agreement is also observed. The discrepancy in |S21| comes from

the conductor and dielectric losses along the antenna, and also small radiation losses at

the connectors, which are not taken into account in the analysis. However, this should not

significantly affect the gain as validated by measurement (shown below).

The normalised far-field patterns at f0 = 8 GHz are shown in Fig. 3.17. It can be observed

that the classical approach provides correct calculation of the main beam. However, with

the assumption that neglects the impact from slow-wave region, the classical calculation

fails to obtain the number and level of sidelobes as well as null positions in the pattern.
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Figure 3.16. Analysed and measured S-parameters for the HMSIW LWA optimised for low

sidelobe level.

Furthermore, since the classical analysis neglects the reflection along the antenna, the pre-

dicted far-field distribution for back-ward wave, i.e. θ > 90◦ is always smaller than the

true level.

Using the proposed transmission line model, very good agreement is obtained both with

simulations (Fig. 3.17) and measurements (Fig. 3.18). The method predicts very well the

relative sidelobe levels and null positions. The discrepancies towards θ = 0◦ and 180◦ are

due to finite ground plane realisation. The maximum sidelobe level is−21.5 dB in analysis

and −23.8 dB in measurement. The calculated gain is 15.3 dB while the measured gain is

15.6 dB, which also shows a reasonable agreement. The measured cross-polarisation level

is less than −15 dB at the main beam.

Wide Null

In this section, a non-uniform HMSIW LWA with same material and thickness as previous

section is optimised targeting a wide angular null around the broadside direction. The

target of this illustrative optimisation is to achieve an antenna with as high as possible

gain at θtg = 50◦, and as small as possible gain in the angular range θN ∈ (80◦, 100◦)

given the structure material and thickness. The target frequency is f0 = 8 GHz and the

antenna length is chosen as L = 10λ0, which is comparable with another design targeting

Page 64



Chapter 3 Optimisation of Nonuniform Travelling-Wave Antennas

Figure 3.17. Analysed and simulated normalised radiation pattern for the HMSIW LWA opti-

mised for low sidelobe level. Patterns are shown for f = 8 GHz.

Figure 3.18. Analysed and measured normalised radiation pattern for the HMSIW LWA opti-

mised for low sidelobe level. Patterns are shown for f = 8 GHz. The angle θ is defined

as in the inset: θ = 90◦ corresponds to broadside direction.
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Figure 3.19. S-parameters of the HMSIW LWA optimised for wide null.

similar specification [60]. The cost function can be modified from (3.3) as

CWN = −c1G( f0, θtg) + c2Null( f0 , θN) + c3[G( f0, θtg) < G∗] (3.4)

where Null( f0 , θN) is the maximum gain in the range θN ∈ (80◦, 100◦) at the operating

frequency f0. For this optimisation, the antenna is divided into N = 30 sections and the

length of each approximately UTL is kept as ∆z = λ0/75. The same GA setup as for the

previous case is utilised. The photograph of the fabricated optimised antenna is shown

Fig. 3.13 (bottom).

Good agreement between the analysed and simulated results for S-parameters can be ob-

served in Fig. 3.19. It is noted that the feeding and termination transitions are included in

the analysis. Similar features with the previous case are obtained if performing analysis

without transition.

The analysed and measured normalised radiation pattern are shown in Fig. 3.20. The

measurement result demonstrates a LWA with a wide null at a level of −36 dB for

θ ∈ (80◦, 98◦) and −32 dB for θ ∈ (80◦, 100◦). Again, very good agreement between

analysis and measurement validates the accuracy of the proposed model as a significant

improvement from the classical approach.
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Figure 3.20. Normalised radiation pattern for the HMSIW LWA optimised for wide null. Oper-

ting frequency f = 8 GHz, the targeting null range is θN ∈ (80◦, 100◦).

3.3.3 Summary of Pattern Synthesis

A technique for accurate synthesis of non-uniform continuous-source LWA has been intro-

duced in this section. The method is based on the lossy transmission line model for LWA

proposed in the previous chapter. Two LWAs based on HMSIWs have been optimised

and demonstrated excellent measurement performances, which ultimately validate the

proposed method. It is emphasised here that, under the assumption of single-mode prop-

agation, this method is generally applicable for continuous-source LWAs with a reason-

ably smoothly varying structure. It may also be applied for periodic LWA with relatively

small periodicity. In this type of structures, the radiating elements are very close to each

other, and thus can be approximated as a continuous-source structure. This could be an

interesting subject for future investigations. Finally, it is also worth mentioning that the

method can be used for synthesis of an arbitrary pattern mask. The results can be found

in [63].

3.4 Reliability-Aware Optimisation for Wideband Antennas

With the development of increasingly complex systems, the problem of quantifying uncer-

tainty effects in the components and devices’ behaviors has gained growing attention in
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both the research community and manufacturing industry [64, 65]. If this problem can be

addressed during the design process, a significant improvement can be achieved from the

viewpoint of efficient manufacture and commercialisation of the final products. In partic-

ular for the research development of antennas and microwave devices, statistical reliabil-

ity analysis has been investigated for example in conjunction with resonance frequency

variations for textile antennas [66, 67] or physically transient antennas [68]. A method to

integrate EM full-wave analysis with sensitivity analysis for microwave and millimetre-

wave structures has been proposed in [69]. In the context of circuits and systems, such

analysis has a long history. For instance, the work of Abdel-Malek and Bandler [70], [71],

or that of Wojciechowski and Vlach [72], dealt with statistical yield analysis.

In this section, statistical analysis is investigated for optimised wideband antennas, for

which slight variations due to fabrication and material tolerances might cause localised

breach of specifications within the operation band. For clarification, the considered band-

width is the impedance bandwidth with criteria |S11| < −10 dB. The reliability analysis,

conducted in this work, is based on a reliability method which has been proven for its

high accuracy and its efficiency in many domains, e.g. structural mechanics [73] and elec-

tromagnetic compatibility [74]. This method is a variant of the well-known Monte Carlo

method, named as subset simulation [73]. It is emphasised that the proposed method is a

general framework and can be applied to any wideband antenna as long as a solution can

be obtained in a reasonably fast manner, by either analysis, semi-analytical computation

or simulation.

The wideband antenna chosen for the analysis is based on a tapered half-mode substrate-

integrated waveguide (HMSIW) mentioned in the last chapter (see Section 2.3). This type

of antenna is selected for study due to the availability of the semi-analytical model, pre-

sented in Section 2.4), that allows computing the antenna characteristics in a very fast

manner and with high accuracy

This section starts by demonstrating the reliability analysis theory for a general wideband

antenna. Then the application of the reliability analysis to the wideband HMSIW antenna

is demonstrated, followed by a sensitivity analysis quantifying the influence of the differ-

ent design parameters and their role in breaches of specification. Subsequently, the next

subsection introduces an algorithm for reliability-aware optimisation for the wideband

antenna. Finally, an illustrative measurement result as a final demonstration is shown.

Page 68



Chapter 3 Optimisation of Nonuniform Travelling-Wave Antennas

For clarification, the contributions in this section are shared equally between A. Kouassi and myself

as the project is a collaboration between the University of Adelaide and the Institut Pascal, France.

This has been stated clearly in the publication [55].

3.4.1 Reliability Analysis Theory

Problem Statement

The wideband antenna under investigation can be represented by a deterministic map-

ping y = M(x). The vector x = (x1, . . . , xn) ∈ R
n, n ≥ 1 describes the input variables,

and y is the quantity of interest provided by the model, for example the reflection coef-

ficient |S11|. Generally, the mapping M can be defined by an analytical expression or a

numerical model. Assuming that the element xi, 1 ≤ i ≤ n, are uncertain and modeled

as n mutually independent continuous random variables denoted by Xi, 1 ≤ i ≤ n, the

quantity of interest y becomes a random variable denoted by Y and given by:

Y =M(X) , (3.5)

where X = (X1, . . . , Xn). The input vector x is now viewed as a given realisation of X. It is

assumed that the probability density functions (PDF) pXi
of Xi, 1 ≤ i ≤ n, are known and

therefore due to the mutual independence of the Xi, the joint PDF pX of X is also known.

Let ȳ be a threshold value for the quantity of interest. A failure event is then characterised

as

Ef = {ȳ−Y ≤ 0} = {g(X) ≤ 0} , (3.6)

where g : x → g(x) = ȳ −M(x) is the so-called limit state function. For an antenna, a

failure can occur for example when |S11| > −10 dB within the specified operation band,

and in this case the failure event Ef would be defined by:

Ef = {−10 dB− |S11| < 0} . (3.7)

The occurrence of Ef is quantified by the failure probability Pf = P(Ef) given by the integral

Pf =
∫

Rn
IDfx

(x) pX(x)dx , (3.8)

Page 69



3.4 Reliability-Aware Optimisation for Wideband Antennas

where IDfx
is the indicator function of Dfx, referred to as the failure domain of the wideband

antenna, given by

Dfx = {x ∈ R
n : g(x) ≤ 0} . (3.9)

In the reliability context, it is usual to analyse the reliability of a system through the failure

probability Pf. That is why the present objective is to calculate this probability for the

problem at hand. A natural strategy for estimating the integral (3.8) is to resort to a crude

Monte Carlo procedure [75–77]. However, this approach is not efficient for small failure

probabilities [76] since in this case a very large number of simulations is required to get

satisfactory results. Many alternatives have been proposed in the literature to increase the

efficiency of the Monte Carlo method for the computation of small probabilities [73,75–77].

The study presented in this section used one of them, which is known as subset simulation

(SS) [73] based on a specific multilevel splitting procedure.

Standard Formulation of the Problem

In accordance with the classical reliability strategy [75], a necessary first step is to rewrite

the probabilistic problem (3.8) in a standard Gaussian space (or unit Gaussian space) in

which all the random variables become standard Gaussian (with zero-mean and unit stan-

dard deviation), mutually independent and uncorrelated. This allows to take advantage

of the standard Gaussian space’s properties, and the estimation of Pf in this new prob-

abilistic space become more convenient. The principle of this transformation is given

below.

Let consider a n-dimensional standard Gaussian random vector U = (U1, . . . , Un), and

a given realisation of U denoted by u = (u1, . . . , un). It can be shown that there exists

a transformation [75, 78, 79] T : u → T(u) = x, such that the following equalities (in

distribution) hold:

X = T(U)⇔ U = T−1(X) . (3.10)

Therefore, in the standard Gaussian space, the limit state function is defined by the map-

ping G : u → G(u) = (g ◦ T)(u). Using this mapping, the failure event takes the form:

Ef = {G(U) ≤ 0}, and the failure domain is rewritten as

Dfu = {u ∈ R
n : G(u) ≤ 0}. (3.11)
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As a consequence, the failure probability is given by:

Pf =
∫

Rn
IDfu

(u) ϕn(u)du , (3.12)

where ϕn : u → ϕn(u) is the n-dimensional standard Gaussian PDF, such that for all

u ∈ R
n:

ϕn(u) =
1

(2π)n/2
exp

(

−‖u‖
2

2

)

. (3.13)

Equation (3.12) represents the standard formulation of the reliability analysis problem. In

reliability context, the methods for estimating Pf are implemented from this formulation.

Subset Simulation (SS)

The SS method conceived by Au and Beck [73] is a Monte Carlo procedure known to be

particularly efficient for estimating small probabilities, i.e. the probabilities of rare events,

with a high accuracy. Indeed, using the same number of simulations, it is proved in [73]

that the accuracy of the failure probabilities estimates using SS is considerably higher than

those using crude Monte Carlo from the estimates in the order of 10−3. The accuracy of the

method does not depend on the dimension n of the integral (3.12), and it has no probability

limit in theory. However, in practice in the case of very small failure probabilities (e.g.

10−20) the required computational time can become very high depending on the single

simulation’s time for used model. It is therefore well suited to our purpose, where a

large number of computations will concern failure probabilities under 1%. Its principle is

summarised in the following.

Let {E1, . . . , Em} (m ≥ 2), be a set of events such that Em = Ef , and Em ⊂ Em−1 ⊂ · · · ⊂
E2 ⊂ E1 (where for instance, Em ⊂ Em−1 means that Em is a subset of Em−1). Given this

successive inclusion rule one can easily find that Ef is the intersection of all the events

E1, . . . , Em (m ≥ 2). Thus, by successive conditioning, Pf can be rewritten as a product of

m probabilities necessarily larger than Pf and therefore easier to estimate. This product is

given by:

Pf = P(Ef) = P(E1)
m−1

∏
k=1

P(Ek+1|Ek) , (3.14)

where, for all k ∈ {1, . . . , m− 1}, P(Ek+1|Ek) denotes the conditional probability of Ek+1

given Ek.
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To choose the events Ek, 1 ≤ k ≤ m, in accordance with the previously introduced inclu-

sion rule, a strategy has been proposed in [73]. On this basis the estimation of Pf requires

the computation of the probability P(E1) and the conditional probabilities P(Ek+1|Ek),

1 ≤ k ≤ m − 1. The value of P(E1) is estimated using a crude Monte Carlo method,

whereas the estimation of the conditional probabilities requires the simulation, for all

k ∈ {1, . . . , m− 1}, of a random variable distributed according to the conditional distribu-

tion of U given Ek. This simulation is performed in SS, via a Markov Chain Monte Carlo

(MCMC) method [76], [77]. The MCMC algorithm used in this work is the Metropolis-

Hastings Algorithm, modified by Au and Beck [73].

3.4.2 Reliability Analysis and Sensitivity Analysis of the Wideband HM-

SIW Antenna

Reliability Analysis

In this section, the reliability analysis presented in section 3.4.1 will be applied for the

chosen wideband tapered HMSIW antenna. This antenna type has been discussed in 2.3.2

and investigated thoroughly in the last chapter (noting also that the first part of this chap-

ter has shown the optimisation of this antenna adaptated for metallic structure integra-

tion). For readers’ convenience and completeness of this section, its geometry is shown

again in Fig. 3.21 (similar diagram is shown in Fig. 2.13). The antenna is fabricated us-

ing a Rogers Ultralam 2000 substrate with relative permittivity ǫr = 2.5 and thickness

h = 60 mil = 1.524 mm. Similarly to the previous sections, the via hole wall of the HM-

SIW is approximated as a PEC wall [49] and the shape of the antenna can be defined using

vectors for the width w = [w0, w1, ...wN] and length l = [l1, l2, ...lN], where N is the number

of tapered sections. In each section, the antenna tapering is treated as linear (Fig. 3.21b).

The antenna length Lant = ∑ li. This antenna can be optimised for a given bandwidth, i.e.

for a target reflection coefficient |S11|tg (dB) within the frequency range [ fmin, fmax] [48],

using Particle swarm optimisation (PSO) with the cost function of

C =







c2Lant if max(|S11|) < |S11|tg

c1(max(|S11|)− |S11|tg) + c2Lant otherwise.
(3.15)
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Figure 3.21. The design and model of a wideband antenna based on a tapered HMSIW.

Table 3.2. Means and tolerance values of the antenna design parameters

Random variable Mean Absolute tolerance

ǫr 2.5 0.14

h (mm) 1.524 1.524× 0.05

w (mm) variable 0.05

l (mm) variable 0.05

It is now assumed that the antenna’s parameters ǫr, h, w and l are affected by uncertainties

and modeled as mutually independent random variables. As introduced in Section 3.4.1,

the random vector becomes X = (ǫr, h, w, l).

In the design problem at hand, means of ǫr and h are constant, whereas the means of

w and l are found in each case as a result of a deterministic optimisation results per-

formed using PSO (similar to what presented in Section 3.2 and [48]). The tolerance for

the substrate permittivity and thickness can be found from the datasheet [80] whereas

the tolerance for w and l is estimated from the available printed circuit milling machine

and manufacturing process. The means and absolute tolerances of the considered random

variables can be found in Table 3.2. Since the type of these tolerances are not known or

specified in the datasheet for both substrate and milling machine, a uniform distribution

Page 73



3.4 Reliability-Aware Optimisation for Wideband Antennas

Table 3.3. Chosen specifications for the two wideband antennas under investigation

BW Spec. BW target |S11| Spec. |S11|tg

Ant. I 8–12 GHz 8–12 GHz −10 dB −12 dB

Ant. II 7–14 GHz 6.86–14.28 GHz −10 dB −10.5 dB

will be assumed for all considered random variables, which is in agreement with the prin-

ciple of maximum entropy introduced by E. T. Jaynes in [81]. The support of each random

variable is given by an interval of± t around its mean, where t represents the absolute tol-

erance. Obviously, in practice, some parameters can be correlated, e.g. a slight shift of the

substrate may result in all width values being shifted in a same manner. However, without

any prior information about the specific nature and amplitude of an eventual correlation,

an equiprobability, modeled by mutual independence, has been assumed between all the

random parameters. It is noted the analysis can still be utilised if correlations between

the variables are known, e.g. using Nataf transformation [75]. It has been empirically

found from a few selected cases that a possible correlation between all the widths wi may

result in a slight increase of failure probability, but should not invalidate the conclusions

presented for the case without correlation.

The failure probabilities calculations were all performed using the open source code

FERUM [82]. As SS is based on simulations of random variables, the failure probabilities

estimates will be always given with their coefficients of variation (COV) [73], quantifying

the level of accuracy of the estimates. It is noted that small numbers indicate trustworthy

results, and COV values below a threshold of 20% are empirically considered acceptable

in the reliability research community.

For investigation, two sets of specifications, referred to as “Antenna I” and “Antenna II”,

are selected as shown in Table 3.3. The optimisation is performed with a target reflection

coefficient |S11|tg below specification and/or wider target bandwidth. This is considered

as a first empirical step to account for uncertainties. The failure is simply defined as

max(|S11|[ fmin, fmax]) > −10 dB . (3.16)
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Figure 3.22. Calculated reflection coefficient and histogram of the frequencies at which the

failure is observed. The histograms are based on a crude Monte Carlo sampling with

10000 and 5000 random simulations of X for Antenna I and Antenna II respectively, given

in Table 3.3: (a) Antenna I; (b) Antenna II.

The first investigations have been conducted looking for a high accuracy of the failure

probability estimates. The goal was to compute these estimates with a COV lower than

1%, representing a very good level of accuracy. The failure probability estimates of the two

PSO-optimised antennas, in agreement with this accuracy’s criterion, have been reached

using 10000 random simulations for Antenna I and 5000 random simulations for An-

tenna II.

The reliability analysis results shows that the failure probability for the Antenna I is 56%

(COV = 0.9%), while the failure probability for the Antenna II is 70% (COV = 0.9%). This

indicates that, for both cases, using the target S-parameter values given in Table 3.3 yields

a very high probability of specification failure within the bandwidth. This can be expected

since the variation in antenna design parameters will almost certainly change the reflec-

tion coefficient response. Fig. 3.22 shows the calculated S-parameters for the two anten-

nas, together with the histogram of the frequencies at which the failure is observed. It can

be noticed that a majority of the failure events happens at the upper and lower limits of

the bandwidth for Antenna I. Since the target bandwidth (BW) for this antenna is exactly

the same as the specification, most failures are predominantly attributed to a frequency

shift arising from the variations of the substrate relative permittivity ǫr. In contrast, for

Antenna II, a frequency tolerance is already built in the optimisation by widening the

bandwidth target. In this case, most failures occur within the frequency band and can be
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attributed to variations on the shape of the antenna (w, l). These two cases illustrate the

importance of choosing appropriate margins to obtain optimised designs.

Global Sensitivity Analysis

In addition to the above reliability analysis of Antenna I and Antenna II, a global sensitiv-

ity analysis has been also conducted on the reflection coefficient |S11| of the two sample

antennas. The method to obtain the relative importance of each design parameter is ex-

plained first, followed by a physical interpretation based on the obtained results.

Method

The global sensitivity analysis is based on the computation of normalised variances of

conditional expectations, representing the relative weight of one parameter on the vari-

ability of |S11|, or the combined weight of the interaction of several parameters. The in-

dices quantifying the weight of one parameter are named first-order sensitivity indices,

and those quantifying the weight of the interaction between two (resp. three) parameters,

are named second-order (resp. third-order) sensitivity indices. On this basis, the defini-

tion of sensitivity indices of higher order is intuitive. These indices are referred to as the

Sobol sensitivity indices [83]. When the number of parameters is large, the number of

these indices increases very quickly and their interpretation becomes very difficult. For

this reason, Saltelli et al. defined in [84] the total sensitivity indices which quantify the im-

portance of one parameter and its interactions with all other parameters, on the variability

of a random quantity of interest. These indices allow a more convenient physical interpre-

tation. Here we present the total sensitivy indices derived from the analysis conducted on

the |S11| of Antenna I and Antenna II. The study has been performed via a crude Monte

Carlo method [76], using the open source code FERUM [82]. The obtained results for the

two sample antennas are shown in Fig. 3.23.

Physical Interpretation

The results for Antenna I will be interpreted first. It can be observed that the relative

permittivity of the substrate ǫr plays the most important role on the variations of |S11|.
This is as expected because variation in ǫr leads to a frequency shift in the bandwidth,

thus causes failure at the limits of the frequency range (Fig. 3.22a). For the width wi of

each linearly tapered section, parameters with high importance are at the start and the
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Figure 3.23. Global sensitivity analysis results. Results are conducted on the |S11| of the two sample

antennas: (a) Total sensitivity indices for Antenna I, obtained from a crude Monte Carlo

method using 170,000 random simulations; (b) Total sensitivity indices for Antenna II,

obtained from a crude Monte Carlo method using 230,000 random simulations.

end of the antenna. This is because these widths determine the cutoff frequency at the

upper and lower limit frequency.

For Antenna II, it is interesting to observe that ǫr still plays a major role on failure events.

Since |S11|tg for this antenna is very close to specification, a variation in ǫr would change

the height of the peaks in |S11| response and might cause failures. As expected, the widths

wi play a more important roles in this antenna as their variations can cause the failures in

the mid-range frequencies (Fig. 3.22b).

Finally, for both Antennas, changes on the length of each section yield negligible contri-

bution on the variation of |S11|. This can also be predicted since the absolute tolerance of

the length (50 µm, Table 3.2) is very small compared to its mean, which is in range of mm

for the current investigated antennas.

3.4.3 Reliability-Aware Optimisation

At this current state of the investigation, a straightforward solution to achieve an antenna

strictly within specifications is to lower the target reflection coefficient |S11|tg and provide

enough safe margin for the bandwidth by extending the frequency range of optimisation
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Figure 3.24. Reliability analysis results of Antenna I optimised for 8-12 GHz. Results are plotted

with different values of ∆BW and |S11|tg: (a) Failure probabilities (in percentage) obtained

from SS using 5000 random simulations for assessing the first and conditional probabil-

ities; (b) Associated COVs (in percentage). The specific case presented in Fig. 3.22a is

highlighted in Fig. 3.24a.

below fmin and above fmax. However, by doing this empirically, the length of the antenna

will increase and the design will not be optimal any more. Thus, an optimisation process

is required. The first part of this section will demonstrate the trend of failure probability

when varying the margin for target reflection coefficient and bandwidth. The proposed

optimisation algorithm and results will be presented afterwards.

3.4.4 Probability Map

To obtain an initial idea about how the failure probability is improved by lowering the

target reflection coefficient and increasing the safe margin for the bandwidth, Antenna

I and Antenna II (Table 3.3) are optimised for different |S11|tg and bandwidth margins

and then are statistically analysed with the method proposed in Section 3.4.1. The safe

margin for the bandwidth is denoted as ∆BW and specifies a new optimisation band-

width as [ fmin(1 − ∆BW), fmax(1 + ∆BW)]. The results of this reliability analysis as a

function of |S11|tg and ∆BW are shown in Figs. 3.24 and 3.25. In order to generate this

graph, 30 antennas have been optimised and their reliabilities have been analysed for

|S11|tg ∈ {−10.5,−11, ...,−13} dB and ∆BW ∈ {0, 0.01, ..., 0.04}. The 2D-color plot for the

whole plane was then obtained using linear interpolation. In both case, the COVs shown
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Figure 3.25. Reliability analysis results of Antenna II optimised for 7-14 GHz. Results are plotted

with different values of ∆BW and |S11|tg: (a) Failure probabilities (in percentage) obtained

from SS using 5000 random simulations for assessing the first and conditional probabili-

ties; (b) Associated COVs (in percentage). The specific case presented in Fig. 3.22b is

highlighted in Fig. 3.25a.

in Figs. 3.24b and 3.25b are below the mentioned threshold of 20%, indicating the statis-

tical validity of the results, even for regions of smaller failure probabilities (bottom right

corner of the graphs).

As can be intuitively expected, it is observed that there is a very high probability of failure

when |S11|tg is close to −10 dB and for smaller ∆BW . More importantly, for each given

failure probability value Pf 0, a curve (|S11|tg, ∆BW) can be found so that if the antenna is

designed with values |S11|tg, ∆BW on this curve, it would achieve a failure probability of

Pf 0. One of these Pf 0-curves for a value of 1% is shown in approximate dashed line the

Figs. 3.24 and 3.25. If this curve can be found accurately for a desired failure probability,

the best antenna along that curve should be selected, keeping in mind that all designs on

that curves have been optimised using the cost function (3.15). Thus, in the case of the

considered tapered HMSIW LWA, the objective is to reduce the length of the antenna and

the best optimised antenna is simply determined from the shortest Lant found along the

Pf 0 curve.

Unfortunately, computing the maps shown in Figs. 3.24 and 3.25 with sufficient resolution

can become prohibitively expensive computationally, since the statistical analysis requires

large number of cases to be computed. Therefore, the next subsection will present an

algorithm aiming at determining Pf 0-curves with reduced computational effort.
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3.4.5 Optimisation Algorithm and Results

On the basis of the finding discussed in the previous section, the Pf 0-curve for a given

value of Pf 0 is approximated using a contour-search algorithm within the 2D map. The

first step is to identify appropriate intervals [|S11|tg start , |S11|tg end] and [∆BW start , ∆BW end]

to delimit the search domain for |S11|tg and ∆BW . These intervals can be extended during

the search algorithm execution if required. The determination of the Pf 0-curve requires

to find a set values of |S11|tg and ∆BW for which the failure probability of the associated

PSO-optimised antenna is lower than but as close as possible to Pf 0. Thus the proposed

algorithm, step by step, makes a choice of (|S11|tg, ∆BW) and optimises the antenna with

these values using PSO, then calculates the failure probability of this antenna using SS.

The shift to the next iteration step is made by increasing or decreasing the current value

of |S11|tg or ∆BW , by |S11|tg step or ∆BW step respectively. In general, this can be considered

as a stair-case search algorithm. The choice of the next |S11|tg and ∆BW values at each

iteration step is very crucial to get the Pf 0-curve in a reasonable time. Consequently, at

each iteration of the algorithm, the next values of |S11|tg and ∆BW are chosen by taking into

account the current values of |S11|tg and ∆BW , and the two last obtained failure probability

results. A pseudo-description of the proposed algorithm and further explanations can be

found in the Appendix C. Once the Pf 0-curve is obtained, the optimised antenna is chosen

as the one having the minimum length along the Pf 0-curve (i.e. with a failure probability

lower than Pf 0).

The algorithm has been applied to optimise the tapered HMSIW antennas mentioned be-

fore. It is worth mentioning that the necessary condition for such statistical analysis is that

a solution for a single case must be fast enough to allow thousands of set of parameters to

be evaluated in a reasonable period of time. This is currently not possible using full-wave

electromagnetic simulations for a LWA whose structure is long and complex. In contrast,

the reliability analysis is feasible for the considered geometry with the semi-analytical ap-

proach proposed in Section 2.4 since this model can predict very accurately the reflection

coefficient of the antenna over a wide range of frequency. A small issue is a frequency

shift between analysis and simulation in the frequency range of [6, 18] GHz, which is due

to the error in the calculation of propagation constant (see Fig. 2.3 for HMSIW Variation I).

This frequency shift was consistently observed in all antennas examined in [48]. Thus, it
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Table 3.4. Algorithm’s results

Antenna I Antenna II

failure probability (%) 0.83 0.36

coefficient of variation (%) 9.05 13.60

|S11|tg (dB) -12.20 -12.20

∆BW 0.022 0.027

antenna length (mm) 97.93 160.69

computation time (h) 70 73

can be treated as a systematic error and straightforwardly compensated with a down-shift

of computed results.

The algorithm was applied to both Antenna I and Antenna II (for which the specifica-

tions were shown in Table 3.3) with the target maximum failure probability of 1%, i.e.

Pf 0 = 0.01. At each iteration of the algorithm, the failure probability of the PSO-optimised

antenna is performed using 5000 random simulations for Antenna I and 2500 random

simulations for Antenna II, for assessing the first and conditional probabilities. These

numbers ensure, in the two cases, that a COV lower than 20% is achieved.

The obtained final results are given in Table 3.4. Figures 3.26a and 3.27a show the ap-

proximated 1%-curve for the two antennas obtained from the statistical analysis using

the proposed algorithm. The figures show two sets of points obtained from the stair-case

search algorithm: the red dots indicate cases with failure probability just above 1%, while

the blue squares show cases with failure probability just below 1%. The shape of the curve

agrees qualitatively with the approximation from linear interpolation shown in Fig. 3.25,

however the accuracy of reliability computation is considerably superior to the simple lin-

ear interpolation. The length of the antennas Lant along the blue square curves are plotted

in Figs. 3.26b and 3.27b, and this data is used to obtain the optimised result with shortest

length. It is noted that all antennas on those curves keep the failure probability less than

the target of 1%. Some outlier points can be observed, which is not unexpected since the

statistical analysis is inherently an approximation process. Nevertheless, the trend of the
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Figure 3.26. Optimisation algorithm results for Antenna I. (a) Approximation of the 1%-curve; (b)

Determination of the optimised antenna.

Figure 3.27. Optimisation algorithm results for Antenna II. (a) Approximation of the 1%-curve;

(b) Determination of the optimised antenna.

curve can be still clearly recognised and optimised results, i.e. the green triangular points

in Figs. 3.26b and 3.27b, are obtained.

It is worth emphasising that the outcome of this process is the determination of optimised

margins for reflection coefficient and bandwidth. As discussed before, simply relaxing

the specifications does not provide an optimal solution and may even result in a longer

antenna with no control on the failure probability.

3.4.6 Measurement Results

Statistical validation of the findings presented in the previous sections is not possible

within our laboratory since an ultimate verification of a statistical analysis would involve
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Figure 3.28. Photograph of a fabricated prototype of Antenna II.

a mass manufacture. Nevertheless, comments on a fabricated prototype (Antenna II)

will be provided as supporting evidence. These measurements only serve as an exam-

ple demonstration for the final product of the reliability-aware optimisation.

A prototype with Antenna II specifications (optimised for 7− 14 GHz) with calculated

failure probability under 1% has been fabricated (Fig. 3.28). The reflection coefficient over

the target frequency range has been measured and it can be observed from Fig. 3.29 that

the final antenna is a success. It is noted that the systematic error of 2.8%-frequency shift

is taken into account in the analysis curve (Fig. 3.29), which shows an excellent agreement

between analysis and simulation. The achieved bandwidth is from 6.78 to 14.57 GHz

with maximum reflection coefficient of -10.9 dB. The variations especially noticeable at

the peaks of the reflection response are attributed to variations in the parameters of the

antenna. These results exemplify the safety of the reliability-aware optimisation, but also

suggests that the antenna will become more likely to fail if designed at higher |S11|tg.

3.4.7 Summary of the Reliability-Aware Optimisation

In this section, a reliability analysis and a reliability-aware optimisation of the wideband

HMSIW antenna has been investigated. The statistical analysis is valuable on different

levels. Firstly, it has helped identifying the important parameters responsible for the an-

tenna failure probability. Moreover, it has given a deep insight into the antenna design

sensitivity, and even allowed quantifying the effects of uncertainties for the considered

type of antenna. Based on the proposed analysis framework, a wideband antenna with

bandwidth from 7 GHz to 14 GHz has been optimised for a failure probability of less

than 1%, and a prototype has been successfully tested for illustration.

Furthermore, the analysis presented in this section is emphatically not limited to the ta-

pered HMSIW antenna but can be generalised to other antennas optimised for impedance

bandwidth, where one of the main specifications is that the reflection coefficient |S11| over

Page 83



3.5 Conclusion

Figure 3.29. Reflection coefficient results of the reliability-aware-optimised wideband antenna.

analysed, simulated and measured reflection coefficient of a wideband tapered HMSIW

design for a bandwidth from 7 GHz to 14 GHz. The analysis result includes correction of

the systematic error with 2.8% frequency shift.

frequency range ( f1, f2) must be less than a specified level. This does not exclude narrow

band antennas. Moreover, the proposed method can also be tailored to target any other

specifications, for example in terms of radiation patterns, gain or beamwidth. One further

investigation on the optimisation of sidelobe level of leaky-wave antenna has been pub-

lished in [56]. The current limitation is that this antenna must be solvable in a very fast

manner for an extensive and accurate statistical calculation. It is expected that this limita-

tion will improve with a fast-paced development and improvement of the numerical sim-

ulation tools and computing hardware. Finally, the proposed framework can be extended

to tolerance and reliability analysis for antennas for which an analytical approximation

or a surrogate model are available to efficiently describe design parameter dependency.

In this general case, the accuracy of the considerations is limited by the accuracy of the

model.

3.5 Conclusion

This chapter has proposed three optimisation methods for LWAs with illustrations of their

applications to HMSIW antennas. The optimisations have been shown for various targets,
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including for wideband operation, different radiation patterns and a reliability-aware op-

timisation procedure that includes the uncertainty in the fabrication process. Measure-

ment results of all antennas have been presented, which not only validate the optimisa-

tion techniques, but also the transmission line model for travelling-wave antennas (TWAs)

proposed in the last chapter.
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Chapter 4

Low-Profile Monopolar
Antennas

T
HIS chapter presents the original contributions of the thesis ded-

icated to low-profile monopolar antennas based on edge-shorted

centre-fed patches. Using the field equivalence principle, these an-

tennas can be shown to radiate as equivalent magnetic-current loops. This

concept is extended in this chapter with the addition of symmetrical slots on

the patch to further minimise the antenna size for wideband operation. Fur-

thermore, the same principle can be applied to further lower the profile of a

dual-band radiator without affecting its omnidirectional patterns and vertical

polarisation. For wideband operation, two practical applications of the anten-

nas, including the integration onto vehicles and onto helmets are examined.
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4.1 Introduction

The first realisation of a low-profile monopolar antenna is dated back to the 1950s with

some early work done by Seeley [85]. In the 1990s, Delaveaud et al. independently de-

signed and patented a similar antenna with two shorting wires [86,87]. More recently, Lau

and Luk proposed a wideband monopole antenna based on a circular patch and four sym-

metrical wires [88]. Since then, this antenna concept has drawn increasing attention from

both the research community and industry due to its capability to produce vertically po-

larised omnidirectional radiation patterns across an ultra-wide range of frequencies with

low-profile configuration [89–96]. The antenna’s operational principle can be explained

using the field equivalence principle and image theory as described in Chapter 1. The

radiation problem is then approximately equivalent to a magnetic-current loop radiating

into free space [97, 98]. Because of this, the antenna exhibits monopolar radiation pattern

with vertical polarisation. In order to achieve a wide operational bandwidth for this type

of antennas, the space between the shorted patch and the ground plane needs to be ju-

diciously chosen. Thus, research efforts have been concentrating on miniaturising these

antenna types, focusing on optimisation of the height of the structure, while retaining a

wide bandwidth and high radiation efficiency.

Table 4.1 shows a comparison of some recent and notable designs of this type of antenna,

where H, L, W are the height, length and width of the antenna, respectively, and λmin is

the free-space wavelength at the minimum operating frequency. In this table, BW de-

notes the fractional bandwidth and VSWR is specified for the reported bandwidth. Other

comparisons can be found in [94, 96].

In general, there is a trade-off between antenna dimensions: height, width and length,

and bandwidth. The designs in [92, 96] from Behdad’s research group show the smallest

height for the antenna is achieved at the expense of increasing VSWR to 3:1 and 2.7:1,

respectively, which may limit the antennas’ suitability for transmission applications. The

design in [91] has a relatively small antenna height yet the lateral size is quite large, i.e.

0.360λmin. Similar tendencies can also be observed in [90, 93]. As can be seen from [94,

95] in Table 4.1, the reduction of the lateral size from 0.204λmin to 0.189λmin increases

the VSWR. Furthermore, the antennas in [94] and [96] require feeding networks, which

increases the complexity of the design.
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Table 4.1. Performance comparison amongst state-in-the-art low-profile monopolar antennas.

Work (year) H/λmin L/λmin W/λmin BW VSWR

[90], 2008 0.071 0.287 0.287 6.54:1 1.93:1

[91], 2011 0.053 0.360 0.360 4:1 2:1

[92], 2013 0.033 0.240 0.240 4:1 3:1

[93], 2013 0.069 0.365 0.344 2.73:1 1.93:1

[94], 2014 0.085 0.189 0.189 5.5:1 2.2:1

[95], 2014 0.087 0.204 0.204 3.92:1 1.93:1

[96], 2015 0.046 0.260 0.260 8.5:1 2.7:1

This work (car) 0.068 0.208 0.208 2.91:1 1.93:1

This work (hel.) 0.061 0.213 0.213 3.06:1 1.93:1

While some antenna applications might require a bandwidth of multiple octaves, the oth-

ers might be satisfied with a narrower frequency range or a multi-band design. The origi-

nal contributions of this chapter are two novel antenna designs, including:

1. A wideband design with reduced antenna height while retaining the planar size and

balancing it with the operating bandwidth,

2. A dual-band design with significantly reduced antenna height.

For both antennas, the antenna structure remains simple with stable omnidirectional ra-

diation patterns and vertical polarisation at all operating frequencies. The VSWR is to be

kept as 1.93:1 which corresponds to |S11| < −10 dB.

For the antennas in this chapter, the field equivalence principle plays a major role in un-

derstanding the antenna radiation mechanisms as well as adding different functions, or

improving the antenna radiation characteristics. The central technique used for both an-

tennas is the addition of symmetrical slots on the top of the shorted patch. This technique

is inspired from the field equivalence principle as these slots create another magnetic-

current loop. The addition of these slots do not increase fabrication complexity, yet they

can contribute to the antenna miniaturisation as well as provide a better VSWR response

across a wide frequency range of about 3:1, as later demonstrated for the wideband an-

tenna. For the dual-band application, this additional magnetic-current loop opens another
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resonance band, which can be easily controlled and optimised by varying the position and

length of each slot.

This chapter consists of two main parts. The wideband design and its applications for the

integration onto vehicles and helmets are demonstrated first. The symmetrical slots are

introduced in this part. The findings in this part have been published in [99]. Afterwards,

the dual-band design is presented, where the slot geometry is tailored for obtaining and

optimising the upper band operation.

4.2 Wideband Design

In this section, the antenna structure is proposed first, followed by a study of key features

and parameters. As a special application case, the adaptation of this antenna design onto

a curved ground plane, leading to possible integration onto a helmet is then investigated

(some helmet antennas can be found in [100, 101]). Finally, measurements for both anten-

nas, i.e. integrated onto vehicles and onto helmets, are presented. The beneficial effects of

the helmet shape on radiation patterns and antenna height reduction are also discussed.

4.2.1 Antenna Structure

The detailed antenna design is illustrated in Fig. 4.1. The antenna consists of a square

single-sided copper-clad substrate forming a patch, which is placed at a distance h above a

ground plane. At the edge of the substrate, four shorting copper rods are placed centrally

to force the patch into its magnetic current loop radiation mode. These shorting rods also

structurally support the substrate. The selected patch substrate material is Rogers Duroid

5880, with relative permittivity ǫr = 2.2 and thickness hs = 1.575 mm.

The antenna is fed perpendicularly at the centre of the patch using a coaxial connector. To

provide good impedance matching, the coaxial connector inner pin is attached to a con-

ductive cone [95]. The antenna thickness can be further reduced by using a ring gap [90]

instead of an air gap between the top patch and the cone as in [95]. On the top of the

patch, four symmetrical tapered slots are introduced to achieve antenna miniaturisation

and a lower reflection coefficient while not degrading the antenna pattern omnidirection-

ality. As mentioned, this can be explained using the field equivalence principle, with the
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Figure 4.1. The design of a wideband low-profile monopolar antenna employing symmetrical

slots above a large flat ground plane. (a) top view, (b) side view. Darker shaded areas

represent the conductor whilst lighter shaded areas denote the substrate.

fields in these slots being equivalent to a magnetic current loop. Thus, the arrangement of

the four slots also radiates omnidirectionally with vertical polarisation.

The antenna design has been optimised to target relatively low frequencies, i.e. from about

800 MHz to 2300 MHz with optimised dimensions (Fig. 4.1) summarised in Table. 4.2.

4.2.2 Key-Feature and Parameter Study

The effects of adding symmetrical slots are first demonstrated, followed by key-parameter

study. For illustration, selected antenna design parameters are varied individually while

keeping other parameters constant as shown in Table 4.2.

Effects of Introducing Slots

The effect of the symmetrical tapered slots is demonstrated in Fig. 4.2. The −10 dB-

bandwidth of the antenna without slots extends from about 1 GHz to 1.2 GHz, and is
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Table 4.2. Parameters of the optimised antenna for integration onto vehicles.

Par. Value (mm) Par. Value (mm) Par. Value (mm)

d1 12 g1 4.5 hs 1.575

d2 2 j 2.5 L 80

dr 1.5 h 26 L1 39

g 19 hp 0.75 L2 38

Figure 4.2. Reflection coefficient of the proposed antenna with and without tapered slots.

followed at frequencies above 1.2 GHz by a region of higher reflection coefficient, i.e.

−7 dB to −8 dB. Although Fig. 4.2 shows the result for only one configuration, it has been

found that this type of response is consistently observed for various parameter sets. Es-

sentially, by adding the slots, the resonance frequency of the patch decreases by about 17%

allowing further antenna miniaturisation. To verify this feature, the electric field distribu-

tions at lower and higher frequencies in the operating band are shown in Fig. 4.3 using

the same scale. It can be qualitatively observed that at lower frequencies the radiation is

emitted from both slots and edges of the patch. At higher frequencies, most radiation orig-

inates from the slots and hence the response in this frequency range depends dominantly

on the slot dimensions.

To further demonstrate the benefits of the slots, we compare our slotted geometry with

one of the most recent designs with the same |S11| specification, i.e. in [95] (see Table 4.1).

Firstly, Fig. 4.4 shows the reflection coefficient for the antenna in [95] optimised for sizes
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Figure 4.3. Field distribution of the antenna with additional slots. Simulated magnitude of complex

electric field at two different frequencies. The field is plotted at the top metal layer of the

patch.

of 80× 80× 26 mm3 and 108× 108× 26 mm2, compared to our antenna design. In these

antennas, the ground plane size remains at 280× 280 mm2. It can be concluded from

Fig. 4.4 that to make the antenna in [95] operate from 800 MHz while keeping its height

at 26 mm, the antenna size needs to be increased to about 108 mm, i.e. by 35%, with

additional difficulties to lower the reflection coefficient below −10 dB. By adding slots,

the structure is miniaturised while keeping the bandwidth within the specification (the

blue solid curve in Fig. 4.4). The simulated −10 dB-bandwidth of the final design is 780

MHz to 2350 MHz. Table 4.1 shows that our design reduces the antenna height by 20%

while retaining the lateral size at the expense of relative bandwidth.

Ground Plane

The first antenna design is intended for vehicle integration and has been initially designed

with an infinite ground plane using a numerical simulation tool (Ansys HFSS). The reflec-

tion coefficients for this antenna using different ground plane sizes have been simulated

and the results are shown in Fig. 4.5. These results show that to obtain a satisfactory

reflection coefficient over the targeted bandwidth, the ground plane should be at least

220× 220 mm2. A higher return loss for the smaller ground plane is due to the thinner

effective height of the structure. For experimental measurements, the ground plane size

280× 280 mm2 is selected, which corresponds to 0.737λmin × 0.737λmin in terms of the

Page 93



4.2 Wideband Design

Figure 4.4. Simulated reflection coefficient of the proposed antenna. Comparison is made between

the proposed antenna and the antenna optimised using a recently proposed technique in [95]

with comparable size and frequency specification. The units are in mm.

wavelength at the minimum frequency of operation. This ground plane size is compa-

rable with the design in [95] (0.653λmin × 0.653λmin), and is much smaller than what is

presented in [91] (1.37λmin × 1.37λmin).

Antenna Height

Figure 4.6 shows the effect of the antenna height on the reflection coefficient while keeping

other parameters constant. As expected a smaller h results in a degraded response at lower

frequencies. For the case of h = 30 mm, although max(|S11|) > −10 dB, the antenna

could in principle be re-optimised (with other parameters) to obtain a response within

specification. On the other hand, for the case of h = 22 mm, achieving the specification

|S11| < −10 dB is not practically possible; thus, an optimised h = 26 mm is chosen. In

addition, for an antenna with smaller h, the patch size needs to be significantly increased

to keep the lower limit of the bandwidth at about 780 MHz (as suggested by the results in

Fig. 4.4).

Slot Dimensions

Figure 4.7 shows the simulated reflection coefficients for various slot dimensions d1 and

L2. It should be noted that the largest dimension of each slot increases with increasing
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Figure 4.5. Reflection coefficient for different ground plane sizes. The units are in mm.

Figure 4.6. Reflection coefficient for different antenna heights.

either d1 or L2. It can be observed that smaller slots increase the resonance frequency at

the upper end of the bandwidth. This effect verifies that the resonance at the higher fre-

quency mostly depends on the slot dimensions. Furthermore, larger slots (the two curves

with L2 = 54 mm in Fig. 4.7) slightly decrease the minimum operation frequency in the

bandwidth, i.e. from 780 MHz to 750 MHz. This effect is as expected since the slot ge-

ometry contributes to overall miniaturisation (see Section 4.2.2 and Fig. 4.3). In summary,

the bandwidth can be extended by reducing the slot size at the expense of an increase

of |S11| at the middle-ranged frequencies and a slight increase of the minimum operat-

ing frequency. Large slots are recommended when miniaturisation has higher priority
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Figure 4.7. Reflection coefficient for different slot sizes. The units for d1 and L2 are mm.

than bandwidth. In this design, as a compromise, a medium slot size has been chosen to

achieve an impedance bandwidth of about 3:1 (blue solid curve in Fig. 4.7).

The above parameter study can be used as a guideline to optimise the antenna. First, the

base antenna without slot should be simulated. The antenna thickness h can be set to be

around 0.07λmin initially while the patch size L can be chosen initially around quarter-

wavelength at the minimum operating frequency. Then the tapered symmetrical slots are

added on the top of the patch. Two parameters d1 and L2 are optimised with a trade-off

among the reflection coefficient and the minimum operation frequency.

4.2.3 Adaptation for Integration onto Helmet

The previous antenna design is adapted for integration onto a curved ground plane, e.g. a

helmet, as illustrated in Fig. 4.8. This helmet is made of multiple layers of aramid and phe-

nolic resin with a measured relative permittivity of about 3.7 and a loss tangent of 0.04.

Typical helmet dimensions are about 160× 240× 260 mm3. In this design, the ground

plane made of copper tape is placed inside the helmet (at the bottom layer) and the hel-

met material is utilised as a dielectric to further reduce the antenna height. To provide

additional separation of the ground plane from the head, another layer may be placed be-

low the ground plane that may also be used as a platform for additional electronics [101].
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Figure 4.8. Adaptation of the design for integration onto a helmet. (a) The BOR is created from

a third-order Bézier curve. (b) The ground plane is made of copper tape covering the entire

bottom layer of the helmet.

Table 4.3. Parameters of the optimised antenna for integration onto helmet.

Par. Value (mm) Par. Value (mm) Par. Value (mm)

d1 14 g1 3 hs 1.575

d2 2 hh 7 L 80

dr 1.5 h 16 L1 38.5

g 14 xB 4 L2 33

zB 6

The antenna has been optimised for a total antenna height of H = h + hh = 23 mm in-

cluding helmet thickness of hh = 7 mm (Table 4.1). This means that the antenna thickness

seen from the top of the helmet is only h = 16 mm. For this design, it is found that re-

placing the conductive cone by a body of revolution (BOR) [90] to increase the capacitance

between the cone and the ground plane yields a better impedance matching. The BOR is

created by rotating a third-order Bézier curve specified by two parameters xB and zB as

demonstrated in Fig. 4.8a. Due to the tapering effect of the curved ground plane, the an-

tenna can be optimised to achieve a smaller height than the planar configuration without

significantly increasing the antenna size.

The optimised parameters for the helmet antenna are shown in Table 4.3. Simulation and

measurement results for this antenna will be shown in the next section.

4.2.4 Measurement Results
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Figure 4.9. Photograph of the antenna on a flat ground plane for a vehicle application. (a) top

view, (b) side view.

Vehicle Antenna

A photograph of the fabricated vehicle antenna is shown in Fig. 4.9. The simulated and

measured reflection coefficient results are shown in Fig. 4.10. These results show an ex-

cellent agreement, which validates the design and optimisation process. The antenna ex-

hibits a specified max(|S11|) ≤ −10 dB within the bandwidth 780 MHz to 2310 MHz.

The simulated and measured antenna gain patterns (in dBi) at two different frequencies

are shown in Fig. 4.11. The antenna radiates omnidirectionally across the operating band.

In the elevation plane, the antenna exhibits monopole-like radiation patterns: these pat-

terns are conical to the upper plane due to the presence of a finite ground plane. Because

of this, the maximum realised gains in the two fundamental planes are different. Sim-

ilar patterns can be found in other low-profile monopolar antennas with finite ground

planes [90–96].

The simulated antenna efficiency is almost 100% across the operating frequency range.

The simulated and measured maximum gain of the antenna are shown in Fig. 4.12. Rea-

sonable agreement between simulation and measurement is obtained, which indicates

high antenna efficiency. A higher fluctuation on the gain measurement across the band-

width can be attributed to measurement errors, e.g. the multi-path loss in a non-ideal
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Figure 4.10. Simulated and measured reflection coefficient of the vehicle antenna.

Figure 4.11. Gain patterns (dBi) of the vehicle antenna. Patterns are plotted for azimuth (left)

and elevation (right) plane at f = 0.9 GHz (top) and 1.8 GHz (bottom).
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Figure 4.12. Simulated and measured gain of the vehicle antenna.

anechoic chamber, which is known to occur for low frequency measurement in our uni-

versity facilities.

Helmet Antenna

The results for the reflection coefficient of the helmet are shown in Fig. 4.13. Reasonable

agreement between simulation and measurement is obtained. The maximum measured

reflection coefficient is about −9 dB. This minor increase of the reflection coefficient may

be the result of fabrication imperfection and variation on helmet geometries, e.g. the cur-

vature is not constant in all directions. These results also show that placing the helmet on

a phantom has a very small impact on |S11|.

The helmet antenna gain patterns (in dBi) and maximum gain are shown in Figs. 4.14

and 4.15, respectively. Due to the effect of the curved ground plane, the antenna achieves

maximum radiation closer to broadside direction, especially at higher frequencies, com-

pared to the large planar ground plane implementation. Since the antenna patterns are

not conical to the upper plane, the maximum gain is slightly lower than for the vehicle

antenna. However, gain in the broadside direction is slightly higher. Although the hel-

met material is quite lossy (loss tangent of 0.04), the simulated radiation efficiency is still

more than 97% across the operating bandwidth since the radiation process mostly origi-

nates from the air region above the helmet. The reasonable agreement between simulated
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Figure 4.13. Simulated and measured reflection coefficient of the helmet antenna with and

without phantom.

and measured gain (shown in Fig. 4.15) also indicates high antenna efficiency. Some dis-

crepancies between the simulated and measured gain are due to the imperfection of the

anechoic chamber at low frequency band and the difficulty in simulating exactly the shape

and electromagnetic properties of the helmet material.

As the pattern exhibits radiation nulls at θ = 0◦ and 180◦ and with the presence of a

ground plane at the bottom layer of the helmet, the antenna radiation should not signifi-

cantly be affected by the body [101]. To verify this, measurements of the antenna radiation

patterns in the xy-plane, i.e. broadside direction (θ = 90◦), have been carried out with the

helmet placed in free-space and on a phantom (Figs. 4.16 and 4.17). These results show

that the presence of the phantom has a minimal effect on the radiation pattern and antenna

gain. In summary, the helmet antenna is a good candidate for transmission applications

requiring an omnidirectional radiation pattern and vertical polarisation.

4.3 Dual-band Design

In this section, the antenna design for dual-band application is showed first, followed by

a key-parameter study. Based on this study, an antenna design procedure is proposed.

Finally, measurement results are presented as a validation of the proposed concept.
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Figure 4.14. Gain patterns (dBi) of the helmet antenna. Patterns are plotted for azimuth (left)

and elevation (right) plane at f = 0.9 GHz (top) and 1.8 GHz (bottom).

Figure 4.15. Simulated and measured gain of the helmet antenna.
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Figure 4.16. Measurement results with phantom. The antenna placed on a phantom for mea-

surement (left) and the measured gain patterns (dBi) with/without the phantom in the

xy-plane (right).

Figure 4.17. Broadside gain of the helmet antenna. Simulated and measured broadside gain (θ =

90◦) of the helmet antenna with and without the phantom.
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Figure 4.18. Design of a low-profile dual-band monopole antenna. (a) top view; (b) side view.

Darker shaded areas represent the conductor while lighter shaded areas denote the sub-

strate. Ls is the total slot length measured along the centre of each slot.

4.3.1 Antenna Structure

The design of the antenna is illustrated in Fig. 4.18. The antenna structure is based on

the previous wideband design, i.e. consisting of a patch with four shorting copper rods

forcing the patch to radiate in a magnetic current loop mode. The feeding technique is also

similarly adapted: the connector inner pin is attached to a conductive cone [95], which is

separated from the patch by a ring gap.

The main difference from the previous design is on the other hand, that the antenna height

is much further reduced (wideband operation is no longer achievable with this height)

and the geometry of four symmetrical slots is tailored to obtain another resonance band.

As shown in Fig. 4.18, the shape of these slots is meandered to gain more flexibility in

choosing the resonance frequency, e.g. the slot length Ls can be made longer for a lower
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Table 4.4. Parameters of the optimised and fabricated dual-band antenna.

Par. Value (mm) Par. Value (mm) Par. Value (mm)

L 88 h 12.5 hs 1.524

rc 6 ac 3 g 1.5

ws 4 s1 10.9 s2 6

s3 10 Ls 85 dr 1.5

resonance frequency. Additionally, this approach offers degrees of freedom in optimising

the impedance matching, for which the distances s1 and s2 play a significant role.

To gain further understanding of the radiation mechanism, the same antenna without

the slots has been simulated and compared with the proposed design. The simulation of

|S11| for the case without slots shows one narrow resonance followed by high reflection

at higher frequency. This result is expected for this type of antenna when the antenna

height is further reduced as demonstrated in the previous section. The introduction of

four symmetrical slots creates another frequency bands as observed in Fig. 4.19. Further-

more, as a beneficial side effect of the slots, the resonance frequency at the lower band

also decreases. The lowering of the first resonance frequency is the result of increasing the

effective length of the magnetic current loop. Thus the proposed slots also contribute to

an antenna miniaturisation of about 10%.

The field distributions at the two resonance frequencies of the optimised antenna are

shown as an inset in Fig. 4.19. Similarly to the previous design, it can be qualitatively

observed that at the upper band, radiation mostly originates from the slots on the patch

while at the lower band, radiation primarily comes from the antenna apertures under the

edges of the grounded patch.

4.3.2 Parameter Study and Design Procedure

In this section, the most relevant parameters that control the two resonances are studied.

These parameters include s1, s2 which define the location of the slots, as well as L and

Ls which are the lengths of the patch and slots respectively. The effect of ring gap g is

also examined, since it determines the capacitance between the cone and the patch and

is important for impedance matching. The antenna height h is chosen depending on the
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Figure 4.19. Simulated reflection coefficient of the optimised antenna and the antenna without

slots.

targeted antenna bandwidth, which can be done simply by plotting an approximate h-

bandwidth curve obtained using parametric simulation sets. Since the height-bandwidth

trade-off is well known, this aspect is not elaborated here. Similarly, analysis of other

parameters, i.e. ac, rc, dr, ws, s3 is not presented in detail as they can be chosen in a wide

range of values and do not significantly affect the results.

The ground plane size was chosen as 280× 280 mm2, i.e. 0.82λmin × 0.82λmin where λmin

is the free-space wavelength at the minimum operating frequency. It should be noted that

an increase of the ground plane dimensions corresponds to an increase of the effective

antenna thickness, which results in an increase of the antenna bandwidth. Depending

on the application, the antenna can be optimised with an infinite ground plane to mimic

integration onto a large metallic object, e.g. vehicle.

The simulation results of the reflection coefficient with varying g while keeping other

parameters constant are demonstrated in Fig. 4.20. These results support the dominant

effect of g on the impedance matching at both frequency bands, leading to a choice of

g = 1.5 mm.

The effects of varying s1, s2, L and Ls are illustrated in Fig. 4.21. In these plots, only the pa-

rameter being considered is varied while the others are fixed at the optimised values listed

in Table 4.4. Denoting f1 and f2 as the resonance frequencies of the lower and upper band,

respectively, it can be observed that when varying s1 or s2, both f1 and f2 change with a
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Figure 4.20. Simulated reflection coefficient when varying capacitive gap g.

trade-off in the reflection coefficient between two bands. On the other hand, when s1 and

s2 are fixed, i.e. the slots position relative to the edge of the patch remains unchanged,

the resonance frequency of each band can be controlled almost independently by varying

the patch size L and slot length Ls. This is an important feature which will be utilised

to design a reconfigurable antenna with independent control of two frequency bands in

Chapter 7. Although f2 can be controlled independently by Ls (Fig. 4.21c), increasing Ls

beyond 90 mm (to reduce f2) may degrade the impedance matching. In this case, s1 may

be decreased to obtain a better matching at f2 (Fig. 4.21a). A similar approach can be used

to increase f2 or varying f1. In summary, these four sub-figures can be used as a guide-

line to optimise both reflection coefficient and resonance frequencies of this dual-band

antenna.

Based on the above results, the following design procedure for the antenna with two res-

onance frequencies f1, f2 is suggested.

1. Start from the design without slots. Based on the targeted bandwidth, choose the

antenna height h. Choose L and optimise rc, g to obtain a resonance frequency about

10% greater than the desired f1 (this will later allow to account for the effect of slots

on the lower band). The parameters ac is not critical and can be chosen as slightly

larger than hs. Very good matching is not required for this step.
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Figure 4.21. Parameter study of the dual-band monopolar antenna. Simulated reflection coeffi-

cient when varying: (a) s1, (b) s2, (c) L, (d) Ls (from left to right, top to bottom).

2. Add the slots. Choose Ls ≈ λ2/2 where λ2 = c0/ f2 as an initial value. Optimise

ws, s1, s2 to obtain satisfactory matching at both frequency bands. The parameters rc

and g, which control the ring gap, may be adjusted for better matching if necessary.

Parameter s3 is not critical and can be chosen as s3 ≈ 2rc.

3. Tune the two resonance frequencies by separately varying either L (for f1) or Ls (for

f2).

4. Fine-tune the parameters, especially rc, g to achieve the specified matching criterion,

h for bandwidth and L, Ls for resonance frequencies.

4.3.3 Measurement Results

The targeted bandwidths for this dual-band design is 880 MHz to 915 MHz and 1710 MHz

to 1785 MHz (GSM bands). Due to the possible variation of material properties and

tolerances in the fabrication process, the antenna has been optimised in simulation to

achieve a slightly wider bandwidth, namely 873 MHz to 922 MHz (5.46%) and 1699 MHz

to 1825 MHz (7.15%). To achieve this, the height of the antenna is chosen as h = 12.5 mm,
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Figure 4.22. Photograph of the fabricated low-profile dual-band monopole antenna. (a) top

view; (b) zoom of the antenna; (c) side view.

which corresponds to 0.0367λ at the lowest frequency of operation. A photograph of the

fabricated antenna is shown in Fig. 4.22. Experimental validation is described as follows.

Reflection Coefficient

The results for reflection coefficient are shown in Fig. 4.23. Excellent agreement was ob-

tained between simulation and measurement. The measured |S11| ≤ −10 dB bandwidths

are from 876 MHz to 918 MHz and 1702 GHz to 1825 GHz, which cover the targeted

bandwidths. The matching at the resonance frequencies is better than −18 dB.

Radiation Patterns

The normalised radiation patterns at the centre frequency of each band are shown in

Fig. 4.24. These measurements are in very good agreement with the simulation results

for all patterns. The antenna radiates omnidirectionally at both frequency bands with the

measured variations in azimuth-plane of less than 0.87 dB for f = 0.9 GHz and less than

1.43 dB for f = 1.75 GHz. In the elevation plane, the antenna exhibits monopole-like pat-

terns. These patterns are conical to the upper plane due to the presence of a finite ground

plane, as discussed in the previous section.
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Figure 4.23. Measured and simulated reflection coefficient of the fabricated antenna. Shaded

areas indicate the target frequency bands.

Antenna Gain and Efficiency

The measured and simulated realised gain of the antenna are shown in Fig. 4.25. The

simulated antenna efficiency is nearly 100% at both frequency bands. The good agreement

between simulation and measurement for the gain indicates high antenna efficiencies. The

antenna gain at lower band is 3 dBi and for upper band, it reaches approximately 6 dBi.

This difference in gains is expected as the radiation patterns become more conical towards

the upper plane (θ < 90◦) at higher frequencies due to effect of the electrically larger

ground plane.

4.4 Conclusion

Two designs of low-profile monopolar antennas utilising symmetrical radiating slots on

an edge-shorted patch have been proposed in this chapter. These slots are equivalent to an

additional magnetic-current loop, thus they can either contribute to antenna miniaturisa-

tion (for wideband design) or create another resonance band (for dual-band design). For

wideband operation, two realisations for integration onto vehicles and helmets have been

presented. The results for the helmet integration demonstrate a better radiation perfor-

mance at broadside as well as a further height reduction compared to a flat ground plane.

Page 110



Chapter 4 Low-Profile Monopolar Antennas

Figure 4.24. Normalised radiation patterns of the dual-band antenna. (a) H-plane, 0.9 GHz;

(b) E-plane, 0.9 GHz; (c) H-plane, 1.75 GHz; (d) E-plane, 1.75 GHz. The simulated

cross-polarisation in E-plane is smaller than -30 dB hence is not visible in the presented

patterns.

For the dual-band design, based on a study of slot parameters, a step-by-step design pro-

cedure for the antenna has been proposed, which allows for a straightforward adaptation

for operation at other frequencies.

All presented antennas exhibit stable omnidirectional radiation patterns with vertical po-

larisation at all operating frequencies. Measurement results are in good agreement with

simulations, indicating high radiation efficiency and satisfactory omnidirectionality of the

antenna pattern. The proposed dual-band antenna designs can be useful when the design

requirements target very low antenna height and operation in specific frequency bands.

The high efficiency and low reflection coefficient at resonances also make the antenna

suitable for transmitter application.
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Figure 4.25. Measured and simulated realised gain of the fabricated dual-band antenna. Light

areas are the target bandwidths.
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Chapter 5

Stub-Loaded Reconfigurable
Antennas

T
HIS chapter introduces a family of reconfigurable antennas based

on stub-loaded substrate-integrated circuits. In the first section, a

frequency-reconfigurable antenna based on a stub-loaded half-mode

substrate-integrated cavity is studied thoroughly. The operational principle

and analysis presented here provide a foundation for the second section, which

discusses a fully functional frequency- and polarisation- reconfigurable an-

tenna based on a stub-loaded microstrip patch. Finally, using the proposed

technique, other reconfigurable antennas, including structures based on a

quarter-wave patch and a quarter-mode substrate-integrated waveguide, are

discussed.
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5.1 Introduction

In the emergence of modern smart systems, an antenna with frequency, polarisation and

pattern agility becomes more and more desirable. As a consequence, increasing attention

and efforts have been recently placed on designing reconfigurable antennas, especially in

substrate-integrated circuit technology [102–104]. This chapter is dedicated to a family of

reconfigurable antennas based on stub-loaded substrate-integrated circuits. The original

contributions have been published in a series of reconfigurable antennas papers in [105–

111].

This chapter is structured into three sections. In the first section, the analysis and de-

sign of a frequency-reconfigurable antenna based on a stub-loaded half-mode substrate-

integrated cavity are presented. It is noted that the half-mode substrate-integrated cavity

(for convenience, we shall call it HMSIW cavity) can be interpreted as a magnetic-dipole

using the field equivalence principle. The design is then extended to a microstrip patch

antenna with its reconfigurabilities in both operating frequencies and polarisation, namely

including 3 linear polarisation (LP) and 2 circular polarisation (CP) states. Finally, a fam-

ily of these stub-loaded reconfigurable antennas, including additionally a quarter-mode

substrate-integrated cavity and a quarter-wave patch, is introduced to demonstrate the

versatility of the tuning mechanism.

In this chapter, the field equivalence principle is used to interpret the antenna radiations

as magnetic dipoles radiating on a ground plane. Thus broadside radiation patterns can

be predicted. The field equivalence principle is also used to explain the relative level

of cross-polarization for different types of antennas based on substrate-integrated wave-

guide (SIW) technology and microstrip patch.

5.2 Half-Mode Substrate-Integrated Cavity Antenna

As shown in Chapter 2, the radiation from the open aperture of a half-mode substrate-

integrate waveguide (HMSIW) close to cutoff can be utilised to design travelling-wave

antennas (TWAs). Another method to design a radiator based on this structure is to create

a resonant cavity by placing two shorting walls along the guiding direction of the HMSIW.
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This technique has been exploited to design cavity resonator antennas in [112, 113]. Simi-

larly, a quarter-mode substrate-integrated waveguide (QMSIW) cavity [114] has been pro-

posed and utilised for a wearable antenna application [115]. Using the field equivalence

principle and image theory, the radiation problem can be approximated as a magnetic-

current source with the open-aperture length radiating into free-space. It is noted that this

antenna is the substrate-integrated version of the third example in Section 1.1.2 (Fig. 1.3a).

For reconfigurable applications, a compact antenna based on HMSIW cavity has been

proposed in [116]. This antenna radiates at the resonance frequency of an inter-digital ca-

pacitor slot. Therefore, the structure is miniaturised but exhibits large cross-polarisation

and modest gain (measured minimum and maximum gain reported at −4 dB and 1.8 dB

respectively [116]). A similar tuning principle has been applied to design a dual band re-

configurable eighth-mode substrate-integrated waveguide (EMSIW) antenna [117]. As an

alternative design targeting higher efficiency and linearly polarised radiator, this section

studies the use of varators and loading stubs, proposed in [118] for guided-wave appli-

cations, to design a reconfigurable antenna based on the HMSIW cavity. This antenna

works as a cavity resonator which is in principle different from [116], where the resonance

is determined by the capacitive slot. Thus the antenna demonstrates a high performance

in terms of antenna gain, reflection coefficient and tuning range at the cost of slightly

increased size. A comprehensive theoretical analysis of the structure is also presented,

which not only allows an efficient design and optimisation process but also gives more

critical insight into the antenna operational principle.

This section starts by highlighting the design and operational principle of the proposed

antenna, followed by a detailed theoretical analysis of its tuning resonance frequency. The

optimisation to achieve a desired tuning range for a chosen (or given) capacitance range

is then thoroughly described. Finally, measurements on an antenna realisation will be

shown to validate the proposed method, followed by a short summary.

5.2.1 Antenna Design and Operational Principle

The design of the antenna is illustrated in Fig. 5.1. The antenna consists of an HMSIW

cavity loaded with straight stubs arranged periodically in longitudinal direction along

the aperture (z-axis). The antenna is equivalent to a magnetic-current source M radiating
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Figure 5.1. A reconfigurable antenna based on a periodically loaded HMSIW cavity. Using the

field equivalence principle and image theory, the antenna can be shown to be equivalent to

the magnetic current M radiating into free space.

on a ground plane, whose effect can be removed by image theory (Fig. 5.1). The stubs act

as high-impedance transmission lines and do not significantly contribute to radiation. The

presented realisation considers 3 stubs, and the choice of this number will be discussed in

Section 5.2.2, as a trade-off between tunability range and antenna complexity. The varac-

tors are placed at the edge of the open aperture joining the top layer of the HMSIW with

the stubs. At the other end of the stubs lies the bias circuit for the varactors which consists

of resistors followed by a choke inductor. The resistance values are chosen large enough

to prevent RF current from flowing into the bias circuit but small enough to avoid power

loss in the resistors. The varactor model used in the present design is of type MA46H120

from MACOM Technical Solutions with maximum reverse leakage current in the tuning

voltage range of IR(max) = 100 nA [119]. Based on this and numerical verification using

ANSYS HFSS, the chosen values for the bias circuit in this design are Rb = 1 MΩ and

Lb = 100 nH (Fig. 5.1). With this choice of Rb, the DC power consumption of the structure

is less than P = I2
R(max)Rb = 10 nW per resistor.

It is well-known that the resonance frequency of a rectangular cavity depends on the

wavenumbers in the three Cartesian coordinate axes x, y, z. By terminating the HMSIW

with short-circuit walls in longitudinal direction (the short circuit walls are placed at half-

period spacing from the first and last stub, see Fig. 5.1), the wavenumber in z-axis is kept

constant. Therefore, changing the wavenumber in transverse direction, i.e. x-axis, will

change the resonance frequency of the cavity. This can be achieved by using variable
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reactive loads as suggested in [120, 121] and utilised in [118, 122]. To increase the tun-

ing range and provide additional capability for impedance manipulation, the varactor is

loaded with a stub of certain length protruding from the aperture (Fig. 5.1). Using trans-

mission line theory, the impedance loaded at the edge of the waveguide can be easily

changed by adjusting the stub size. A similar approach has been proposed in [123] to

design a reconfigurable circular monopolar patch antenna where stubs were realised as

sector-shaped patches. The utilisation of stub impedance transformation has also been

proposed in a different context [124] to design a corrugated substrate-integrated wave-

guide without via-holes. The stubs’ width and length will be optimised to achieve the

desired tuning range (shown in Section 5.2.3).

The antenna is fed perpendicularly from a coaxial line placed at the centre (z = 0) of the

cavity (Fig. 5.1). The centre pin goes through the substrate and contacts the top layer of the

HMSIW. The transverse position x = d f of the coaxial pin is optimised using a numerical

simulation tool to achieve good impedance matching in the entire tuning range. This

is carried out after the optimisation process necessary to obtain the dimensions of the

HMSIW and the loading stub. The effect on the matching of varying the feed position has

been studied in [125] and will be discussed in Section 5.2.3.

5.2.2 Theoretical Analysis

In this section, the theoretical calculation of the resonance frequency will be presented

first. The proposed analysis requires calculating the impedance periodically loaded at the

open aperture of the HMSIW and this will be shown in next part of this section. Finally,

the last part of the section compares the analytical solution with various numerical results

to provide a first validation of the proposed method.

Resonance Frequency

The resonance frequency of a metallic rectangular cavity can be calculated as

fr =
c0

2π
√

ǫr

√

k2
x + k2

y + k2
z (5.1)

where ǫr is the relative permittivity of the inner medium (assuming relativity permeability

µr = 1) and kx , ky, kz are the wavenumbers in x, y and z-directions, respectively. For a
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substrate-integrated cavity, the thickness h of the substrate is very small compared to the

size of the waveguide. Therefore, it can be assumed that ky = 0. Additionally, for the

cavity considered here, due to the short-circuits at the start and end of the waveguide, the

wavenumber in longitudinal direction is fixed at

kz =
π

l
(5.2)

to force zero electric field at the two ends of the cavity for the fundamental mode. Thus,

in order to find the resonance frequency, the wavenumber in x-direction is required. This

can be obtained by following the analysis described in [118], which yields an approxima-

tion of the wavenumber for a periodically loaded HMSIW. Although this approximation

succeeded in describing the modal behavior of the waveguide, it is not sufficiently accu-

rate to obtain the propagation constant and hence to calculate the resonance frequency in

the proposed structure. In order to improve the accuracy of the analysis, it is modified

as follows: the width of HMSIW is adjusted using the effective width formula provided

in [19]

we = w′ + ∆w (5.3)

where w′ is the effective width that takes the effect of via size and spacing into account

[126] and ∆w is the correction for the fringing field of the HMSIW [19] (Fig. 5.2). The

HMSIW is equivalent to an ideal half-rectangular waveguide with a PMC wall at one side

and a width of we whereas the reactive load is still placed at x = w′ (Fig. 5.2). In order to

simplify the analysis, the loaded impedance jB is assumed to remain unchanged with the

introduction of the PMC wall, which was also assumed in [118]. The analysis then follows

what is described in [118] with two changes: equation (9) in [118] is modified as

Hx3− Hx2 = δ(x−w′) · jBhEy3 (5.4)

and matrix A2 is thus changed to

(A2)mn =
sin(kcnw′) sin(kcmw′)

kcn
, (5.5)

where B is the susceptance loaded at the open aperture of the HMSIW. This is a cru-

cial modification to obtain an accurate propagation constant in the waveguide, especially

when the correction term ∆w is significant. This case occurs when using a thick and/or
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Figure 5.2. Equivalent model for a reactively loaded HMSIW. (a) original periodically loaded HM-

SIW, (b) equivalent HMSIW with PEC wall, (c) equivalent half-rectangular waveguide.

low permittivity substrate, which increases the fringing field at the open aperture of the

HMSIW. Once the propagation constant γ of the Floquet mode propagating in the period-

ically loaded HMSIW is calculated, the wavenumber in x-direction is calculated as

kx =
√

k2
0ǫr + γ2. (5.6)

Substituting the results of (5.2) and (5.6) into (5.1), the resonance frequency fr can be finally

obtained.

Impedance Loaded at the Aperture

This section demonstrates the analysis of the impedance loaded at the aperture of the HM-

SIW (Fig. 5.3(a)). First, the fringing field at the end of the open-circuit stub is compensated

by an equivalent additional length ∆l, for which a closed-form formula is given in [127]

(Fig. 5.3b). Second, using transmission line theory, the impedance at the other end (i.e. at

varactor position) is calculated as

Z = −jZm0 cot [βm(lstub + ∆l)] (5.7)

where lstub is the length of the stub; Zm0 and βm are the characteristic impedance and

phase constant of the stub modeled as a microstrip tranmission line [128]. The gap lv

between the stubs and HMSIW aperture can be taken into account using the equivalent

circuit model proposed in [129] with three capacitors Cs, CP1 and CP2 (Fig. 5.3b). Although
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Figure 5.3. Analysis of the impedance loaded at the aperture. (a) Design of the loading stub; (b)

equivalent circuit and transmission line model for the stub; (c) equivalent circuit for the

impedance Zvar of the varactor.

the empirical expressions for these capacitances in [129] are valid for the case where the

ratio between the two microstrip line widths are less than or equal to 3, it will be shown

that they still provide a good enough approximation for the gap capacitance.

The only unknown parameter at this stage is the impedance Zvar of the varactor which can

be obtained as a first approximation from datasheet provided by the manufacturer [119].

However, since the datasheet does not provide the capacitance in a full range of reverse

bias voltages, independent measurements on the impedance of the varactor have been

carried out. This measurement is necessary to improve the accuracy for predicting the

resonance frequency based on the analytical model. Fig. 5.3c shows the equivalent circuit

of the varactor where the capacitance is calculated as [130]

C(V) =
CJO

(1 + V/VJ)M
+ Cpar (5.8)

with Cpar being the parasitic capacitance of the varactor. Based on this model, the mea-

surement results are then processed utilising a curve fitting tool to obtain all parameters

of the varactor. The measured values of the varactor parameters can be found in Table 5.1.

The varactor capacitance C varies from 1.304 pF to 0.149 pF when changing the reverse

bias voltage from 0 V to 18 V. Finally, the impedance or susceptance loaded at the aperture

of the HMSIW can be simply calculated using circuit theory.
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Table 5.1. Varactor parameter values

R L CJ0 VJ M Cpar

2 Ω 0.05 nH 1.2 pF 4.155 V 1.97 0.1044 pF

Numerical Validation

In this section, analytical and numerical results for the resonance frequency at different

capacitance values for different structure dimensions will be compared to validate the

analytical model. The selected substrate material is Rogers Duroid 5880 with relative per-

mittivity ǫr = 2.2 and thickness h = 1.524 mm. Via hole spacing and diameter are chosen

as s = 1.85 mm and d = 1.05 mm. The gap between the stubs and HMSIW aperture is

lv = 0.66 mm, which corresponds to the length of the varactor. The HMSIW size is chosen

as l = 37 mm and w = 13.875 mm, noting that this is selected for illustration in this section

only, while optimised value will be presented in Section 5.2.3. Three varactors (n = 3) are

used in the design and thus the period p = l/3. Fig. 5.4 shows the resonance frequency at

different capacitance values for the cases of lstub = 0, 10 and 20 mm while the stub width

wstub is fixed at 2 mm. It can be observed that when C → 0, the three curves converge

to the same value which is the resonance frequency of the HMSIW without any loading

stub. When C → ∞, the three curve converge to different values corresponding to the res-

onance frequency of the stub-loaded HMSIW with the varactors acting as short-circuits

between the open aperture and the stubs. When there is no stub (lstub = 0), the resonance

frequency remains almost unchanged with varying capacitance values. This is as expected

since in the absence of stubs, the aperture remains an open-circuit no matter what value

of varactor capacitance is chosen. This is very different from the circumstances in [118]

and [121] where the capacitors or varactors are terminated by a short-circuit, which re-

sults in a more complicated bias circuit. Figure 5.4 shows that longer stub results in a

wider tuning range. It is noted however that the stub length should not be chosen to be

more than about half guided wavelength at the highest frequency to avoid a bandgap in

the tuning range. This bandgap phenomenon was also observed in [118].

Fig. 5.4 suggests that for the range of capacitance offered by an actual varactor (illustrated

by the shaded capacitance range in Fig. 5.4), the stub length lstub needs to be optimised

together with the HMSIW dimensions l and w to achieve a target tuning range, e.g. S-

band. Such an optimisation and its results will be shown in the next section. Fig. 5.4 also
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Figure 5.4. Resonance frequency at different capacitance values. Continuous curves are analytical

results while discrete points are simulation results. Chosen structure dimensions are w =

13.875 mm, l = 37 mm, wstub = 2 mm, lv = 0.66 mm, h = 1.524 mm, s = 1.85 mm,

d = 1.05 mm and n = 3.

demonstrates that larger tuning range can be obtained with wider range of capacitance

value C.

The next investigation considers the appropriate number of varactors to be used. Fig. 5.5

shows the variation in resonance frequency for different number of varactors while keep-

ing all other dimensions constant. It is noted that varying the number of varactors only

changes the period p as p = l/n. It can be observed especially from simulation that using

more varactors can slightly improve the relative tunability range and miniaturise the an-

tenna. However, more varactors increase the antenna’s complexity and cost. Depending

on the application, one may choose a priori a suitable number of varactors or may include

this number as a parameter into the optimisation. A compromise value for the number of

varactors is n = 3 and it will be used for the optimisation in the next section.

In general, a good agreement is observed between analysis and simulation across a very

wide range of parameters with a relative error below 2% for most of the cases. A discrep-

ancy at low value of C when n = 5 is conjectured to be due to the error in the equiva-

lent circuit model of the gap between the stub and the waveguide aperture (Cs, CP1 and

CP2 [129]). Nevertheless, Fig. 5.4 and 5.5 still demonstrate the validity of the proposed

analysis. Moreover, the theoretical calculation time for a set of parameters is around
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Figure 5.5. Resonance frequency at different capacitance values with different number of var-

actors (n). Continuous curves are analytical results while discrete points are simulation

results. Chosen structure dimensions are w = 13.875 mm, l = 37 mm, lstub = 10 mm,

wstub = 2 mm, lv = 0.66 mm, h = 1.524 mm, s = 1.85 mm and d = 1.05 mm.

50 ms, which is much faster than a full-wave numerical simulation, and allows an effi-

cient optimisation on the antenna tunability. Further comparison between measurement

and analysis results can be found in Section 5.2.4.

5.2.3 Optimisation and Parameter Study

In this section, a detailed investigation on the antenna optimisation will be presented. The

target frequency range is from 2.60 GHz to 3.95 GHz (waveguide S-band). The substrate

material, substrate thickness and via dimensions are chosen as in previous section. The

parameters to be optimised are wstub, lstub, w and l, i.e. the stub and HMSIW size. The goal

of the optimisation is to obtain the largest tuning range centred at fcS = (2.60+ 3.95)/2 =

3.275 GHz. The first part of this section shows the optimised results for different “host”

HMSIW sizes and discusses their impact on the antenna performance. The second part

considers the choice of antenna dimensions from the viewpoint of impedance matching.

Finally, the last part shows a specific design and discusses the impact of the stub size on

the tuning range.
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Optimisation

The HMSIW dimensions l and w are chosen first before optimizing the stub size. This

means that for a given “host” HMSIW cavity, the parameters lstub and wstub are optimised

to achieve the largest tuning range centred at fcS = 3.275 GHz. Let fr,max and fr,min be

the maximum and minimum resonance frequency corresponding to the minimum and

maximum values of varactor capacitance respectively. The relative tuning range is defined

as

TR = 2 min( fr,max − fcS, fcS − fr,min)/ fcS (5.9)

(which is possibly negative if fr,max < fcS or fcS < fr,min). This definition of TR is sim-

ple and forces the optimised tuning range to extend from the centre towards both upper

and lower limits of the S-band. With just 2 variables (lstub, wstub) the optimisation can

be carried out efficiently using a Newton’s process. The maximum tuning range TR ob-

tained for different HMSIW sizes is shown in Fig. 5.6. It can be observed that in general

when either HMSIW cavity width or length becomes smaller, a larger tuning range can

be obtained. However, when the HMSIW dimensions are reduced further than a par-

ticular value, shown as the white dashed curve shown in Fig. 5.6, the optimised tuning

range does not improve significantly. Moreover, reducing the size of the HMSIW results in

larger values of the optimised stub size, which reduces radiation efficiency and increases

cross-polarisation.

Impedance Matching

A further condition is that the value of (w, l) must allow an optimised feed position x = d f

for which a given impedance matching specification is satisfied over the whole tuning

range. This optimisation can be carried out for the single parameter d f using a numeri-

cal simulation tool. Figure 5.7 shows typical results of the minimum of |S11| for different

normalised feed positions d f /w at the upper and lower limit of the tuning range. Three

different values of l/w are selected for illustration, noting that the tuning range remains

the same in all three cases, i.e about 2.6 GHz to 3.95 GHz. It can be observed from Fig. 5.7

that when l/w decreases towards 1, it becomes more difficult to find a trade-off feed po-

sition such that min(|S11|) < −10 dB across the tuning range. As an empirical rule of

thumb, for impedance matching, it is recommended that (w, l) should be chosen with a
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Figure 5.6. Optimised tuning range (TR) for different HMSIW size.

ratio l/w of at least 1.3. It is also noted that higher ratios of l/w (as a rule of thumb beyond

3.5) will excite a higher-order mode with resonance frequency close to the fundamental

mode.

Specific S-band design

For the study case presented in this chapter, the aim is to cover the whole S-band with

low cross-polarisation (less than −20 dB in both E and H-planes, see Section 5.2.4) and

high efficiency (requiring larger open aperture). Therefore, the HMSIW dimensions are

chosen as w = 12.025 mm and l = 33.3 mm (the white dot in Fig. 5.6), which also allows

an optimised feed position for impedance matching as discussed in previous section and

shown in the final result. The optimised value for the stub dimensions are then lstub =

21.58 mm and wstub = 1.77 mm. This length of stub corresponds to 0.31λg where λg is the

guided wavelength at the centre frequency for the quasi-TEM wave travelling along the

stub. The calculated range of resonance frequency for this HMSIW size is from 2.61 GHz to

3.94 GHz, which corresponds to 40.6% relative tunability range. This should still cover the
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Figure 5.7. Impedance matching study. Minimum of |S11| at the upper and lower limit of the

tuning range for different normalised feeding positions. Legends are the same for all three

subfigures.

whole S-band when considering the 10-dB bandwidth, since numerical simulation shows

a minimum bandwidth of 1.3% for a specific capacitance value (results will be shown in

Section 5.2.4).

Figure 5.8 shows the calculated tuning range TR for different lengths and widths of the

loading stubs when the HMSIW size is fixed at its selected value w = 12.025 mm and

l = 33.3 mm. The stub length lstub varies from 5 mm to 30 mm, which corresponds to

about 0.07λg to 0.44λg. It can be observed that the length of the stub is the most important

parameter to obtain the desired tuning range. When the stub length lstub is about 22 mm,

changing wstub does not significantly change TR. However, if lstub < 20 mm, increasing

wstub can slightly increase the tuning range. This is because increasing width can make the

electrical length of a microstrip line become slightly longer and thus effectively increase

lstub towards its optimal value (i.e. 21.578 mm as shown previously). These results demon-

strate the significance of an optimisation process to achieve the widest target tuning range

starting from given varactor capacitance range values.
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Figure 5.8. Tuning range of the reconfigurable HMSIW cavity antenna. Tuning range (TR) for

different stub size (w = 12.025 mm and l = 33.3 mm).

Figure 5.9. Photograph of a reconfigurable HMSIW cavity resonator antenna.

5.2.4 Measurement Results

This section demonstrates and compares the analysis, simulation and measurements re-

sults of the antenna tuning range and radiation characteristics. A picture of the manufac-

tured antenna can be found in Fig. 5.9.

Reflection Coefficient and Tuning Range

The simulated and measured reflection coefficients at different values of reverse bias volt-

age are shown in Fig. 5.10. In general, there is a very good agreement between the simula-

tion and measurement. At higher voltage (corresponding to lower capacitance and higher

resonance frequency) the measured depth of |S11| is higher than its simulated value. This
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Figure 5.10. Reflection coefficient at different reverse bias voltages. White area is S-band.

is because the internal resistance R of the varactor also increases when voltage increases

(which is not accounted for in simulations). Nevertheless, the measured return loss at the

resonance frequency across the whole tuning range is greater than 15 dB. The measured

resonance frequency range extends from 2.57 GHz to 3.97 GHz while the actual tuning

range with the common criteria |S11| < −10 dB is from 2.56 GHz to 4.01 GHz which cor-

responds to a relative tuning band of 44.1%. The measured and simulated relative band-

width remains stable at about 1.5% when voltage V increases from 0 V to 18 V (minimum

of 1.3% at V = 0). This instantaneous bandwidth of the antenna at a specific reverse bias

voltage can be increased by increasing the thickness and/or decreasing the permittivity

of the substrate, similarly as for a microstrip antenna.

Fig. 5.11 shows the analytical, simulated and measured resonant frequencies for different

reverse bias voltages. Slightly larger discrepancies between analysis and measurements

are observed at lower frequencies, where the slope of the curve is steeper, and thus fab-

rication tolerances have a larger effect. Nevertheless, generally very good agreement can

be observed which further validates the proposed analysis method.

Radiation Pattern, Gain and Radiation Efficiency

The normalised radiation patterns in xy- and yz-plane for different resonance frequen-

cies at different reverse bias voltages are shown in Fig. 5.12. Good agreement between

simulation and measurement can be observed in all patterns. The antenna has radiation
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Figure 5.11. Analysis and measurement of resonance frequency across different reverse bias

voltages. White area is S-band.

patterns of a magnetic dipole on a finite ground plane with maximum gain in broad-

side, i.e. y-direction (θ = 90, φ = 90◦), which is similar to the HMSIW cavity antenna

proposed in [112]. The chosen ground plane size is 72 mm× 74 mm which corresponds

to 0.78λ0 × 0.81λ0 (λ0 is the free-space wavelength of the centre frequency of the tuning

range). Normalised cross-polarisation is approximately below −20 dB in both E- and H-

planes. This shows that the designed loading stubs have a small impact on the radiation

pattern of the antenna. Figure 5.12 also indicates that the patterns remain stable across

the whole tuning range from 2.57 GHz to 3.97 GHz. This confirms the reliability of the

antenna performance in the operational tuning band.

The simulated and measured antenna gain are shown in Fig. 5.13. The measured gain rises

from 2.1 dB to 6.1 dB as the resonance frequency increases from 2.57 GHz to 3.97 GHz,

which is in an acceptable agreement with the simulated gain. About 1 dB (0.93 dB on av-

erage) additional loss in measurements may come from antenna fabrication imperfections

and experimental error. Numerical simulation shows the antenna efficiency increases

from 37% to 91% within the tuning range, while the measured efficiency is estimated to

increase from 31% to 71%. The lower efficiency at lower frequency is due to the power loss

on the internal resistance of the varactor and smaller effective aperture length. This phe-

nomenon of reducing efficiency at low frequencies has been also observed and explained

in other work such as [123, 131].
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Figure 5.12. Radiation patterns of the reconfigurable HMSIW cavity antenna. Patterns are

plotted at f = 2.57, 2.84, 3.26, 3.68, 3.97 GHz from left to right, top to bottom.
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Figure 5.13. Simulated and measured gain of the reconfigurable HMSIW cavity antenna.

Figure 5.14. Simulated radiation efficiency for different values of internal resistance R of the varactor.

To investigate further on the source of the losses of the structure, the antenna efficiency is

simulated with different value of internal resistance R of the varactor for two cases: firstly

with perfect materials and secondly including copper and dielectric loss. The results are

shown in Fig. 5.14. It can be observed that the efficiency reduction mostly come from

the loss in the varactor at lower frequency. When R = 0, the antenna efficiency only

decreases from 97% to 82% within the tuning range. This demonstrates that the antenna

performance can be significantly improved with high-quality varactors.
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Table 5.2. Performance comparison. Performance comparison between the proposed antenna and

the antennas in [116] and [123]

This work [116] [123]

No. of Var. 3 1 8

ǫr 2.2 2.2 2.33

Size 0.36λ0 × 0.37λ0 0.26λ0 × 0.11λ0 0.95λ0 × 0.95λ0

Tunability 44.1% 18.2% 25.5%

S11,max -15 dB −8 dB −11 dB

Gainmax 6.1 dB 1.8 dB 5.9 dB

Gainmin 2.1 dB -4 dB 1.8 dB

Radiation pattern broadside broadside omnidirectional

Comparison with Published Results

Table 5.2 shows a comparison on the performance of the antenna with the other re-

cently proposed reconfigurable antennas in [116] and [123], where λ0 is the free-space

wavelength of the centre frequency of the tuning range corresponding to each antenna.

These two antennas are chosen due to their similarity in structure (in [116]), and principle

(in [123]). The antenna in [116] is an HMSIW cavity radiating at an inter-digital slot while

in [123], the antenna has similar design principle of varying the loaded impedance at the

aperture but operates as an omnidirectional antenna.

Compared to [116], the antenna demonstrates significant improvements in the radiation

characteristics at the cost of increased antenna size and number of varactors. It is noted

that the proposed antenna achieves a large tuning range as a result of an optimisation

with an accurate analytical solution. Comparison among other reconfigurable antennas at

similar frequency range in literature can be found in [116].

5.2.5 Summary of Reconfigurable HMSIW Cavity Antenna

A reconfigurable antenna based on a periodically loaded HMSIW cavity has been pro-

posed. The measured tuning range of the antenna covers the whole S-band with more
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than 44% relative tunability range. A detailed theoretical analysis of the resonance fre-

quency has been provided which allows an efficient and optimised design of the antenna.

With a fast optimisation process, the proposed antenna shows a significant improvement

in the radiation performance and reflection coefficient compared to other published re-

configurable antennas using similar structure or principle. The antenna also exhibits good

stability of its radiation pattern across the whole tuning range which makes it a reliable

candidate for future communication systems. The principle and analytical model pre-

sented in this section provide a foundation for other reconfigurable antennas based on

varactors and loading stubs shown in the next sections.

5.3 Microstrip Patch Antenna

Frequency-reconfigurable linearly polarised microstrip antennas have been proposed in

the literature with various techniques such as utilising: switches loaded with folded

dipoles [132], varactors loaded with shorting posts [133, 134], varactors with a near-field

resonant parasitic monopole [135] and tuning devices with a slotted patch [136, 137] or

a low-profile monopolar patch [123, 138]. Compact reconfigurable antennas have also

been proposed in [116, 139, 140]. However, as discussed in [141], fewer attempts have

been placed on frequency-reconfigurable circularly polarised radiating device. Most of

the available antennas can only be switched between LP and CP and/or between right

hand circular polarisation (RHCP) and left hand circular polarisation (LHCP) in a specific

frequency band [142–147]. Recently [141] and [148] proposed frequency-reconfigurable

circularly polarised antennas with continuous tuning range of about 25% utilising varac-

tors controlled with a single tuning bias voltage. However, the operation frequency of

these antennas can only be tuned for either RHCP or LHCP. It is noted that a versatile

microstrip antenna that can be fully reconfigured in both frequency and polarisation (LP,

RHCP and LHCP) in a wide continuous frequency range is very challenging to obtain.

Table 5.3 summarises some recent notable reconfigurable microstrip antennas that can be

tuned in polarisation and/or frequency. The tunability is defined as percentage frequency

tuning range. Although the antenna in [133] provided a wide tuning range with LP at

0◦, 45◦ and 90◦ and very good isolation among these states, CP has not been reported or

considered. Beside, the authors in [147] demonstrated an antenna which is capable of all
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Table 5.3. Performance of selected recently published reconfigurable microstrip patch antennas.

[133] [147] [141] This work

LP

Tunability 50% not tunable N/A 40%

|S11|max -10 dB -17 dB N/A -9.8 dB

Gainmin -2.6 dB Not shown N/A 2.6 dB

Gainmax 6.4 dB Not shown N/A 7.3 dB

CP

Tunability N/A not tunable 25% 40%

|S11|max N/A -18 dB -12 dB -12 dB

Gainmin N/A Not shown 2.5 dB 2.0 dB

Gainmax N/A Not shown 5.8 dB > 8.1 dB

Both RHCP & LHCP N/A Yes No Yes

types of polarisation, but the reconfigurability aimed at switching between different po-

larisations in a single frequency band. As discussed, the antenna in [141] is only capable

of one sense of CP and the tunability is limited as only one bias voltage is used. The

authors in [149] proposed an antenna with both polarisation and frequency tunability;

however, very limited results for CP were discussed or presented. Furthermore, a system-

atic approach to design a reconfigurable antenna for a given frequency range and varactor

tuning values is still lacking in these papers.

Based on the analytical model and technique learned in Section 5.2, this section proposes

an antenna design with both frequency and polarisation agility in a wide tuning range

using a fast optimisation process. The proposed approach significantly reduces the design

and optimisation time while delivering a reasonable accuracy on the estimated tuning

range.

This section starts by describing the antenna design and operation principle. Then the

optimisation for the antenna tuning range based on an analytical model demonstrated

in Section 5.3.2. Finally, the simulation performed with Ansys HFSS and measurement

results of the fabricated antenna at various frequencies and different polarisation config-

urations are presented in Section 5.3.3.
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Figure 5.15. Design of a reconfigurable stub-loaded microstrip patch antenna.

5.3.1 Antenna Design and Operation Principle

The antenna consists of a square microstrip patch and twelve identical stubs distributed

evenly at the four edges of the patch (Fig. 5.15). The spacing between the stubs is p = l/3

where l is the patch size. The varactors (MACOM MA46H120) bridge the stubs with the

patch edges, i.e. the patch “radiating slots”. At the other end of the stub lies the bias

circuit for the varactor which consists of a resistor followed by a choke inductor. The

chosen values for the bias circuit are Rb = 1 MΩ and Lb = 100 nH, similar to the HMSIW

cavity design in the previous section.

The varactors and stubs are divided in two groups: x- and y-direction (Fig. 5.15). Each

group is connected to an independent DC bias voltage (V1, V2). In this configuration, the

patch needs to be DC-grounded, which is achieved by placing a shorting via at the patch

centre. This shorting via does not change the radiation modes of the microstrip patch

since electric field at the centre is zero for both x- and y-oriented mode. The stubs do not

only provide another degree of freedom for impedance manipulation (as shown in the

previous section) but also allow different voltages to be tuned independently.
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The antenna feeding position lies in the diagonal line of the square patch (Fig. 5.15) to

excite both TM10 and TM01 modes. The variable capacitance of the varactor can be cal-

culated using (5.8) with measured parameters found in Table 5.1. The varactor internal

resistance R averaged over the frequency range is estimated to be R ≈ 2 Ω. When a

group of varactors is tuned, the wavenumber in the corresponding direction changes as

demonstrated and analysed in Section 5.2. Therefore, by varying (V1, V2) independently,

the resonance frequency of the x- and y-oriented modes can be controlled. When V1 = V2,

the two orthogonal modes are excited with the same phase and magnitude, thus the an-

tenna radiates with 45◦ LP. When V1 and V2 are different by a correct amount, CP radiation

can be realised [150]. The rotating sense can be switched by simply swapping the two volt-

age values. When the bias voltages V1 and V2 are sufficiently different from each other,

two modes are excited at different frequencies and the antenna operates as a dual-band

antenna with 0◦ and 90◦ LP in the respective bands.

5.3.2 Analysis and Optimisation

Analysis

The analysis is based on the transmission line model of the loading stubs and the cavity

model proposed in Section 5.2. It is performed with the following steps. Firstly, a peri-

odically loaded quarter-wave patch antenna is considered (Antenna I, Fig. 5.16a). This

antenna is similar to the antenna proposed in Section 5.2 except that the short circuit

walls of the HMSIW are replaced by open circuits. The field equivalence principle can

be still used, yielding two additional magnetic-current sources on the two new open sides

of the antenna. These two magnetic-current sources (M1, M2 in Fig. 5.16a) are 180◦ out

of phase and cancel each other at broadside, i.e. z-direction. Therefore, they can be ne-

glected as similarly as in the analysis of a conventional patch antenna. Similarly as for a

quarter-wave patch, the resonance frequency of this antenna at the fundamental mode is

calculated as

fr =
c0

2π
√

ǫr
kx (5.10)

where kx is the wavenumber in x-direction of a periodically loaded HMSIW [118] and ǫr is

the relative permittivity of the substrate. The details on the calculation of kx can be found

in Section 5.2.2.
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Figure 5.16. Steps to analyse the proposed reconfigurable microstrip patch antenna. (a) Peri-

odically loaded quarter-wave patch antenna; (b) Microstrip patch antenna with reconfig-

urability in one direction; (c) Fully functional antenna.

Secondly, since the mode in a quarter-wave patch antenna is just a half-mode of the full

patch antenna, the resonance frequency of Antenna II (Fig. 5.16b) is the same as that of

Antenna I. At this stage, by varying the capacitance value of the varactor, the resonance

frequency of Antenna II can be varied and predicted with high accuracy using this ana-

lytical model.

Finally, a second set of stubs is added in the other dimension of the square patch to allow

reconfiguration of the orthogonal mode, leading to Antenna III (Fig. 5.16c). Unfortunately,

the resonance frequency of the TM10 or TM01 mode of the fully functional antenna, i.e.

Antenna III, depends on both V1 and V2. This can be explained as follows. If the ca-

pacitance of the varactors C2 = 0, Antenna III becomes identical to Antenna II with open

circuits in y-direction. However, when V2 varies, C2 also varies and takes a non-zero value.

This increases the effective width of the antenna in y-direction and thus slightly affects the

wavenumber in x-direction (results will be shown in Section 5.3.3). Being aware of this

effect, the optimisation is performed for the simpler case of Antenna II to obtain the de-

sired frequency tuning range with a given range of capacitance value. The tuning range is

then compared between Antenna II and Antenna III (with the same antenna dimensions)

to observe and if necessary correct any discrepancy.
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Figure 5.17. Optimised relative tuning range for different patch sizes (Antenna II).

Optimisation

The optimisation is carried out efficienctly using the process described in Section 5.2.3

targeting for TR = 40% centred at fc = 3 GHz, i.e. [2.4, 3.6] GHz. (TR is defined in

equation (5.9)). The optimised parameters are the stub dimensions (lstub, wstub) and the

antenna size l. The selected material is Roger Duroid 5880 with ǫr = 2.2 and thickness

h = 1.524 mm. The same varactor type is used as before, i.e. with measured tuning of

[1.304, 0.149] pF, corresponding to a reverse bias voltage from 0 V to 18 V.

Figure 5.17 shows the optimised tuning range TR for different values of l. It can be ob-

served that when l decreases, the optimised TR increases. When l becomes smaller than

17 mm, the TR improves only marginally further. However, the patch becomes smaller

which results in a decreased antenna efficiency. Thus, there is a trade-off between antenna

size, tuning range and efficiency. The loading-stub technique proposed in this chapter

provides the flexibility in choosing the desired trade-off during the antenna design pro-

cess. For the purpose of conceptual demonstration, this section aims to design an antenna

with 40% tuning range, therefore l = 19.5 mm is chosen (full dot, Fig. 5.17). In this case,

the optimised stub dimensions are lstub = 21.16 mm and wstub = 1.01 mm.

The analysed and simulated resonance frequencies as a function of the varactors’ capaci-

tance C1 for the optimised Antenna II are shown in Fig. 5.18. The result for the Antenna III

which has the same dimensions as the optimised Antenna II is also plotted for the special

case C1 = C2. For Antenna II, very good agreement between analysis and simulation is
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Figure 5.18. Analysed and simulated resonance frequency of Antenna II. The simulated result

for Antenna III is plotted for the case of C1 = C2, i.e. 45◦ LP, which corresponds the

maximum tuning range of Antenna III.

observed across the whole tuning range, which validates the optimisation process and the

analytical model proposed in Section 5.2. For the fully functional Antenna III, the absolute

frequency range is shifted down by about 2% to 3%. This is as expected since adding C2

increases the effective width of the patch, and thus decreases the resonance frequency.

Although the analysis can only give the resonance frequency for the Antenna II, it still

provides a quick and reasonably accurate estimation on the antenna tuning range. A 2-

3% shift to lower frequency in the tuning range can be corrected through straightforward

scaling in an iterative design procedure. In this section, for illustration, the dimensions

of the fully functional antenna are kept the same as the optimised Antenna II. It is noted

that the tuning range for CP operation is by nature slightly narrower than the optimised

tuning range for LP because CP is based on two slightly shifted orthogonal LP resonances.

The feeding position (x, y) = (d f , d f ) is then optimised using HFSS to obtain a satisfactory

reflection coefficient across the tuning range. The simulation shows a trade-off for the

reflection coefficient between the case for 45◦ LP (C1 = C2) and other polarisation states.

Since 0◦ and 90◦ LP are also available, we opted to slightly lower the requirement for 45◦

LP for the presented design, to obtain better |S11| for all other polarisations. The chosen

feeding position is d f = 5 mm. Using this value, numerical simulations predict that |S11|
throughout the tuning frequency range is better than −9.5 dB for 45◦ LP and better than

−10 dB for all other polarisation configurations. The measurement result shown in the
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Figure 5.19. Photograph of the fabricated reconfigurable patch antenna with DC bias network.

next section will confirm a |S11| better than −9.8 dB in all polarisation states across the

whole tuning range.

5.3.3 Simulation and Measurement Results

This section starts by discussing the tuning process to obtain CP radiation with the pro-

posed concept. Then the |S11| parameter and axial ratio (AR) for the designed structure

will be presented followed by the antenna radiation patterns (in all polarisation configura-

tions) and antenna gain. A photograph of the fabricated antenna can be found in Fig. 5.19

Tuning Bias Voltage for CP

For a rectangular microstrip patch antenna, CP radiation is achieved with a single feed

when the two orthogonal fundamental modes are excited with 90◦ phase difference [150].

This is achieved for example by independently adjusting the length and width of the

patch. The required resonance frequency fr1 and fr2 of two modes TM10 and TM01 can be

adjusted by changing V1 and V2, and hence C1 and C2. Since these resonance frequencies

fr1 and fr2 depend on both C1 and C2, the antenna is tuned using numerical simulations to
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Figure 5.20. Tuning bias voltages. Simulated tuning bias voltages for RHCP radiation as a function

of operation frequency. LHCP is obtained by swapping the values of V1 and V2.

obtain the smallest axial ratio (AR) at different frequencies and maximum corresponding

3 dB AR-bandwidth. When performing this, starting values for V1 and V2 can be esti-

mated from the blue-circle curve in Fig. 5.18 and the varactor model C = C(V) given in

equation (5.8). The simulated reverse bias voltages necessary to obtain CP at different fre-

quencies are shown in Fig. 5.20. By swapping the values of V1 and V2, the sense of CP is

reversed.

Reflection Coefficient and Axial Ratio

The simulated and measured reflection coefficient for 45◦ LP at different combination of

reverse bias voltages (V1, V2) are shown in Fig. 5.21a. Good agreement between simulation

and measurement can be observed. The antenna can be tuned to work with 45◦ LP from

2.31 GHz to 3.70 GHz. For 0◦ and 90◦ LP (results shown in Fig. 5.21b), the tuning range

is slightly smaller since V1 and V2 must be separated enough for satisfactory isolation

between two resonance modes. The estimated tuning range in this case is from 2.40 GHz

to 3.45 GHz with maximum cross-polarisation of −10 dB (patterns will be shown later).

Measured results show |S11| smaller than −9.8 dB at resonance frequencies for all LP

states.

Considering now operation in CP, the reflection coefficient and axial ratio (AR) at different

voltage combinations (V1, V2) are shown in Fig. 5.22. Good agreement between simula-

tion and measurement can be observed. The antenna can be tuned for CP with AR and

Page 141



5.3 Microstrip Patch Antenna

Figure 5.21. Reflection cofficient results for LP operation. Results are shown for two combinations

of (V1, V2): (a) 45◦ LP; (b) 0◦ and 90◦ LP. Solid lines are measured results and dashed

lines are simulated results. It is noted that the results for the case (V1, V2) = (0, 18) V

are the same as for (18, 0) V except that the resonance frequencies for 0◦ and 90◦ LP are

interchanged.

|S11| less than 1.6 dB and −12 dB, respectively from 2.36 GHz to 3.54 GHz. The 3-dB AR

instantaneous bandwidth increases from 0.72% to 0.96% in the tuning range. These values

are typical for a single feed circularly polarised microstrip patch antenna [151].

Three-dimensions (3D) plots for the reflection coefficient as a function of varactor capaci-

tance value and frequency are presented in Fig. 5.23. The results are shown for 3 cases of

constant C1, i.e. 0.2 pF, 0.45 pF and 1.1 pF while C2 is varied in the whole range of varac-

tor capacitance value, i.e. 0.149 pF to 1.304 pF. Very good agreement between simulation

and measurement can be observed which ultimately validates the antenna functions. The

parasitic resonances originate from higher-order modes of the antenna, e.g. TM11 and the

monopolar mode discussed in Chapter 4 and 7. Furthermore, it can be observed that the

resonance frequencies vary in a smaller range when C1 is fixed at a larger value. This

is because larger C1 increases the effective size of the patch and thus reduces the tuning

range (Fig. 5.17).

Finally, it is known that the use of varactors limits the power handling capability [152],

which might restrict application especially in transmission mode. All presented measure-

ments have been performed with an injected level power of −5 dBm, but it has been

verified that the antenna performance does not change at least until an input power of

+5 dBm (a corresponding value of −5 dBm is reported in [152]). This suggests that the

Page 142



Chapter 5 Stub-Loaded Reconfigurable Antennas

Figure 5.22. Reflection coefficient and axial ratio for RHCP operation. (a) Reflection coefficient;

(b) Axial ratio. Different combinations of bias voltages are chosen. The number in bracket

shows the values of (V1, V2) in volts (obtained from Fig. 5.20).

parallel arrangement of several varactors extends the power handling capability, which

can be a key advantage compared to tuning with a single varactor.

Radiation Pattern and Gain

The normalised radiation patterns for selected frequencies in 3 cases of LP operation are

shown in Fig. 5.24. The simulated cross-polarisation level remains below −15 dB. Mea-

sured results show a higher cross-polarisation which could be due to the experimental

error, e.g. to the limited dynamic range of our anechoic chamber. Nevertheless, the mea-

sured cross-polarisation is still less than −10 dB across the tuning range.

The radiation patterns for CP with two senses of rotation at f = 3.01 GHz are shown in

Fig. 5.25. The result confirms that the antenna can be simply switched between RHCP

and LHCP by swapping the bias voltages. A cross-polar level of lower than −15 dB can

also be observed in both pattern sets. For further validation and illustration, the results

for RHCP at two other frequencies, at the lower and upper upper limits of the operating

frequency range, are shown in Fig. 5.26. Reasonable agreement between simulation and

measurement can be observed in all patterns in Fig. 5.24-5.26, which validates the pro-

posed antenna functions. Furthermore, the radiation patterns are stable in all polarisation

configurations across the whole frequency tuning range.

The results for antenna gain when operating with CP are shown in Fig. 5.27. Good agree-

ment between simulation and measurement is observed especially when f ≥ 2.75 GHz.
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Figure 5.23. 3D plot of reflection coefficients. 3D plot of the simulated and measured reflection

coefficient when varying C2 and fixing C1 at 0.2, 0.45 and 1.1 pF, respectively from top to

bottom.
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Figure 5.24. Radiation pattern results for LP operation. The patterns are plotted for 0◦, 90◦, 45◦

LP at selected frequencies in xz-plane (φ = 0◦).

Figure 5.25. Normalised radiation patterns (xz-plane) for CP operating at 3.01 GHz. The bias

voltages are chosen as (V1, V2) = (5.88 V, 4.35 V) for RHCP (left); and (V1, V2) =

(4.35 V, 5.88 V) for LHCP (right).
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Figure 5.26. Normalised radiation patterns (xz-plane) for RHCP operating at 2.36 GHz and

3.54 GHz. The bias voltages are chosen as (V1, V2) = (1.05 V, 0 V) and (18.0 V, 11.2 V)

respectively. Discrepancy in the case (18.0 V, 11.2 V), i.e. the pattern in the right, is due

to the up-shift in resonance frequency at the limit of the tuning range on measurement

(see Fig. 5.22), and possibly the imperfection in fabrication as well as measurement setup.

The simulated radiation efficiency increases from 40% to 88%, when increasing the fre-

quency through the operation range. Based on this and the gain values in Fig. 5.27, the

measured efficiency is estimated to increases from 25% to about 90% when the operating

frequency increases from 2.36 GHz to 3.54 GHz. The simulated and measured gains of

some recently published reconfigurable patch antennas are shown in Table 5.3 for refer-

ence, noting that the various materials and frequencies render a direct comparison diffi-

cult. A similar reduction on antenna efficiency at lower frequency is observed in other

varactor-tuned reconfigurable antennas in the literature [123, 133, 141]. This has also been

discussed in Section 5.2 for the case of stub-loaded HMSIW cavity antenna: the antenna

efficiency mostly depends on the quality factor of the varactor, especially at lower fre-

quency (lower reverse bias voltage). Also as expected, the measured gain of the antenna

when operating with LP follows the same trend as in CP, with an increase from about

2.6 dB to 7.3 dB when the resonance frequency increases from 2.40 GHz to 3.45 GHz.

5.3.4 Summary of Reconfigurable Microstrip Patch Antenna

A reconfigurable antenna design offering both frequency and polarisation agility has been

presented. The microstrip antenna employs periodically loading stubs with varactors to
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Figure 5.27. Simulated and measured gain of the reconfigurable patch antenna operating with

circular polarisation.

manipulate the antenna aperture impedance and hence, the resonance frequency. A sim-

ple DC bias network is required, with two independently adjustable voltages. Good agree-

ment between simulated and measured results in all polarisation configurations across a

wide tuning range of frequency (around 40% centred at 3 GHz) has been demonstrated.

The antenna is suitable for integration into smart communication systems where polari-

sation diversity, frequency tunability and pattern stability are required.

5.4 Family of Stub-Loaded Reconfigurable Antennas

From the results presented in Sections 5.2 and 5.3, a family of stub-loaded reconfigurable

antennas based on substrate-integrated circuits is further developed and summarised for

a systematic view demonstrating the versatility of the tuning concept. These include

the HMSIW cavity, the quarter-wave patch, the quarter-mode substrate-integrated wave-

guide (QMSIW) cavity and the microstrip patch reconfigurable antennas. The evolution

of these structures are shown in Fig. 5.28.

Starting from the HMSIW cavity (Fig. 5.28a), one can cut it into a half to form a QWSIW

[114], and then place a varactor loaded with a rectangular stub to obtain the frequency-

reconfigurability (Fig. 5.28b). Alternatively, the two shorting side walls can be removed

and the structure becomes a quarter-wave patch (Fig. 5.28c) with radiation mechanism

explained in the previous section. This antenna has been extended into the stub-loaded
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Figure 5.28. A family of stub-loaded reconfigurable antennas. The structures are based on: (a)

HMSIW; (b) QMSIW; (c) Quarter-wave patch; (d) Microstrip patch. Bold lines represent

PEC-walls.

microstrip patch with additional polarisation reconfigurability (Section 5.3). Since the

stub-loaded HMSIW cavity and microstrip patch antenna have been investigated pre-

viously, in this section, the results for the QMSIW cavity and quarter-wave patch are

presented. It is noted that only selected simulation results are shown here as a further

illustration of the techniques proposed in this chapter.

5.4.1 QMSIW Reconfigurable Antenna

Figure 5.28b shows a possible design of a stub-loaded QMSIW with a single varator. The

antenna operates with 45◦ linear polarisation (LP). Utilising the cavity model of QMSIW

and the analysis in Section 5.2.2, the resonance frequency of this structure can also be pre-

dicted to high accuracy. In this investigated case, the wavenumbers in x- and z-direction kx

and kz are the same and can be found from the analysis with the periodicity p = 2wQMSIW

and loaded reactance B depending on the stub dimensions and bias voltage (Fig. 5.28b).

For demonstration, a QMSIW reconfigurable antenna is optimised for a frequency tuning

range of 30% centred at fct = 2 GHz, i.e. [1.7, 2.3] GHz, using the same varactor as in

previous section. The chosen substrate material is Rogers Duroid 5880 with relative per-

mittivity of ǫr = 2.2 and thickness h = 3.175 mm. The optimised antenna parameters

are wQMSIW = 27.8 mm, wstub = 1 mm, lstub = 32.8 mm. The simulated and analysed
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Figure 5.29. Analysed and simulated resonance frequency of a reconfigurable antenna based

on a QMSIW cavity. Inset: field distribution at a resonance frequency ( fr = 2 GHz,

obtained when C = 0.45 pF).

resonance frequencies are shown in Fig. 5.29 with an inset showing field distribution at

a resonance frequency. Very good agreement is observed which validates the analytical

model and optimisation process.

The simulated reflection coefficients for different capacitance values C of the varactors

are shown in Fig. 5.30. The antenna achieves a simulated −10 dB-tuning range of

[1.65, 2.31] GHz with min(|S11|) < −14 dB across the tuning range.

It is noted that, a similar reconfigurable antenna based on QMSIW was proposed in [153].

In this design however, instead of using a loading stub, the varactor was short-circuited at

one end. Furthermore, the antenna in [153] was designed based on full-wave simulation.

In contrast, the design method presented in this chapter demonstrates a higher flexibility

in the design and is amenable to automated optimisation because it is based on fast semi-

analytical calculations (Section 5.2.2).

5.4.2 Quarter-Wave Patch Reconfigurable Antenna

The quarter-wave patch loaded with stubs has been briefly mentioned when analysing

the reconfigurable microstrip patch antenna in Section 5.3. Here, the design is further

developed with the stub-folded configuration for antenna miniaturisation (Fig. 5.31a)
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Figure 5.30. Simulated reflection coefficients of the optimised QMSIW reconfigurable antenna.

In this design, the quarter-wave patch is placed on the top substrate, while the middle

metal layer is used as ground plane. One varactor is placed at the centre of the radiating

aperture; it is then connected to a via that goes through the two substrates to the other side

of the structure. On the bottom layer, i.e. below the ground plane, this connecting via is

attached to an open-circuited microstrip stub with an effective length of lstub (Fig. 5.31b).

The designer is free to orientate the stub to suit any purpose. Here a folded configuration

that fits entirely within the area below the quarter-wave patch on the top layer is chosen.

The stub can be modeled as a bent microstrip transmission line to calculate the reactance

loaded at the radiating aperture of the antenna. By electronically tuning the varactor,

the reactance loaded at the open aperture is varied and the resonance frequency of the

structure can be controlled. The bias circuit for the varactor follows the previous design:

a large resistor is placed at the end of the stub, followed by a choke inductor and then the

DC voltage connector.

The antenna is fed perpendicularly through a feeding via at position (x, y) = (d f , 0), the

origin O being at the centre of the radiating aperture. In this design, a microstrip line on

the bottom layer is used to feed the antenna.

The simulated reflection coefficient of an antenna optimised for operation in a band cen-

tred at around 3 GHz is shown in Fig. 5.32 for different varactor capacitances C. The

chosen substrate is Rogers Duroid 5880 with relative permittivity ǫr = 2.2 and thickness

hs = 1.575 mm. The antenna dimensions are l = 18 mm and w = 13 mm. The total
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Figure 5.31. Design of a frequency-reconfigurable quarter-wave patch antenna employing folded

loading stub. (a) Top view, (b) bottom view.

Figure 5.32. Simulated reflection coefficient of the reconfigurable quarter-wave patch antenna.
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Figure 5.33. Simulated realised gain patterns of the reconfigurable quarter-wave patch antenna.

Results are shown at the upper and lower frequency limit of the tuning range f = 3.40 GHz

(top) and f = 2.55 GHz (bottom).

length of the stub is chosen as lstub = 21 mm. The return loss at the resonance frequencies

has been optimised to be higher than 12.3 dB across the tuning range from 2.55 GHz to

3.40 GHz, i.e. corresponding about 28% fractional tunability.

The simulated realised gain patterns of the antenna at the lower and upper limit frequency

of the tuning range are shown in Fig. 5.33. The realised gain of the antenna is −1.2 dB at

f = 2.55 GHz and increases to 4.4 dB at f = 3.40 GHz. The planar size of the antenna is

only 0.13λ0 × 0.15λ0 where λ0 is the free-space wavelength at the lower frequency limit

of the tuning range, i.e. f = 2.55 GHz. It is noted that the compact antenna proposed

in [116] has the size of 0.11λ0 × 0.25λ0 with the tuning range of 20% and a simulated

gain of −1.8 dB at the lower frequency limit. This proposed antenna also demonstrates a

very compact design with linear polarisation, whereas [116] was designed for polarisation

diversity environment. The simulated antenna efficiency increases from 23% to 90% when
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the resonance frequency increases from 2.55 GHz to 3.40 GHz. It is noted that for the

HMSIW cavity antenna in Section 5.2, the lowest simulated efficiency was about 37%.

In the presented case, since the antenna is even more compact, the lower efficiency also

comes from higher conductor loss. Furthermore, since all the feeding and bias circuit

structure are located on the bottom layer, it is possible to shield those components and

avoid parasitic radiation from them.

Figure 5.33 shows a larger cross-polarisation level compared to the results for the HMSIW

cavity antenna (Fig. 5.12). The cross-polarisation comes from two extra magnetic-current

source on the two opening side walls of the quarter-wave patch (Fig. 5.16). The results

in this section again demonstrates the trade-off among size, polarisation purity, and effi-

ciency in this family of reconfigurable antennas.

5.5 Conclusion

The original contributions of this chapter is a family of reconfigurable antennas based

stub-loaded substrate-integrated circuits with thorough analysis and optimisation pro-

cesses. Two novel designs, including a HMSIW cavity and a microstrip patch antenna

loaded with varactors and rectangular stubs have been investigated and validated with

measurement results. Two other designs based on QMSIW and quarter-wave patch with

folded stub for antenna miniaturisation have also been discussed as a further illustration

of this versatile technique. The proposed antennas demonstrate significant improvements

compared with the existing literature.
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Chapter 6

Polarisation- and
Frequency-Reconfigurable

Cavity Antennas

T
HIS chapter presents a polarisation- and frequency-reconfigurable

antenna inspired by the concept of equivalent magnetic-current

source. The key principle is to employ an array of PIN diodes to

reconfigure the length and position of an equivalent magnetic-current source

formed at the circumference of a circular cavity. By doing this, the resonance

frequency and field polarisation can be tuned systematically. An antenna using

24 PIN diodes clustered in groups of four has been designed together with a

dedicated switching voltage network arrangement. This particular realisation

of the antenna can change the linear polarisation in six different angles and

at five discrete frequencies as validated through measurements of a fabricated

prototype. Based on the proposed principle, quasi-continuous frequency- and

polarisation-reconfiguration is feasible using individual control of a large num-

ber of switching devices.
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6.1 Introduction

Compared to the varactor used in the previous chapter, RF switches such as PIN diodes

and MicroElectroMechanical System (MEMS) switches have a major advantage of being

controlled by fixed supply voltages. In principle, an RF switch connects or disconnects

two conducting parts of an antenna structure and thus their application is opening many

possible ways to design reconfigurable antennas. In [154–156], RF switches were used

to connect different parts of a patch to realise polarisation- and frequency-reconfigurable

antennas. The references [142, 143, 157, 158] proposed antennas that can be switched be-

tween either two linear polarisation (LP) states or two circular polarisation (CP) senses.

Both LP and CP-reconfigurability were combined and demonstrated in [145–147,159]. RF

switches have also been used to design beam-steerable antennas [22, 160, 161], wideband

polarisation-reconfigurable antennas [162–165], and an UWB antenna with a reconfig-

urable notch [166].

A common feature of all above mentioned switched antennas is that their operation is

fundamentally limited to a number of discrete polarisation states and frequency bands.

Although [154–156] showed designs capable of obtaining various pattern, polarisation,

and frequency configurations, their adaptation generally requires long lasting optimisa-

tion using numerical simulation since there is no systematic method available to predict

the antenna behaviour at each state. These difficulties in design can limit the suitability of

these antennas in real-time applications.

In this chapter, the field equivalence principle is used as a main tool to derive an antenna

structure that can reconfigure the operating frequency and linear polarisation angle in a

quasi-continuous manner. The proposed antenna utilises the symmetry of a centre-fed cir-

cular patch with switchable shorting vias densely distributed along the edge of the patch.

These shorting vias can be turned ON and OFF using PIN diodes to create a shallow cavity

with an open section on its sidewall, forming a radiating aperture. The field equivalence

principle is used to interpret the antenna as a variable magnetic-current source. Different

antenna resonance frequencies and polarisations are obtained by changing its size and

position. In this design, polarisation angle and resonance frequency resolution depend on

the number of switchable vias being used on the circumference of the circular patch and

this number can be chosen at design time to suit the application. For demonstration, a
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simple realisation of this type of antenna will be shown here, for which the operation can

be switched between six different polarisation states at five discrete frequencies (although

one of the frequency states is restricted by antenna efficiency – as shown in Section 6.4.3).

The findings in this chapter have been published in [167]

The chapter is structured as follows. The antenna’s operational principle is described

in Section 6.2, followed by a quick estimation of the resonance frequency of the structure.

Section 6.3 elaborates on practical aspects of the antenna design, including biasing, match-

ing and dimensioning. Finally, Section 6.4 shows the simulated and measured results for

the frequency and polarisation reconfigurability of a fabricated prototype, and is followed

by conclusions.

6.2 Antenna Principle and Resonance Frequency Estima-

tion

6.2.1 Operational Principle

The antenna concept is illustrated in Fig. 6.1. The antenna consists of a centre-fed circular

patch of radius R on a substrate with a ground plane at the bottom. A shorting wall, which

is modeled as a perfect electric conductor (PEC) closes a section of the patch edge to form

a cavity, while a section of the patch periphery is left open with an opening angle α. Using

the field equivalence principle, it can be shown that the antenna operates as a magnetic

current M radiating on a ground plane (Fig. 6.1a), with broadside being the maximum

radiation direction. The resonance frequency of this structure depends on the size of the

patch, i.e. radius R, and the size of the open aperture determined by the angle α. Further-

more, in the case depicted in Fig. 6.1a, the centre of the equivalent magnetic current M is

at φ = 0◦, i.e. on the x-axis and defines the polarisation of the electric field in the far-field.

Thus, it is clear that this antenna can also change its polarisation by changing the position

of the open aperture.

The PEC walls can be realised by an array of shorting vias with small enough spacing

(Fig. 6.1b), similarly to a substrate-integrated waveguide (SIW) [126]. The position and

size of the open aperture can be varied by connecting and disconnecting these shorting
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Figure 6.1. The concept of a polarisation- and frequency-reconfigurable antenna. (a) Top view

of a circular cavity with shorting wall and an open side, and (b) its reconfigurable version

using PIN diodes.

vias with the patch. These connections can be implemented using PIN diodes between

the patch and the vias that are controlled by DC bias voltages. To realise this type of

antennas, MEMS switches may also be used in the same configuration although they are

not considered here in fabrication.

6.2.2 Estimation of the Cavity Resonance Frequency

When the substrate thickness is relatively small compared to the operational wavelength,

the thin open aperture can be modeled approximately as a perfect magnetic conductor

(PMC). Deriving the resonance frequency for this cavity involves solving Helmholtz’s

equation in a circular cross-section with mixed boundary conditions. This is usually not

tractable analytically and requires approximations or the use of numerical techniques.

Since the antenna resonance frequency will be influenced by the specific configuration

and the imperfection of the tuning devices, a simple crude estimation of the resonance

frequency that can be used to obtain initial design parameters in a fast manner is sought.

The consideration is based on the limiting cases. Firstly, when the opening angle α tends

to zero, the structure resonates in the TMz
010 mode of a closed cylindrical cavity. This

mode has an exact resonance frequency of

fU = lim
α→0

fr(α) =
2.405c0

2πR
√

ǫr
, (6.1)
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where c0 is the free-space speed of light, ǫr is the relative permittivity of the substrate and

fr(α) is the resonance frequency as a function of α. This equation yields the upper limit

of the operating frequency. Secondly, the lower limit of resonance frequency is obtained

when α tends to 2π, with a single shorting point on one side. At this limit, the antenna

operates as a planar-inverted F-antenna (PIFA) with a quarter-wave length corresponding

approximately to half of the antenna circumference plus its height [168] (an alternative

empirical formula can also be found in [169]). This resonance frequency can be estimated

with a reasonably good accuracy as

fL = lim
α→2π

fr(α) =
c0

4(πR + h))
√

ǫr
, (6.2)

where h is the thickness of the substrate. This formula yields the lower limit of the tuning

range. For an arbitrary value of α ∈ (0, 2π), the resonance frequency is found empirically

to be roughly decreasing exponentially from fU to fL when α increases linear from 0 to 2π:

fr(α) = fUe−kα where k =
1

2π
ln

(

fU

fL

)

. (6.3)

Figure 6.2 shows the simulated and estimated resonance frequencies of the structure de-

picted in Fig. 6.1a. The result shows that equations (6.1) and (6.2) yield accurate predic-

tions of the limits of the tuning range whereas equation (6.3) for fr(α) generally underes-

timates the resonance frequency in the range α ∈ (0, 2π).

6.3 Practical Design

As discussed in the previous section, the shorting wall on a section of the patch edge can

be configured using PIN diodes and shorting vias. In order to maintain the reconfigura-

tion symmetry of the antenna, it is fed perpendicularly from a coaxial probe at the centre

of the patch. Furthermore, various aspects have to be considered at the design stage: the

number of PIN diodes to be used, the bias network configuration to control these PIN

diodes and the impedance matching across the tuning range. In this section, these aspects

will be successively discussed followed by the presentation of a practical design of the

antenna.
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Figure 6.2. Resonance frequency of the circular cavity in Fig. 6.1a. The calculation is performed

with R = 15 mm and ǫr = 2.2.

6.3.1 Number of PIN Diodes

The number of PIN diodes needs to be determined based on the desired resolution of the

discrete reconfigurable states and the density of vias required to form cavity walls.

Denoting N as the number of PIN diodes used in Fig. 6.1b and assuming independent

control, the open angle α can take any discrete value in the form of 2πm/N where m is

the number of PIN diodes that are switched OFF. This yields N − 1 possible operating

frequencies for the antenna (noting m 6= 0 and m 6= N). A continuous antenna tuning

range may be achieved in principle if the −10 dB-bandwidth at different stages overlaps

to cover the whole tuning range ( fL, fU). Furthermore, the antenna can also operate with

N different polarisation states φ = 2πm/N, where m = 0, ..., N− 1.

It is then noted that the number of PIN diodes should be large enough to effectively create

an equivalent solid PEC wall along the antenna edge. This requirement may result in the

number of necessary PIN diodes and shorting vias being more than required to achieve

the desired resolution of reconfiguration states. Therefore, in practice, these PIN diodes

may also be grouped in clusters and controlled simultaneously using modular switches.

In this case, the above analysis for the state resolution still applies with N being the num-

ber of diode clusters.

To validate the concept, later in this chapter an antenna with 24 PIN diodes is demon-

strated. These PIN diodes are divided into N = 6 clusters, each consisting of 4 adjacent
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diodes, which are connected to a DC-bus strip and controlled by a single bias voltage (ei-

ther 5 V or −5 V). In this configuration, the antenna can be switched between 6 different

polarisation states, i.e. corresponding to φ = m2π/6. The design is shown in Fig. 6.3.

It should be emphasised that the presented antenna design illustrates and proofs the pro-

posed concept: The clustering of PIN diodes reduces the complexity of the bias circuit

for physical implementation of switches and in-house fabrication. In practice, if each PIN

diode is controlled individually by a single switch, a more sophisticated control system

may be required to control a large number of switches, similarly to [155, 156].

6.3.2 Bias Network

The bias circuit diagram for each PIN diode is shown in Fig. 6.4. In order to separate the

DC signal and RF signal, the bias circuit requires:

1. A DC blocking capacitor Cb = 47 pF being placed between the diode and shorting

via,

2. An RF blocking inductor Lb = 47 nH being placed between the diode and DC volt-

age, and

3. DC grounding of the patch by placing an RF blocking inductor Lg = 370 nH at

position (x, y) = (Rp, 0) (φ = 0, see Fig. 6.3), followed by a shorting via.

It is noted that Lg should be large enough to effectively realise an RF open circuit at this

position of the patch. This Lg choice will maintain antenna symmetry when switching

between different polarisation states.

In order to minimise the scattering effects of the bias components on the antenna per-

formance, the bias network including DC supply voltages and switches is realised on a

second substrate integrated below the ground plane. To achieve this, thin wires going

through the substrate are used to connect each DC-bus strip to the switch and power sup-

ply network that is located below the ground plane.

The implementation of the bias circuit is shown in Fig. 6.4. A more flexible control on

the polarisation and resonance frequency is in principle possible by controlling each PIN
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Figure 6.3. A practical design of the proposed antenna. 24 PIN diodes are divided into 6 groups,

each of which is controlled by a DC bias voltage (see Section 6.3.1 and 6.3.2).

Figure 6.4. Bias circuit implementation. (a) The design of bias circuit of the PIN diodes and (b) its

implementation in HFSS simulation.

diode independently. In this case, the bias network will have a similar set up but it will

require additional bias components.

6.3.3 Impedance Matching

For impedance matching, a capacitive concentric ring is utilised in the centre of the circu-

lar patch (Fig. 6.3). This technique has been used for the monopolar antennas proposed
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Figure 6.5. Reflection coefficient of the antenna with and without capacitive ring. Results are

shown for the case α = 180◦

in Chapter 4. Two parameters g and rin are carefully optimised using Ansys HFSS to ob-

tain satisfactory matching across the tuning range. It is noted that rin can be chosen in

a wide range while g is optimised strictly to provide a correct amount of capacitance to

broadly compensate the inductance of the feeding probe in the various states of the cavity.

Figure 6.5 shows the simulated reflection coefficient of the antenna with and without the

optimised capacitive ring for α = 180◦.

6.3.4 Antenna Design

Based on the above discussion, an antenna design has been developed and simulated

using Ansys HFSS. The PIN diodes used in this design are of type MADP-042305-13060

(MACOM Technical Solutions) with reverse bias capacitance of 0.15 pF and forward bias

resistance of 1.3 Ω [170]. The selected substrate is Rogers Duroid 5880 with thickness

h = 3.17 mm, relative permittivity ǫr = 2.2 and loss tangent tan δ = 0.0009. A single PIN

diode is modeled as a lumped capacitor with CPIN = 0.15 pF in OFF state, or as a lumped

resistor with RPIN = 1.3 Ω in ON state. The cavity is chosen without impinging on the

generic applicability of this design in such a way that the lowest resonance frequency is

1 GHz. The optimised antenna parameters are rin = 4 mm, g = 0.13 mm, R = 19.1 mm,

a = 1.5 mm, Rp = 15 mm and lc = 1 mm (see Fig. 6.3).
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Figure 6.6. Simulated electric field distribution. Results are show for the case α = 180◦

Figure 6.7. Photographs of the top and bottom layers of the antennas. The ground plane is in

the middle of the two substrate layers. Rogers Duroid 5880 is used for the antenna while

the bias network is implemented in FR4.

Figure 6.6 shows the electric field distribution in a particular state of the antenna. As

expected, the electric field is close to zero near the shorting wall, while it reaches its

maximum at the open aperture. This electric field distribution is similar to a half-mode

substrate-integrated waveguide cavity discussed in Chapter 5. By switching ON and OFF

the appropriate PIN diodes, the polarisation and resonance frequency of the antenna can

be varied. Figure 6.7 shows photographs of the top and bottom view of the fabricated

antenna prototype.
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Figure 6.8. Reflection coefficient of the antenna for different value of open angle α. (a) simu-

lation; (b) measurement. The measurement results are shown with 6 different polarisation

states simultaneously as overlapped curves.

6.4 Simulation and Measurement Results

6.4.1 Frequency Reconfigurability

Figure 6.8 shows the simulated (left) and measured (right) reflection coefficients of the

fabricated antenna at five different resonant states α = 2πm/6 (m = 1, .., 5). Six dif-

ferent polarisation states (φ = 2πm/6 where m = 0, ..., 5) are simultaneously plotted in

Fig. 6.8b as overlapped curves. We observe firstly that there is a very good correspon-

dence between the simulations and measurements. Secondly, the overlapped curves are

nearly indistinguishable, indicating that the resonance frequency does not change when

the polarisation states change. These results verify that the RF blocking inductor Lg for

grounding the patch (see Fig. 6.3) does not noticeably affect the symmetry of the antenna.

The results show that the antenna can be switched between five different frequencies.

However, when α = 300◦ ( f = 1.00 GHz), the antenna has very low efficiency that limits

the practical use of this state, as will be discussed in the next section. It is emphasised here

again that more frequency states can be obtained if each diode is controlled independently,

in which case the difference between two adjacent resonance frequencies ∆ f decreases.

A sufficient number of independently controlled PIN diodes may lead to a continuous

−10 dB-bandwidth tuning range. Additionally, if required, a wider bandwidth of a single

frequency state can be increased by increasing the antenna thickness.
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Figure 6.9. Resonance frequency for different open angle α. α is defined in Fig. 6.1a.

Figure 6.9 shows the simulated and measured resonance frequencies in different states to-

gether with the corresponding estimated values from equation (6.3). The overestimation

of the resonance frequency is attributed firstly to the non-zero spacings between shorting

vias which slightly increases the open angle α in the realisation. Secondly, it comes from

the imperfection of the PIN diodes when switched OFF, with a capacitance of C = 0.15 pF

which is close but not equal to an open-circuit at RF. This capacitance increases the effec-

tive size of the patch. Overall, the proposed estimation equations can be used to obtain

initial design parameters, which can be tuned for a given PIN diode capacitance through

full-wave simulations.

The normalised radiation patterns at 4 different resonance frequencies f = 1.26, 1.57, 2.00

and 2.76 GHz, corresponding to α = 240◦, 180◦, 120◦ and 60◦, respectively, are shown in

Fig. 6.10. All patterns are plotted at the polarisation state of φ = 0◦. Reasonably good

agreement is obtained between the simulation and measurement results for all patterns.

The higher cross polarisation in the measured E-plane patterns are attributed to scattering

effects of the connecting wires at the back of the antenna and the imperfection of our ane-

choic chamber for these relatively low frequency measurements. These scattering effects

also cause a distortion in the co-polarisation at low frequency, i.e. f = 1.26 GHz.
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Figure 6.10. Radiation pattern results. Simulated and measured normalised radiation patterns at

different resonance frequencies for different open angle α = 240◦, 180◦ and 120◦ (from

top to bottom). The simulated cross-polarisations in E-plane is well below -30 dB and are

not visualised in the plots.
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Figure 6.11. Polarisation reconfigurability results. Measured radiation patterns at f = 1.57 GHz

(α = 240◦) at different polarisation states φP = 0◦, φP = 60◦ and φP = 120◦. The

patterns are normalised to state φP = 120◦.

6.4.2 Polarisation Reconfigurability

Since this antenna is symmetrical, it is expected that the polarisation can be switched by

changing the position of the conducting cavity wall without affecting its radiation pattern.

Fig. 6.11 shows measured radiation patterns at 3 different polarisation states φ = 0◦, φ =

60◦ and φ = 120◦ for the case of resonance frequency f = 1.57 GHz, i.e. α = 180◦. The E-

plane and H-plane are adjusted according to the polarisation state. It can be observed that

the radiation patterns remain stable, within measurement uncertainty, when changing

the linear polarisation direction. These patterns show antenna reconfigurability between

various polarisation states.

6.4.3 Antenna Gain and Efficiency

The measured and simulated antenna realised gains (in dBi) at four resonance frequencies,

corresponding to α = 240◦, 180◦, 120◦ and 60◦, are shown in Fig. 6.12a. The measurement

results are in a reasonable agreement with the numerical simulation, with discrepancies

within 1 dB. The simulated antenna efficiency is also shown at these states. It can be

observed that the antenna has better than 50% efficiency when f ≥ 1.57 GHz (or α ≤ 180◦).

The gain and efficiency for the antenna at f = 1.00 GHz (when α = 300◦) are only about
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Figure 6.12. Gain and efficiency study. (a) Antenna realised gain (dBi) and simulated radiation effi-

ciency.(b) Simulated percentage power loss for two cases: due to conductor and dielectric

losses only, and due to loss from PIN diodes only.

−9 dB and 6%, respectively. These results restrict practical application of this state and

are not included in Fig. 6.12a.

To comprehensively understand the source of losses in this type of antenna, we simulated

power losses in two cases: (1) due to conductor and dielectric losses only (RPIN = 0),

and (2) due to loss from PIN diodes only (PEC and perfect dielectric). From the results

in Fig. 6.12b, it is found that the degradation of efficiency comes mostly from the internal

resistance of PIN diodes. As α increases, the resonance frequency decreases and there is

larger current flowing through the PIN diodes, which decreases the antenna efficiency.

At the other extreme, when α decreases, the resonance frequency increases and the radi-

ating aperture decreases resulting in slightly lower antenna efficiency caused by higher

conductor and dielectric loss in the cavity.

6.5 Conclusion

The operational principle and design of a polarisation- and frequency-reconfigurable an-

tenna have been presented in this chapter. The key concept is to vary the position and

length of the equivalent magnetic-current source. This type of antenna can be designed to

switch its operating frequency and polarisation across a wide range of discrete values. The

switching resolution increases with the number N of the switchable shorting vias used,

but this number can be chosen at the design stage to satisfy the antenna’s specifications.
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6.5 Conclusion

For demonstration, an antenna that can be reconfigured to operate in six different polari-

sation states at five discrete frequencies has been fabricated and experimentally validated.

Although the efficiency is a limitation for this type of antenna at the lower switchable fre-

quencies, this limitation has been identified to be due mostly to the internal resistance of

the tuning devices and can be further improved in the future.
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Chapter 7

Reconfigurable Monopolar
Antennas

T
WO reconfigurable designs of low-profile monopolar antennas are

proposed in this chapter. First, a reconfigurable antenna with in-

dependent control of two separate frequency tuning ranges is pre-

sented. The structure is based on the dual-band low-profile monopolar an-

tenna shown in Chapter 4. The second design exploits the monopolar mode

in addition to the conventional patch mode of a microstrip antenna to design

a pattern- and frequency-reconfigurable antenna. In this design, the loading-

stub technique proposed in Chapter 5 is utilised as tuning mechanism.
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7.1 Introduction

As discussed in Chapter 4, the low-profile monopolar antennas have been investigated

extensively due to their omnidirectional radiation patterns with vertical polarisation and

compact configuration. For wideband design, further lowering the antenna height is ex-

tremely challenging as seen from many attempts in the literature listed in Table 4.1. By

adding symmetrical radiating slots, a dual-band radiator can be designed (as presented

in Section 4.3) with a significant reduction in the antenna height while maintaining the

omnidirectional radiation patterns. Nevertheless, the bandwidth of each band becomes

narrow and is still limited by the antenna height. With the aim of covering a wider fre-

quency range, the first main part of this chapter proposes a reconfigurable design based

on this structure. The antenna achieves two wide frequency tuning ranges with an even

higher reduction in the antenna profile. Importantly, each frequency range can be tuned

independently from each other.

Typically, low-profile monopolar antennas are designed with several shorting rods (or

wires, conducting vias) at the edges of a patch, such as in [92–96, 98] or demonstrated

in Chapter 4 (published in [99]). This configuration guarantees that the antennas are

symmetrical and the radiation patterns are omnidirectional in the H-plane. However,

as shown in the early literature [85–87], the monopolar mode can be excited with short-

ing wires or vias placed inside the patch cavity at the cost of slightly disturbed omni-

directional patterns. It is noticed that if these vias are placed along the symmetry line of

the patch, they do not affect the conventional microstrip patch mode which radiates to-

wards broadside. Based on this principle, Lee et al. [171] proposed a low-profile dual-band

antenna with omnidirectional pattern at one band and broadside pattern at the other. The

second main part of this chapter further develops this principle to design a frequency- and

pattern-reconfigurable antenna. In this design, the resonance frequencies of two bands are

tuned at the same time. As a result, there exists an overlapping frequency range where the

antenna can switch its radiation pattern. The findings have been published in [111, 172].

7.2 Dual-band Reconfigurable Monopolar Antenna

As a matter of fact, dual-band reconfigurable antennas have been proposed previously

in the literature. However, they have been designed to target different applications with
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broadside radiation patterns [173–175], tunable polarisation [176] or for mobile phone in

which radiation patterns can be largely frequency-dependent with unspecified polarisa-

tion [177–181]. Anagnostou et al. [182] proposed a reconfigurable antenna that can be

switched among multi-band and single-band operations at different discrete frequencies.

Recently, Kang et al. [183] designed a dual-band antenna with frequency-reconfigurability

at a single band while the resonance frequency at the other band remains fixed using

miniaturised substrate-integrated waveguide. Li et al. [184] demonstrated a dual-band

design with different patterns at each band that can be switched ON or OFF but does not

allow frequency tunability. For monopolar antennas, reconfigurable designs have only

been proposed in [123] with only a single band tunability reported.

As demonstrated in Section 4.3, for monopolar antennas, dual-band operation can be

achieved by the addition of radiating symmetrical slots. The parameter study in Fig. 4.21

indicates that the resonance frequency can be varied independently by changing the corre-

sponding size of the radiation source (antenna edges or slots) when the slots’ positions are

fixed. This suggests that the resonance frequency at each band can be controlled indepen-

dently with two separate sets of voltage-controlled tuning devices, e.g. varactors, applied

at the source of radiation. In this section, the antenna tuning principle are explained and

followed by a description of the bias circuit design and the experimental results.

7.2.1 Design and Operational Principle

The antenna structure first follows the dual-band design shown in Section 4.3 and

Fig. 4.18. At this stage, the objective is to provide a tuning mechanism for each frequency

band, which is discussed and shown as follows.

First, it is noted that in [123], the frequency of a low-profile monopolar antenna was var-

ied using varactors loaded with symmetrical patch sectors distributed along the edge of

the patch. These patch sectors were left open-circuited at their other end, similar to the

rectangular-stub configuration proposed in Chapter 5. For the present design, since short-

ing rods are placed at the edges of the patch, the frequency-tunability is achieved by using

varactors to connect the patch with these rods (Fig. 7.1–varactors C1). The physical prin-

ciple is to use varactors shorted at one end to vary the reactance loaded at the edges of
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Figure 7.1. Design of the frequency-reconfigurable dual-band monopolar antenna. (a) Top view

and side view of the antenna. Parameters are consistent with Fig. 4.18. Darker shaded

areas are conductor while lighter shaded areas are the substrate. At nodes NA and NB,

wires that go through the ground plane are used for connection to the bias circuit network

located on the back side of the ground plane. (b) Diagram to connect the voltages for

biasing the varactors (other components are ignored).

the patch. This variation of the reactance in turn changes the resonance frequency of the

patch, and therefore alters the operation frequency f1 in the lower band of the antenna.

For the upper band, the radiation originates from the symmetrical slots, thus, a technique

aiming at tuning the resonance frequency of a slot can be applied [173, 174, 183]. Varac-

tors are placed in the centre of the slots, with connections to the two slot sides (Fig. 7.1–

Varactor C2). Using a transmission line model for the slot, it can be shown that the reso-

nance frequency of each slot, and thus the upper operation frequency f2 of the antenna,

can be varied with the capacitance of the loading varactor.
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Although the resonance frequencies change with varying varactor capacitances, the radi-

ating sources at resonances, i.e. the patch circumference apertures and the slots, do not

change. Therefore, omnidirectional radiation patterns with vertical polarisation are main-

tained across both frequency tuning ranges.

7.2.2 Bias Circuit

In order to tune these two sets of varactors, a bias network that isolates DC and RF signals

is necessary. For the case of C1 that controls the lower resonance frequency f1, the varactor

connects the patch to the shorting rods which are soldered to the ground. Hence, there is

no need for an extra capacitor to isolate the RF and DC signal. For the C2, which controls

the upper resonance frequency f2, the varactors across the slots connects two sides of the

same patch. Therefore, a blocking capacitor Cb = 47 pF is required to isolate the RF and

DC signal (Fig. 7.1–zoom-in at a slot). To isolate RF currents from flowing into the bias

circuit, a choke inductor Lb = 330 nH and blocking resistor Rb = 1 MΩ are used before

connection to the DC bias voltages.

At this stage, three different DC voltage levels, including a DC ground, at different termi-

nals of the varactors are required. These voltages are shown in Fig. 7.1: V = 0 V at the

shorting rods that connects to the ground, V1 at the patch (node NA) and V1 + V2 at the

copper pads located within the slots, i.e. the second terminal of varactor C2 (node NB).

In this configuration, the varactors C1 and C2 are controlled independently by V1 and V2,

respectively (Fig. 7.1b). The voltages V1 and V2 are provided at the back of the ground

plane to minimise their effects on the antenna radiation.

7.2.3 Measurement Results

Based on the proposed design principle, a reconfigurable dual-band antenna has been

optimised and fabricated targeting two frequency tuning ranges centred at about 0.9

GHz and 1.7 GHz. The optimised antenna parameters are shown in Table 7.1. Two

sets of varactors are used, namely with type BB439 E6327 (Infineon Technology) and

MA46H120 (MACOM Technical Solutions) with capacitance in range of C1 ∈ [5, 52] pF

and C2 ∈ [0.15, 1.30] pF, respectively. The internal resistance of these varactors are
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Table 7.1. Parameters of the frequency-reconfigurable dual-band antenna

Par. Value (mm) Par. Value (mm) Par. Value (mm)

L 97 h 8 hs 1.575

rc 8 ac 1.65 g 1.5

ws 3 s1 28.25 s2 10

s3 10 Ls 31 dr 1.5

Figure 7.2. Photograph of the fabricated frequency-reconfigurable dual-band monopolar an-

tenna. (a) top view; (b) bottom view with bias network (c) side view.

R1 = 0.4 Ω (estimated from datasheet) and R2 = 2 Ω (see Section 5.2.2). The antenna

thickness h = 8 mm = 0.021λmin is chosen, where λmin is the free-space wavelength at

the minimum operating frequency fmin = 0.76 GHz. The ground plane size is kept as

280× 280 mm2. A photograph of the fabricated antenna with bias network is shown in

Fig. 7.2.

Frequency Tuning Range

The simulated and measured reflection coefficients for different combinations of bias volt-

ages (V1, V2) are shown in Figs. 7.3 and 7.4. In Fig. 7.3, the voltage V1 is fixed at 0 V

(C1 = 52 pF) while V2 is varied to tune the upper band resonance frequency f2. In contrast,

the lower band resonance frequency f1 is tuned by varying V1 and fixing V2 (Fig. 7.4). Rea-

sonable agreements between the simulation and measurement are obtained. Small shifts

in the resonance frequencies are identified to come from the variation in the components’
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Figure 7.3. Reflection coefficients of the antenna for fixed V1 and varying V2. Measured results

are shown at top and and simulated results are shown at bottom. The unit for the voltages

is volts.

values, especially the parasitic inductance of the varactors, and the effect from the bias cir-

cuit, which can slightly change the impedance loaded at the antenna edges and the slots.

Figures 7.3 and 7.4 confirm that the radiation of each band does not depend on each other

and each resonance frequency can be tuned independently without affecting the other.

The measured −10-dB frequency tuning ranges are f1 ∈ [0.76, 1.04] GHz, i.e. 31%, and

f2 ∈ [1.50, 1.87] GHz, i.e. 22%.

Radiation Patterns

The normalised radiation patterns at different frequencies in the two tuning ranges are

shown in Fig. 7.5. Very good agreement between simulation and measurement results is

obtained for the co-polarisations. The antenna exhibits stable monopole-like radiation pat-

tern with vertical polarisations at both frequency bands. The simulated cross-polarisation

in E-plane is very small and not visible in these plots. The measured cross-polarisation
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Figure 7.4. Reflection coefficients of the antenna for fixed V2 and varying V1. Measured results

are shown at top and and simulated results are shown at bottom. The unit for the voltages

is volts.

is larger but this result is mostly attributed to the imperfection of our anechoic cham-

ber, which does not effectively absorb the cross-polarisations in the E-plane measurement

at the low frequencies (due to inherent low-frequency limitations). This is confirmed

by measurements in the H-plane where simulation and measurement results of cross-

polarisations agree very well with each other, showing almost no cross-polarisation at

φ = 0◦ and 90◦.

Antenna Gain and Efficiency

The simulated and measured antenna realised gain for both frequency bands are shown

in Fig. 7.6. For the upper band, the antenna realised gain increases from 4 to 5.5 dBi

when the resonance frequency is increased from 1.50 GHz to 1.87 GHz. For the lower

band, the realised gain varies from -0.7 to 3.5 dBi when tuning the resonance frequency

from 0.76 GHz to 1.04 GHz. At higher frequencies, the ground plane becomes effectively
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Figure 7.5. Radiation pattern results. Normalised radiation patterns of the reconfigurable dual-band

antenna at different resonance frequencies across the tuning ranges.
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larger, and thus the antenna pattern becomes more conical to the upper plane (θ > 0◦)

and higher gain is obtained. At lower frequency, the antenna pattern resembles more that

of an electric dipole (Fig. 7.5 for f = 0.76 GHz), and thus a lower gain is not unexpected.

Furthermore, the higher variation in the measured antenna gain at the lower band is due

to the imperfection of the anechoic chamber at lower frequency, which causes multiple

path losses. This phenomenon was also observed in gain measurement of a wideband

antenna (see Fig. 4.12).

The simulated antenna efficiency is also shown in Fig. 7.6. The antenna efficiency is above

60% in both frequency tuning ranges and generally increases with increasing frequency.

For the dual-band antenna without reconfigurabilities (shown in Section 4.3), the antenna

efficiency is almost 100% in both frequency bands. Therefore, lower antenna efficiency

is mostly due to the internal resistances of the varactors. This detrimental effect is more

severe at lower frequency in each tuning range due to the higher current flowing through

the varactors. This lowering of antenna efficiency is expected and has been previously

reported in numerous papers on frequency-reconfigurable antennas [105, 123, 175, 181].

The 100% antenna efficiency at 1.85 GHz is expected since at this stage, the capacitance

reaches down to C2 = 0.15 pF which is almost an open circuit and therefore almost no

current flows through these varactors. Based on the measured and simulated gain results

from Fig. 7.6, the practical antenna efficiency is estimated to be from 50% to 80% for the

lower band and 55% to 100% for the upper band. Finally, various measurements, which

are not shown here for brevity, also confirm that the antenna efficiency values at both

bands are independent of each other

7.2.4 Summary of Reconfigurable Dual-Band Monopolar Antenna

In this section, the dual-band low-profile monopolar antenna proposed in Chapter 4 has

been further developed with reconfigurability added to cover a larger operating frequency

range. Two sets of varactor diodes were used to independently control the resonance

frequencies of two bands. Measurement results show that the reconfigurable antenna

achieves independent −10-dB-tuning ranges of 31% and 22% centred at about 0.9 GHz

and 1.7 GHz, respectively. Stable omnidirectional patterns and vertical polarisation were

achieved across both tuning ranges.
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Figure 7.6. Realised gain and efficiency of the fabricated antenna across the two tuning ranges.

7.3 Frequency- and Pattern-Reconfigurable Antenna

This section proposes an antenna that can be reconfigured to operate with either broad-

side or monopole-like (null at broadside) radiation pattern in a relative continuous range

of tuning frequency of more than 20%. Noteworthy is that only one DC bias voltage is

required to control six varactors, divided into two groups to create the antenna tuning

structure.

The section starts by explaining the antenna design and operational principle. Then a

semi-analytical process for optimising the tuning frequency-range is presented. Finally,

measurement results for various configurations are demonstrated as validation for the

proposed antenna design concept.

7.3.1 Antenna Design and Operational Principle

Initially, the antenna consists of a square microstrip patch with a row of shorting via at its

centre (Fig. 7.7a). This radiating structure is fed perpendicularly using a coaxial connector

at position (x, y) = (d f , 0), the origin O being defined at the centre of the patch. By

adding these shorting vias, two resonant modes at two distinct resonance frequencies can

be excited simultaneously (Fig. 7.7b) [171]. At the regular TMz
100 mode resonance, the

antenna radiates exactly as a conventional microstrip antenna with a broadside radiation
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Figure 7.7. Antenna design and two resonant modes. (a) A patch antenna with N shorting vias at

its centre and (b) simulated field distribution at the two first resonant modes. (c) A fully

functional frequency- & pattern-reconfigurable patch antenna. The stubs are distributed

evenly (with distance p = L/3) along two sides of the patch. The DC bias circuit for the

varactors follows what presented in Chapter 5.

pattern. Because of the presence of the shorting vias at the centre line of the patch, the

antenna also resonates in the monopolar mode. As discussed in Chapter 4, by using the

field equivalence principle, the structure can be shown to be equivalent to a magnetic-

current loop. Since these shorting vias are not symmetrical around the patch, the radiation

pattern at this mode is not exactly omnidirectional; nevertheless, it will be shown later that

it is close to omnidirectional to an acceptable degree.

The two resonance frequencies are then controlled and reconfigured by varying the re-

actance loaded at two opposed sides of the patch. In the design shown in Fig. 7.7c, the

stub-loading technique proposed in Chapter 5 is utilised. As this method has already been

discussed thoroughly, we focus here the reconfigurability in terms of both frequency and

pattern for the proposed antenna. Figure 7.8 shows typical reflection coefficient responses

for a particular structure at Cmin = 0.149 pF and Cmax = 1.304 pF. It can be observed

that by increasing varactor capacitance, both resonance frequencies are decreased. We

denote f1 as the resonance frequency of the conventional TMz
100 mode and f2 for that of

the monopolar mode. Since the varactor allows continuous tuning, the antenna can be
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Figure 7.8. Antenna operational principle. Simulated reflection coefficient of a particular structure

for Cmin = 0.149 pF and Cmax = 1.304 pF.

electronically reconfigured to operate with either radiation pattern in the frequency range

( f1,min, f2,max), i.e. in the tuning range indicated in Fig. 7.8.

7.3.2 Antenna Analysis and Optimisation

In this section, the calculation of the resonance frequency for the conventional TMz
100

mode is briefly discussed first. Then the resonance frequency for the monopole mode is

investigated empirically using a numerical simulation tool (Ansys HFSS). Based on these

studies, an optimisation of the frequency tuning range for a given capacitance range is

demonstrated.

Resonance frequency of the regular broadside TMz
100 mode

Provided that the radii of the shorting vias are very small, the resonance frequency for

the conventional mode is almost the same as the resonance frequency of a single quarter-

wave patch loaded with varactors and stubs (Fig. 7.9). The analysis of this antenna can be

found in Section 5.3.2. The validation for the specific design presented in this chapter will

be shown later in the optimisation result.
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Figure 7.9. Step to analyse the antenna at the conventional mode. (a) The proposed antenna and

(b) its equivalent quarter-wave patch to analyse to resonance frequency of the conventional

TMz
100 mode.

Resonance frequency for the monopole mode

Because of the presence of shorting vias, the antenna also radiates in the monopolar mode

(Fig. 7.7b). Figures 7.10 and 7.11 show the reflection coefficients when varying the num-

ber of shorting vias N and parameter d defined in Fig. 7.7c. As expected, the resonance

frequency f1 of the TMz
100 mode is not affected by these shorting vias. In contrast, in-

creasing N or decreasing d causes the resonance frequency f2 of the monopole mode to

decrease. It can be observed from Fig. 7.10 that when f2 is decreased by increasing d, the

pattern at the monopole mode becomes more omnidirectional, which is explained by the

higher isolation from the TMz
100 patch mode for larger frequency difference. However, the

antenna matching becomes more difficult and the tuning range is also decreased (as men-

tioned, the tuning range is defined as the frequency range where the antenna can operate

in either mode). Therefore, a trade-off has to be employed. In the proposed design, we

choose f2 such that the difference between the maximum and minimum gain for the omni-

directional pattern is less than 3 dB across the tuning range. Using numerical simulation

tool, it is empirically found that this can be achieved if f2/ f1 ≤ 0.85 approximately.

Design Optimisation

As discussed in Section 7.3.1, the antenna can be reconfigured to operate at either radiating

mode in a frequency tuning range of ( f1,min, f2,max) where f1,min = f1(Cmax) and f2,max =

f2(Cmin).

A typical design optimisation objective is to achieve a specified frequency tuning range for

a given varactor capacitance range. For demonstration, in this design, we target a relative

frequency tuning range TR = 2( f2,max − f1,min)/( f2,max + f1,min) of 20% around a centre

frequency of 3 GHz, i.e. [2.7, 3.3] GHz for a chosen capacitance range C ∈ [0.149, 1.304] pF.
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Figure 7.10. Effect of varying d. Simulated reflection coefficient of the antenna for different values

of d (number of shorting vias N = 6). The insets are the simulated radiation pattern in

xy-plane for the monopole mode.

The selected substrate is Rogers Duroid 5880 with relative permittivity ǫr = 2.2 and thick-

ness hs = 1.575 mm.

Since an analytical solution for the resonance frequency for the conventional mode f1(C)

is available, we only need to obtain an antenna dimension such that f1(Cmax) = 2.7 GHz

and f1(Cmin) = 3.3/0.85 ≈ 3.9 GHz (the value of 0.85 having been explained above).

The optimisation follows then the procedure proposed in Section 5.2.3 to obtain the patch

and stub size. The final optimised antenna dimensions are L = 18 mm, lstub = 17.51 mm,

wstub = 0.68 mm and varactor gap length lv = 0.66 mm. The simulated and analysed reso-

nance frequencies of the antenna at the TMz
100 mode for different values of varactor capac-

itance C are shown in Fig. 7.12. Good agreement can be observed which again validates

the analytical model proposed in Section 5.2.2. The higher simulated value of resonance

frequency f1 are mainly due to the finite size of shorting vias (diameter dvia = 0.6 mm),

which slightly decreases the effective width of the quarter-wave patch (Fig. 7.9).

Next, the parameter d and number of shorting vias N are determined using numerical

tool to obtain f2,max ≈ 0.85 f1,max. Since the simulated f1,max = 4.03 GHz is slightly larger

than its calculated value, i.e. 3.89 GHz (see Fig. 7.12), we choose f2,max = 0.85× 4.03 ≈
3.45 GHz, which slightly increases the frequency tuning range. In practice, a fine-tuning

on the parameters to achieve an exact tuning range, e.g. [2.7, 3.3] GHz may be required.
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Figure 7.12. Validation of the conventional mode analysis and optimisation. Comparison of the

results of semi-analytical calculations and full-wave simulations for the resonance frequency

f1 at the fundamental microstrip patch mode of the optimised antenna.

The final optimised parameters for shorting vias are d = 4.3 mm and N = 6. At this stage,

the radiation patterns at the monopole mode are checked through full-wave simulations

to verify that the difference between maximum and minimum simulated gain in xy-plane

maintains below 3 dB across the tuning range. If this specification is not satisfied, one may

need to decrease f2,max which will slightly reduce the frequency tuning range. Finally,

the feeding position x = d f is optimised through parametric simulations to achieve a

satisfactory reflection coefficient in all antenna configurations.
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varactor 

bias network

ground terminalV

Figure 7.13. Photograph of the fabricated antenna. The detailed view of the bias network and DC

connector on the back side of the substrate are shown on top right and bottom right,

respectively.

7.3.3 Measurement Results

A photograph of the fabricated antenna optimised using the above process is shown in

Fig. 7.13. The ground plane size is 85× 85 mm2. Results are presented in the following.

Reflection coefficient

The reflection coefficients for three different bias voltage configurations are shown in

Fig. 7.14. A reasonable agreement between the simulation and measurement is obtained.

The measured return loss at the monopole and TMz
100 resonance frequencies are always

greater than 12.5 dB and 9.8 dB, respectively, across the whole tuning range from 2.68 GHz

to 3.51 GHz. For a typical digital voltage range of [0, 5] V, the antenna still provides pattern

reconfigurability from 2.68 GHz to 3.04 GHz, i.e. about 12%.

Radiation Patterns

The measured normalised radiation patterns at three different tuned frequencies f =

2.7 GHz, 3 GHz and 3.5 GHz in two pattern configurations are shown in Fig. 7.15. It

can be observed that the patterns remain reasonably stable across the tuning range. The

cross polarisation remains below−12 dB in all configurations. In the omnidirectional con-

figuration, the differences between maximum and minimum measured gain in xy-plane
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Figure 7.14. Simulated and measured reflection coefficient at different reverse bias voltages.

(the rightmost column) are 5.1 dB, 3.6 dB and 3.0 dB at f = 2.7 GHz, 3.0 GHz and 3.5 GHz,

respectively. Higher values for these figures compared to simulation (where this differ-

ence remains below 3 dB) can be attributed to scattering effects from DC connector and

testing equipment, e.g. antenna stand. It can be concluded from Fig. 7.14 and 7.15 that the

antenna can be reconfigured to operate at either radiating mode over a frequency range

of 2.68 GHz to 3.51 GHz, i.e. more than 20%, which covers the targeted frequency tuning

range.

Antenna Gain and Efficiency

The antenna peak realised gains when operating at different modes across the tuning

range are shown in Fig. 7.16. Good agreement between simulation and measurement

is obtained with discrepancies generally less than 1 dB. The gain for the monopole mode

is smaller than that for the broadside mode due its omnidirectionality. The simulated ef-

ficiency for the monopole mode and broadside mode increases from 51% to 94% and 45%

to 76%, respectively, when the resonance frequency increases from 2.7 GHz to 3.5 GHz.

From Fig. 7.16, it is estimated that the measured efficiency is from 58% to 74% for the

monopole mode and from 40% to 82% for the broadside mode. The decrease in the an-

tenna efficiency at lower frequency (lower bias voltage) is due to the higher loss in the

internal resistance of the varactor. This phenomenon is expected due to higher current

flow for higher varactor capacitance, which has been reported in many reconfigurable an-

tennas in the literature [123, 133] and in previous chapters. This also explains that for a

Page 188



Chapter 7 Reconfigurable Monopolar Antennas

0º
45º

90º

135º

±180º

-135º

-90º

-45º

-20

-10

0

V

xz-

0

V

xz- xy-

0

0

V

0

V

0

0

0

V V

0

Figure 7.15. Radiation pattern and frequency reconfigurability demonstration. From top to bot-

tom: normalised measured patterns at f = 2.7, 3.0 and 3.5 GHz. Left column: patterns in

broadside configuration. Middle and right columns: patterns in monopole configuration.

The corresponding reverse bias voltage is shown under the pattern.

given resonance frequency, generally the efficiency for broadside mode is lower than that

of monopole mode due to higher required varactor capacitance (see Fig. 7.14).

7.3.4 Summary of Frequency- and Pattern-Reconfigurable Antenna

A frequency- and pattern-reconfigurable antenna has been proposed. The antenna can

switch its operation between two distinct configurations, namely a microstrip patch
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Figure 7.16. Peak realised gain of the antenna in two configurations.

broadside pattern or an omnidirectional monopolar pattern in a relative continuous fre-

quency range of more than 20%, as demonstrated here from 2.68 GHz to 3.51 GHz. The

antenna utilises varactors loaded with open-circuited stubs as its tuning mechanism. A

design procedure based on a combination of a semi-analytical model and full-wave simu-

lations has been demonstrated, which proved to be a convenient tool to optimise this type

of antenna.

7.4 Conclusion

The original contributions of this chapter are two novel antenna designs, including a dual-

band design with independent control of two frequency tuning ranges and a patch an-

tenna that can switch its operation between omnidirectional pattern and broadside pat-

tern across a continuous frequency range. The radiation principle can be explained con-

veniently using the field equivalence principle. Novel tuning techniques different from

literature and those proposed earlier in this thesis (Chapter 5) have been utilised. The

first dual-band design can be used when the design requirements target a very low an-

tenna height profile and monopolar patterns in various frequencies at different bands.

The second antenna might be suitable for integration into smart communication systems,

especially when the pattern is required to be switched between uni-directional and omni-

directional operation for example to enhance diversity.
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Chapter 8

Thesis Conclusion

I
NSPIRED by the field equivalence principle and the concept of

magnetic-current source, this thesis has proposed and investigated nu-

merous antennas across a wide range of applications. The findings

have been ordered into three major parts corresponding to three application

themes, i.e. travelling-wave antennas, monopolar antennas and reconfigurable

antennas. This last chapter summarises the original contributions of each part

and proposes possible future work on the topic.
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This chapter provides a summary of the thesis’ original contributions, which spans three

major parts. The general theme is planar or low-profile antennas that are built from equiv-

alent magnetic-current sources. Different research directions based on the presented re-

sults are also proposed for future investigations.

8.1 Part I: Travelling-Wave Antennas

This part consists of Chapters 2 and 3, in which the design, analysis, optimisation and

many aspects of the half-mode substrate-integrated waveguide (HMSIW) antennas have

been studied. It is noted that the HMSIW antenna is equivalent to a magnetic-dipole.

8.1.1 Original Contributions

• As a first contribution in Chapter 2, the variational method has been used to calcu-

late the propagation constant of various half-mode substrate-integrated waveguide

(HMSIW) structures, including the truncated HMSIW with or without an infinite

ground plane and the substrate-integrated waveguide (SIW) with a longitudinal

slot. The dielectric and conductor losses of the HMSIW have been analysed to in-

clude their effect on the attenuation constant calculation. The impacts of these losses

becomes crucial in the higher frequency range, e.g. for millimetre-wave operation.

The method has also been applied to analyse the folded substrate-integrated wave-

guide (FSIW) (this later analysis is shown in the Appendix A as it is not directly re-

lated to the presented antennas). These contributions have been published in [18,36].

• A lossy transmission line model based on waveguide circuit theory for nonuniform

continuous-source travelling-wave antennas (TWAs) has been proposed. Compared

to the classical approach for this type of antennas, the proposed analysis has demon-

strated a higher accuracy in the calculation of both aperture-field and far-field dis-

tributions. The inclusion of the feeding transition in the analysis with the aid of

numerical simulation have also been shown. This consideration improves the accu-

racy of the analysis especially for wideband antennas where near-perfect matching

is extremely difficult to achieve in a wide range of frequency. These contributions

have been published in [16].
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• Different aspects of the wideband tapered HMSIW antenna have been investigated

next, including the near-field distribution and the effects of the feeding transition

on the radiation patterns. It has been found that for this type of antenna, the ra-

diation ripples in the broad beam pattern originate from the discontinuities at the

feed. Based on this study, a novel transition for the integration of the HMSIW an-

tennas into metallic structures has been proposed to minimise the radiation rip-

ples. Furthermore, an optimisation process for this antenna targeting wideband

operation and maximum gain towards broadside has been proposed. Ultimately,

two millimetre-wave antennas integrated into a cylindrical pole or a flat metal sur-

face have been presented and experimentally validated, showing a near-perfect

magnetic-dipole pattern radiating into half free-space. These contributions have

been published in [17, 18, 36].

• Based on the proposed semi-analytical model of nonuniform TWA, a technique

for pattern synthesis in leaky-wave antenna (LWA) has been demonstrated. This

method utilises global optimisation techniques to obtain the antenna dimensions di-

rectly from the pattern specifications. It is noted that the method becomes feasible

due to the fast calculation of the antenna patterns obtained from the semi-analytical

model. Compared to the classical approach utilising Fourier-transform pair of near-

and far-field, the proposed method shows a higher flexibility in pattern synthesis

and it does not require an independent control on the attenuation constant α and

phase constant β. Two specific designs have been demonstrated as illustration of the

method versatility, targeting a low sidelobe level and a wide null in the radiation pat-

terns of the HMSIW LWA. These contributions have been published in [63,185,186].

• Finally, a framework for optimisation of wideband antennas including statistical re-

liability considerations has been proposed. Using predetermined tolerances of the

manufacturing process, the analysis provides the failure probability of the consid-

ered antennas and characterise the influence of each antenna parameter. It has been

shown that for wideband operation in the context of reliability, the safe margins

for both reflection coefficient and bandwidth are the relevant optimising factors.

As an illustration, a wideband tapered HMSIW antenna has been optimised to ob-

tain a failure probability of less than 1%. These contributions have been published

Page 193



8.2 Part II: Low-Profile Monopolar Antennas

in [55, 56] with the contributions shared equally among A. Kouassi and the author

of this thesis.

8.1.2 Future Work

As shown in [17] and [186], for the highly tapered wideband antenna, most of the radiation

occurs around a short effective aperture length (hence leading to broad-beam radiation

pattern). This motivates a wideband monopulse design, in which two HMSIW antennas

are arranged in such a way that the distance, relative to wavelength, between the two

radiation sources at any frequency is constant. This guarantees that the difference-to-sum

ratio in the monopulse antenna is constant across a wide frequency range.

The lossy transmission line model can also be investigated further for application in peri-

odic structures. It is predicted that the model is still reasonably accurate when the period

and the variation between two adjacent unit-cells are relatively small.

Reliability-aware optimisation can be further studied to apply the technique in different

antenna whose properties are strongly affected by uncertainties such as wearable or flexi-

ble antennas.

8.2 Part II: Low-Profile Monopolar Antennas

This part has focused on different realisations of low-profile monopolar antennas and

consists of Chapter 4. Using the field equivalence principle, this type of antenna can be

shown to operate as a magnetic-current loop radiating on a ground plane. Therefore, the

antenna radiation patterns resemble that of an electric monopole.

8.2.1 Original Contributions

• The first design is a wideband antenna with reduction in the antenna height while

maintaining its planar size and omnidirectional patterns with vertical polarisation.

This has been achieved by the introduction of symmetrical tapered slots on the

patch. Two antenna realisations have been designed and fabricated, targeting the
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integration onto vehicles, i.e. with a large flat ground plane, and onto helmets, i.e.

with a curved ground plane. In the latter design, the helmet material has also been

integrated into the design to reduce the antenna height seen from the top of the hel-

met. Moreover, the tapered nature of the curved ground plane can further reduce

the antenna height. The final results have demonstrated that a curved-ground plane

can yield patterns resembling more that of a dipole with slight improvement in its

omnidirectional gain, i.e. towards the horizon. The contributions have been pub-

lished in [99].

• The second design is a dual-band antenna with a significant reduction in antenna

height. The technique of placing additional symmetrical slots has been adapted

in this design to open another resonance band. The slot geometry is tailored to

gain flexibility in choosing the second resonance frequency as well as optimising

the impedance matching. A parameter study on key parameters and features of the

antenna have been carried out. Based on this, a thorough design procedure has been

proposed for the adaptation at different resonance frequencies. An antenna proto-

type has been fabricated with measurement results validating the design concept.

This contribution here has been written as an article and submitted to a journal.

8.2.2 Future Work

The two antennas mentioned above have been designed targeting vehicle integration, i.e.

tested with a large ground plane, as well as helmet applications, with a smaller curved

ground surface. The future investigations should adapt the antenna design into a real

vehicle and study the effects of the vehicle on the antenna performance. One possible

direction is to create a shallow cavity and place the antenna inside. This might further

reduce the antenna height (seen from the ground plane). In this case, the size of the cavity

will be optimised to achieve satisfactory reflection coefficients.

8.3 Part III: Reconfigurable Antennas

This part consists of Chapters 5, 6 and 7, which are dedicated to reconfigurable antennas.
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8.3.1 Original Contributions

• First, a frequency-reconfigurable antenna based on a stub-loaded HMSIW cavity has

been proposed. This antenna has been studied thoroughly with an analytical model,

allowing to accurately determine the resonance frequency. On that basis, an op-

timisation process to achieve a target tuning range for a given range of varactor

capacitance has been developed. Since the antenna is equivalent to only one mag-

netic current radiating on a ground plane, it achieves highly stable radiation patterns

and very low cross polarisation across a very large tuning range of 44%. The stub-

loading technique also requires a simple bias circuit and allows independent control

of each varactor. The proposed antenna shows a significant improvement in the

radiation performance and reflection coefficient compared to other published recon-

figurable antennas using similar structure or principle. The contributions have been

published in [105, 107].

• The tuning principle and analytical model proposed for the stub-loaded HMSIW

cavity has been extended to design a stub-loaded microstrip patch antenna with

both frequency and polarisation reconfigurability. This antenna can be reconfigured

to operate at either three linear polarisation (LP) states or two circular polarisation

(CP) states in a continuous tuning range of about 40%. The antenna also exhibits

stable broadside radiation patterns across the whole frequency range at different

polarisation states. These contributions have been published in [106].

• A family of reconfigurable antennas using varactors loaded with rectangular stubs

are summarised with further antenna examples based on a quarter-mode substrate-

integrated waveguide (QMSIW) and a quarter-wave patch. These examples again

validate the accuracy of the proposed analytical model. A folded-stub configuration

has been proposed for antenna miniaturisation. For this family of reconfigurable

antennas, the trade-off among antenna size, cross-polarisation level and efficiency

has also been discussed. These contributions have been published in [108–110].

• A systematic approach to vary the operating frequency and linear polarisation di-

rection of a circular cavity antenna has been proposed. The novel principle is to

vary the length and position of the equivalent magnetic current. An antenna pro-

totype has been designed and validated with measurement results. This particular
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realisation can change the linear polarisation in six different angles and at five dis-

crete frequencies. Importantly, based on the proposed principle, quasi-continuous

frequency- and polarisation-reconfiguration is feasible using individual control of a

large number of switching devices. The contributions have been published in [167].

• To further reduce the height of the low-profile monopolar antenna and cover a wider

operating frequency range, a dual-band reconfigurable antenna with independent

control of two frequency tuning ranges has been proposed. The principle is based

on the fact that for the dual-band monopolar antenna discussed in Part II, the two

resonance frequencies can be controlled independently by varying the length of

the corresponding radiation source while fixing the slots’ position. Different tun-

ing techniques from literature were adapted in this antenna design. Measurement

results show that the reconfigurable antenna achieves independent −10-dB-tuning

ranges of 31% and 22% centred at about 0.9 GHz and 1.7 GHz, respectively. Stable

omnidirectional patterns and vertical polarisation were achieved across both tuning

ranges. The findings have been written and submitted to an IEEE journal and the

manuscript is under reviewing process.

• Finally, the two radiating modes, including the conventional patch mode and

monopolar mode, of a centred-shorted microstrip patch antenna have been utilised

to design a frequency- and pattern-reconfigurable antenna. This centred-shorted

microstrip antenna operates as a dual-band antenna with two distinct patterns at

two frequencies. The principle is to simultaneously vary these two resonance fre-

quencies by tuning a set of varactors. As a results, the antenna can switch its op-

eration between two distinct configurations, namely a microstrip patch broadside

pattern or an omnidirectional monopolar pattern in a continuous frequency range

(more than 20% from 2.68 GHz to 3.51 GHz). The stub loading technique proposed

previously in this major part has been used as tuning mechanism. The original con-

tributions have been published in [111, 172].

8.3.2 Future Work

Several aspects of the reconfigurable antennas based on varactors and loading stubs can be

further investigated. Firstly, increasing the number of tuning devices may not necessarily
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increase the overall loss. This is because the RF current flowing through each varactor also

decreases, which may in turn lower the loss. This effect can be investigated in future work

to possibly enhance the antenna efficiency. Secondly, different techniques to improve the

antenna tuning range can be explored.

In the polarisation- and frequency-reconfigurable design (Chapter 6), the PIN diodes can

be switched to change the position of the current source. If this current source is directed

by coupling elements placing around the cavity, beam-switching antenna can be designed.

This concept has been investigated as a preliminary study in [187]. The future investi-

gation is to realise this antenna with optimised coupling elements for highest gain and

largest steering angle.

The stub-loading technique can be applied for the periodically loaded travelling-wave

HMSIW antenna. Utilising the semi-analytical model and pattern synthesis method pro-

posed in Chapter 2, the antenna can be rapidly optimised to change its main beam at a

fixed frequency for a set of varactor configuration. This antenna also has the potential to

switch into wideband broad-beam operation, as similar to the tapered HMSIW antenna’s

operation. In order to perform this, the analysis in Chapter 2 needs to be adapted for peri-

odic structures and a bias circuit able to independently control a large number of varactors

need to be designed. These are subjected to future work and investigations.

8.4 Concluding Statement

Finally, as a general conclusion to this thesis, I would like to emphasise again the impor-

tance and versatility of the field equivalence principle in the analysis of planar or low-

profile antennas in the microwave and millimetre-wave regimes. Although numerous an-

alytical and numerical techniques have been developed in the past, this classical principle

has never lost its significance. It is an easy-to-use but remarkably effective tool to ini-

tially understand the antenna radiations’ mechanism. Furthermore, the use of equivalent

magnetic current has inspired and can open many novel antenna developments. Various

analytical and semi-analytical models based on this common fundamental principle have

been proposed, enabling rapid optimisations towards different targets.

Page 198



Appendix A

Variational Analysis of
Folded Substrate-Integrated

Waveguide

A
NACCURATE numerical solution describing the propagation

behaviour of two types of folded substrate-integrated waveguide

(FSIW) is demonstrated in this appendix. The computation is

based on a variational method which can be carried out efficiently by solv-

ing the stationary equation corresponding to each type of FSIW. The approach

can be extended to solve various folded structures, i.e. with different gap po-

sitions, where the layers are made of substrates with different thicknesses and

material properties. The result is an extension from the variational analysis

of different types of half-mode substrate-integrated waveguide (HMSIW) pre-

sented in Chapter 2
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A.1 Introduction

The folded substrate-integrated waveguide (FSIW) is typically used for structure minia-

turisation in a trade-off of fabrication complexity as a mutli-layer structure [188,189]. This

type of transmission line has been designed mostly in the two configurations depicted in

Fig. A.1. The first configuration of FSIW exhibits a horizontal symmetry plane (type I, Fig.

1a). Its propagation characteristics has been investigated in [188] and utilised to design

filters in [190]. The second configuration (type II, Fig. 1b) exhibits a vertical symmetry

plane and has been proposed in [189].

The analysis of these multi-layer structures is not trivial. The solution in [188] uses an

empirical factor for the equivalent capacitor at the junction between two layers of the

waveguide, which is also utilised in [191]. In order to avoid this empirical factor, the

variational method is employed to obtain the dispersion characteristics of the FSIW. The

proposed technique is applied to solving the mentioned types of FSIW, but it also shows

versatility in finding a solution for various parameters of the upper and lower layers of

the waveguide. The results demonstrate the broad applicability of variational technique in

solving the various modes propagating in different SIW structures while the calculation is

kept simple without empirical parameters. The findings described in this appendix have

been published in [36].

A.2 Variational Analysis of FSIW

Similarly to the analysis of the half-mode substrate-integrated waveguide (HMSIW) in

Chapter 2, the via hole walls of the FSIW can be converted into equivalent solid perfect

Figure A.1. Two types of FSIW (top is 3D-view and bottom is cross-section of each waveguide).
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Figure A.2. Cross-section of slot and folded rectangular waveguides. (a) Slot rectangular wave-

guide and (b,c,d) equivalent folded rectangular waveguides of the FSIWs.

electric conductor (PEC) walls by using an empirical formula in [35]. The correction term

∆ for the via-wall location can be expressed as

∆ =
d2

0.95s
(A.1)

where s and d are the spacing and diameter of the vias, respectively (Fig. A.1) [35]. The

FSIW is now converted into a folded rectangular waveguide (FRWG) with a solid wall as

shown in Fig. A.2b and 2c. For the FSIW type I,

w = w′ − ∆; g = g′ − ∆/2. (A.2)

It is noted that in the FSIW type II, there is an extra via hole wall in the middle of the top

layer which results in different equivalent widths of the top and bottom layers

w1 = w′ − ∆; w2 = w− ∆/2; g = g′ − ∆/2. (A.3)

The FSIW is then divided into two regions 1 and 2, in analogy to the internal and external

regions in the case of the slot rectangular waveguide. The variational analysis requires

solving the stationary equation (2.2) shown in Chapter 2. This equation is rewritten here

for the geometry of the FSIW shown in Fig. A.2

Φ(γ) =
∫ g

0

[

Ey(
1Hz− 2Hz) + Ez(

1Hy − 2Hy)
]

dy = 0, (A.4)

Since in practical realisations the gap is small compared to the width of the waveguide,

a reasonable assumption of the tangential field in this gap is Ey = 1 and Ez = 0. A
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possible refinement of this assumption would involve introducing more terms of a Fourier

expansion on the field distribution and then applying the Rayleight-Ritz method for a

stationary equation [30]. However, it will be shown that the simple assumption (Ey =

1, Ez = 0) already provides very accurate results while keeping the analysis simple. The

expression (A.4) is then reduced to

Φ(γ) =
∫ g

0
(1Hz − 2Hz)dy = 0. (A.5)

The two types of FSIW are then analysed slightly differently.

A.2.1 Type I

As explained in Chapter 2, the magnetic field that fits the assumed electric field distri-

bution in the slot is determined by the field equivalence principle. Since the structure is

symmetrical along the plane x = 0, the equivalent magnetic currents M = E× n̂ are op-

posite on the two sides of the gap. Consequently, the magnetic fields in region 1 and 2

have the same magnitude but opposite sign. Combining this consideration with (A.5), the

propagation constant of an FSIW type I can be found by solving the equation
∫ g

0

1Hz(γ)dy = 0. (A.6)

Following the detailed analysis with orthogonal mode expansion in a rectangular wave-

guide in [30], a closed-form expression for the integral of Hz can be calculated as
∫ g

0
Hzdy =

j

ωµ

[

g2l0
w

cot l0h

+2
∞

∑
n=1

sin2 nπg

w
cot lnh

(

ln w

(nπ)2
+

1

wln

)

]

(A.7)

with

ln =

√

ǫrk2
0 + γ2 −

(nπ

w

)2
(A.8)

where k0 = ω/c and ǫr is the relative permittivity of the substrate. Utilising this formula,

the stationary equation can be efficiently solved by a iterative Newton’s method. The first

guessed root of Eq. (A.6) can be chosen as

γ0 =

√

( π

2w

)2
− ǫrk2

0 (A.9)

by approximating the FSIW as a RWG with double width.
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A.2.2 Type II

For the second configuration, which exhibits a vertical symmetry, the FSIW has an equiv-

alent half-sized problem with a perfect magnetic conductor (PMC) wall in the middle as

illustrated in Fig. A.2d. The waveguide is thus divided into two regions whose eigenfun-

tions are known analytically: Region 1 is similar to that of type I, whereas region 2 can be

obtained through an appropriate adaptation on the boundary condition at the PMC. The

expression for the integral of the magnetic field in region 2 is calculated as

∫ g

0
Hzdy = − j

ωµ

[

∞

∑
n=0

sin2 π(n + 0.5)g

w2

× cot l′nh

(

2 ln w2

[(n + 0.5)π]2
+

1

w2l′n

)]

(A.10)

with

l′n =

√

ǫrk2
0 + γ2 −

(

(n + 0.5)π

w2

)2

(A.11)

The stationary equation (A.5) is then solved by Newton’s method, with similar first

guessed root as in type I since the unfolded waveguide still has a total width of approxi-

mately 2w.

It is worth mentioning that the stationary equation (A.5) has infinitely many roots corre-

sponding to infinite number of propagation modes of the FSIW. By iteratively increasing

the first guessed root, higher order mode propagation constants can also be obtained.

A.3 Analysis and Simulation Results

To verify the proposed method, the geometry of the FSIW in [188] is chosen as example

with substrate permittivity ǫr = 2.65, height h = 0.8 mm, via diameter d = 0.9 mm and

via spacing s = 1.2 mm. For the FSIW type I, w′ = 8.12 mm and for the FSIW type II,

w′ = 4.06 mm. The calculated and simulated results for various gap widths are shown in

Fig. A.3. Satisfactory convergence is typically obtained for n ≤ 30. The PEC-wall simu-

lated results, i.e. for the equivalent FRWG, are obtained from 2D eigenmode port solution.

Page 203



A.3 Analysis and Simulation Results

Figure A.3. Calculated and simulated phase constant of the FSIW type I (top) and type II

(bottom). The legends are the same for both figures.

The via-wall results are obtained using the multi-line method [37] and the simulation of

two FSIWs with different lengths. All simulations are carried out using Ansys HFSS. It

can be observed that there is a very good agreement between analysis and simulation.

Figure. A.3 also shows that when the gap is relatively small, the analysis almost yields an

exact result (compared to PEC-wall simulation). This is because the assumed field distri-

bution in the slot (Ey = 1, Ez = 0) becomes more accurate when decreasing the gap width

g′. When g′ increases, the analysis still gives a very good approximation on the phase

constant. The error in cutoff frequency for the case g′ = 1.2 mm of the FSIW type I is

1.52% while the analysis in [188] yields an error of 2.88%. Various numerical simulations

and analyses show that the error in cutoff frequency when compared to PEC-wall simu-

lation is less than 2% if g/w < 0.12 and g/h < 2. It is noted that in practice, g′ should

not be chosen very large otherwise the waveguide will approach a rectangular waveguide

with the same width and the structure loses the miniaturisation advantage of the folded

waveguide.
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Figure A.4. Generalised FSIW type I that can be solved by the proposed method.

Figure A.5. Further results for the generalised FSIW type I. Phase constant for

TE10, TE20 and TE30 modes of the generalised FSIW type I (Fig.A.4a).

A.4 Further Application

Although the method does not yield an explicit formula for the propagation constant, it

still allows for a fast computation and provides an alternative to [188], without requiring

an empirical factor. The application of the proposed method can be extended for example

to analyse the FSIW type I with two layers filled with different substrates (Fig. A.4a), or

for the gap moved within the waveguide (Fig. A.4b). In general, the technique can solve

any structure with two rectangular shapes joined by a small gap. For a brief verification,

Fig. A.5a shows the results for three lowest order modes, i.e TE10, TE20, TE30 propagating

in the FSIW in Fig. A.4a with h1 = 1.1 mm, h2 = 0.5 mm, ǫr1 = 2.65, ǫr2 = 4, w′ = 8.12 mm

and g′ = 0.6 mm. Excellent agreement between analysis and simulation can be observed,

which further demonstrates the wide range of applications of the analysis.

A.5 Conclusion

The application of a variational analysis for solving the dispersion characteristics of two

types of FSIW has been demonstrated. The method is shown to yield reasonably accu-

rate phase constant without an empirical factor for the solution of the equivalent FRWG.
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A.5 Conclusion

Stationary equations in a closed-form have been given, which can be solved efficiently by

Newton’s method. The presented results for various configurations of folded rectangular

waveguides and propagation modes demonstrate the broad applicability of the proposed

method. The method presented here is an extension from the variational analysis of dif-

ferent variations of the HMSIW presented in Chapter 2.
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Appendix B

Transmission Line Matrix
Transformation

T
HIS appendix shows the formula for conversion between ABCD-

matrix and S-parameters of the travelling-wave defined in Chap-

ter 2. These conversions are used for the analysis of nonuniform

continuous-source travelling-wave antennas presented also in Chapter 2
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B.1 ABCD - S Parameter Conversion

The conversion between S-parameters (S) and ABCD-parameters can be carried through

the impedance matrix Z. As demonstrated in [42], for a travelling-wave

S = U(Z− Z0)(Z + Z0)
−1U−1, (B.1)

Z = (I−U−1SU)−1(I + U−1SU)Z0. (B.2)

where Z0 is a diagonal matrix whose elements are the characteristic port impedances Z
(i)
0

(the superscript i = 1, 2 denotes the port number), U is a diagonal matrix whose elements

are the normalised constant of the travelling-wave defined in equation (2.20). With the

normalisation imposed in (2.21),

U =











√

Re(Z
(1)
0 )

|Z(1)
0 |

0

0

√

Re(Z
(2)
0 )

|Z(2)
0 |











. (B.3)

The conversion between impedance matrix Z and ABCD-matrix A is well-known and can

be derived easily from their definitions that relate the voltage and current between two

ports,

Z =
1

C

[

A (AD − BC)

1 D

]

A =
1

Z21

[

Z11 (Z11Z22 − Z12Z21)

1 Z22

]

.

(B.4)
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Appendix C

Contour Search Algorithm

T
HIS appendix demonstrates the contour search algorithm used to

obtain the probability curve in the reliability-aware optimisation of

wideband antenna presented in Chapter 3.
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C.1 The Algorithm

The stair-case search algorithm to obtain an approximation of the Pf 0-curve is illustrated

in Fig. C.1. The solid black curve is assumed to be the exact unknown Pf 0-curve. As

a feature of the search algorithm, the objective is to obtain (as many as possible) blue-

rectangular points (Fig. C.1) which are as close as possible to the exact curve while keep-

ing a failure probability Pf < Pf 0. The search domain of the algorithm is defined as

[|S11|tg start , |S11|tg end] and [∆BW start , ∆BW end].

In order to get the maximum number of the |S11|tg and ∆BW values describing the Pf 0-

curve, the proposed algorithm is divided into two parts, starting from opposed corners of

the search region. The first part is conducted in the part of the exact curve where the slope

is greater than 1. In this part, the algorithm alternatively check Pf ≤ Pf 0 by increasing and

decreasing ∆BW by ∆BW step. When a satisfactory point is found, the algorithm increases

the |S11|tg and continues as before. Part II of the algorithm has the same general principle

as Part I but gives priority to variation of |S11|tg over ∆BW . The algorithm in each part

terminates when it reaches a point where ideally the slope of the exact curve is 1. Since the

exact curve is unknown, this point can be estimated for example from Fig. 3.24a and 3.25a,

which is defined at ∆BW lim where ∆BW lim ∈ [∆BW start , ∆BW end].

At the beginning of the algorithm, the stepping parameters |S11|tg step and ∆BW step, are

set to relatively large values, namely −0.25 dB and 0.01 respectively, to quickly reach the

region of interest. They are then reduced to −0.1 dB and 0.001, once the first occurrence

of failure probability under 1% is reached. Table C.1 shows the algorithm parameters for

the optimisation of Antenna I and II demonstrated in Chapter 3, Section 3.4.3.

It is worth mentioning that this proposed algorithm only serves as a simple solution to

obtain a better approximation of the Pf 0-curve, compared to a crude linear interpolation

as shown in Fig. 3.24 and Fig. 3.25. In order to obtain a finer Pf 0, one may include a mesh-

adaptation algorithm, however, Figs. 3.26b and 3.27b suggests that a finer curve would

not significantly improve the final optimised results.
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Algorithm 1 Pf 0-curve’s determination

PART I: |S11|tg ← |S11|tg start, ∆BW ← ∆BW start

while ∆BW ≤ ∆BW lim do

Initialise Pf old, Pf new

while stop = 0 do

Optimise antenna with (|S11|tg, ∆BW); Compute failure probability Pf; Pf new ← Pf

if Pf new ≥ Pf 0 then

Increase ∆BW , Pf old ← Pf new

else if Pf new < Pf 0 & Pf old < Pf 0 then

Decrease ∆BW , Pf old ← Pf new

else

stop← 1

end if

end while

Increase |S11|tg

end while

PART II: |S11|tg ← |S11|tg end, ∆BW ← ∆BW end

while ∆BW > ∆BW lim do

Initialise Pf old, Pf new

while stop = 0 do

Optimise antenna with (|S11|tg, ∆BW); Compute failure probability Pf; Pf new ← Pf

if Pf new ≥ Pf 0 then

Decrease |S11|tg, Pf old ← Pf new

else if Pf new < Pf 0 & Pf old < Pf 0 then

Increase |S11|tg, Pf old ← Pf new

else

stop← 1

end if

end while

Decrease ∆BW

end while
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C.1 The Algorithm

Figure C.1. Illustration of the algorithm to obtain an approximation of Pf 0-curve.

Table C.1. Algorithm’s parameters

Antenna I Antenna II

|S11|tg start (dB) -13 -13

|S11|tg end (dB) -11 -10

∆BW start 0 0

∆BW end 0.04 0.04

∆BW lim 0.026 0.026
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tion for the sidelobe level of leaky-wave antennas,” in 2016 International Conference on Electromagnetics

in Advanced Applications (ICEAA), Sept 2016, pp. 708–711.

[57] R. Poli, J. Kennedy, and T. Blackwell, “Particle swarm optimization,” Swarm Intelligence, vol. 1, no. 1,

pp. 33–57, 2007.

[58] R. L. Haupt, “An introduction to genetic algorithms for electromagnetics,” IEEE Antennas and Propa-

gation Magazine, vol. 37, no. 2, pp. 7–15, Apr 1995.

[59] R. Honey, “A flush-mounted leaky-wave antenna with predictable patterns,” IRE Transactions on An-

tennas and Propagation, vol. 7, no. 4, pp. 320–329, October 1959.
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