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## Abstract

Recent advances in microfabrication technologies and electronics have led to a vast reduction in sizes and power consumption of electronic circuitry. This has revolutionized the field of wireless sensor networks, and in particular, Internet-of-Things, with a booming number of applications that enable the capabilities of autonomous sensing and monitoring. However, the implementation of such applications has been hindered by the slow development of scalable energy sources which provides power for operation. Batteries, which are the most common energy sources, have not kept pace with the demand of these developments. The challenge to provide power for microelectronic devices has, therefore, driven several innovations in vibration energy harvesting - a technology that has been flourished in recent years as a possible alternative to provide continuous energy for autonomous operation. During the last decade, a significant number of microscale vibratory energy harvesters has been fabricated using active materials (piezoelectric, ferroelectric and magnetoelectric) or exploiting the electromechanical coupling mechanisms (electromagnetic and electrostatic) to harvest energy from mechanical stimuli or ambient vibrations. Such transduction mechanisms have both benefits and limitations that vary depending on the employed technology and the targeted application. For miniaturization, electrostatic systems are favorable due to their compatibility with MEMS fabrication processes. In addition, electrostatic systems with pre-charged electrets can autonomously harvest energy to energize microelectronic devices such as wireless sensors and actuators. Hence, this transduction mechanism is selected as the topic of this research.

The main focus of this research is the analytical modeling approach that provides insights into the operating mechanism and trade-off involved when designing an electret-based microgenerator. Sinusoidal excitations which resemble ambient vibration stimuli were considered in this research. The modeling process was, firstly,
undertaken for a simple case when the vibration amplitude is small, and then extended and generalized for an arbitrary sinusoidal vibration. Under these conditions, an electret-based can be modeled as a sawtooth voltage source in series with an equivalent internal resistance, or a current source. These models were validated using a simulation-based method presented in the literature and showed good agreements. A performance optimization was also carried out by employing the proposed analytical model combined with voltage breakdown phenomenon and the limitation of material properties. However, a fully functional micro power generator driven by vibrations has yet to be demonstrated.

In summary, the research has expanded the capability of analytical modeling and understanding of electret-based microgenerators. These can be used in further studies and optimizations to achieve the ultimate goal of autonomous operation.

## Acknowledgment

Throughout this research, I have had the chance to learn, work and collaborate with many people. Although I cannot list all of them, I wish to acknowledge some who are particularly helpful.

Dr Said Al-Sarawi and Dr Damith Ranasinghe have fully supported the project from the very beginning. Their energy and intellectual expertise have helped to shape the direction of the research. I also appreciate their fully-hearted support during the mixture of good and difficult periods that happened along my research to encourage and give me useful advice to overcome and complete this work.

I would like to thank many colleagues, including Alban O'Brien, Aubrey Slater, Brandon Pullen, Danny Di Giacomo, Hayden Westell, Ian Linke and Mitchell Carli for their promptly support in order to setup a facility for prototyping, in spite of the limited resources available, and Zeyu Wang for his work that performed experiments to test a prototype. I would also like to thank the kind support from School of Chemical Engineering, the University of Adelaide, especially the research group of Dr Dusan Losic, for helping to deposit thin polymer films and perform some trials of corona treatments.

I acknowledge the support I have received for my research through the Collaboration Pathway Program (CPP 39) from the Department of State Development of South Australia Government. I also acknowledge the South Australia node of the Australian National Fabrication Facility, a company established under the National Collaborative Research Infrastructure Strategy to provide nano and micro-fabrication facilities for Australias researchers, for providing a free training and access to the IntelliSense software.

Finally, I am grateful to my parents and sister for their constant love, support and confidence in me.

## Publications

## Journal articles

Nguyen, C. C., Ranasinghe, D. C., \& Al-Sarawi, S. F. (2017). Analytical modeling and optimization of electret-based microgenerators under sinusoidal excitations, Microsystem Technologies, pp. 1-11. DOI: 10.1007/s00542-017-3349-1.

Nguyen, C. C., Ranasinghe, D. C., \& Al-Sarawi, S. F. (2017). Electret-based microgenerators under sinusoidal excitations: an analytical modeling. Submitted.

## Contents

Statement of originality ..... iii
Abstract ..... v
Acknowledgment ..... vii
Publications ..... ix
1 Introduction ..... 1
1.1 Motivation for energy harvesting ..... 1
1.2 Energy harvesting technologies ..... 3
1.2.1 Light or solar energy ..... 3
1.2.2 Radio frequency ..... 5
1.2.3 Thermal gradient ..... 6
1.2.4 Kinetic energy ..... 7
1.2.5 Comparison of different energy harvesting technologies ..... 9
1.3 Aims and objectives ..... 11
1.4 Thesis overview ..... 13
2 Small-scale vibration energy harvesting ..... 15
2.1 Vibration to electricity conversion model ..... 16
2.1.1 Linear system - Single degree of freedom ..... 17
2.1.2 Linear system - Multiple degree of freedom ..... 20
2.1.3 Nonlinear generators ..... 23
2.1.4 Structural type comparison of vibration energy harvesters ..... 27
2.2 Transduction mechanisms ..... 29
2.2.1 Piezoelectric power conversion ..... 29
2.2.2 Electromagnetic power conversion ..... 34
2.2.3 Electrostatic power conversion ..... 38
2.2.4 Comparison of transduction mechanisms ..... 42
2.3 Conclusions ..... 43
3 Electret-based energy harvesting ..... 47
3.1 Electret ..... 47
3.1.1 Physical properties ..... 48
3.1.2 Charging methods ..... 50
3.2 Electret-based microgenerators ..... 53
3.2.1 State of the art ..... 54
3.2.2 Governing equation of electret-based microgenerator ..... 58
3.2.3 Simulation using FEM and numerical methods ..... 61
3.3 Analytical model under constant speed motions ..... 65
3.3.1 Theoretical model ..... 65
3.3.2 Effect of parasitic capacitance ..... 67
3.3.3 Comparison between theory, simulation and experiment ..... 69
3.4 Conclusions ..... 72
4 Microgenerator modeling and optimization: small sinusoidal excitations ..... 73
4.1 Theoretical model ..... 74
4.2 Influence of parasitic capacitance ..... 79
4.3 Comparison between theory and simulation ..... 80
4.4 Optimization strategy ..... 84
4.5 Conclusions ..... 89
5 Microgenerator modeling: general sinusoidal excitations ..... 91
5.1 Theoretical model ..... 92
5.1.1 Time interval $t_{2 m} \leq t<t_{2 m+1} \quad$ or $\quad t_{2 k-2 m} \leq t<t_{2 k+1-2 m}$ ..... 97
5.1.2 Time interval $t_{2 m+1} \leq t<t_{2 m+2} \quad$ or $\quad t_{2 k-2 m-1} \leq t<t_{2 k-2 m}$ ..... 100
5.2 Effect of parasitic capacitances ..... 104
5.3 Validation and discussion ..... 108
5.4 Conclusions ..... 112
6 Conclusions and future works ..... 113
6.1 Conclusions ..... 113
6.2 Future works ..... 114
Bibliography ..... 115
Appendices
A Corona discharge station design ..... 127
B A liquid sloshing electret-based microgenerator ..... 129
B. 1 Concept of the microgenerator ..... 129
B. 2 Simulation ..... 131
B. 3 Fabrication and experiment ..... 137
B.3.1 Fabrication ..... 137
B.3.2 Experiment ..... 139
C Detailed solutions of differential equations presented in Chapter 5 ..... 141
C. 1 Solution of equation (5.10) ..... 141
C. 2 Solution of equation (5.21) ..... 143
C. 3 Solution of equation (5.32) ..... 145
D Scientific genealogy ..... 147

## List of Figures

1.1 (a) Daily total solar irradiance measurement from the Solar Radiationand Climate Experiment (SORCE) shows that more than a $1 \mathrm{~kW} / \mathrm{m}^{2}$ isavailable for harvesting, and (b) evolution of global total solar photo-voltaic installed capacity taken from SolarPower Europe - Global Mar-ket Outlook for Solar Power 2016-2020. APAC* is Asian Pacific regionexcluding China, MEA stands for Middle East and Africa, while RoWstands for rest of the world.4
1.2 Diagram of a thermocouple generating electricity based on Seebeck's effect. ..... 7
2.1 Schematic of a single-degree-of-freedom second-order spring-mass-damper system. ..... 16
2.2 Classification diagram of different energy harvesting systems. ..... 17
2.3 Output power of vibration energy harvesters is a function of input frequency. ..... 19
2.4 Two configurations of two degrees of freedom system (a) an array of two SDOFs and (b) composite two degrees of freedom system. ..... 20
2.5 Output power of an arrayed type MDOF system is the sum of perfor- mance of each SDOF system. Different colors illustrated the output power of different SDOF elements within the whole MDOF system. ..... 21
2.6 Response of a composite-configured two degrees-of-freedom system in the frequency domain (a) displacement of mass $m_{1}$, and (b) displace- ment of mass $m_{2}$. ..... 23
2.7 An example of a nonlinear energy harvester in which a pair of perma- nent magnets are employed to create a nonlinear spring. ..... 24
2.8 (a) Frequency response of nonlinear microgenerator displacement with $\delta=0.1$ and $\alpha=1$ is plotted with various values of nonlinear spring stiffness. The bend to the left corresponds to a softening nonlinearity, while the bend to the right indicates a hardening nonlinearity. (b) The response of a nonlinear structure starts from a high initial frequency and sweeps slowly as illustrated as arrows to reach to the peak displacement. When the frequency crosses the peak, there is a jump in which the response drops from the peak to the branch on the left. The red dashed line illustrates the unstable response of the system.
2.9 An example of non-linear microgenerators employing eccentric mass or pendulum like structure which not only has wide bandwidth, but also be able to harvest energy at low frequency using electromagnetic power transduction mechanism (Romero et al. 2009). ..... 26
2.10 A nonlinear microgenerator from Kinetron employs eccentric mass to harvest kinetic energy. ..... 27
2.11 Two common operation modes of piezoelectric material (a) mode 33 and (b) mode 31. ..... 30
2.12 Two common configurations of piezoelectric cantilever beam (a) bi- morph and (b) unimorph. ..... 31
2.13 A simple electromagnetic transducer. ..... 34
2.14 Two energy conversion cycles used in electret-free generation. ..... 39
2.15 Schematic cross section of a one-sided metalized electret consist of ex-cess surface charges, injected space charges and aligned dipolar charges. 40
2.16 Power generated from existing prototypes is a function of (a) device volume, (b) input acceleration and (c) frequency. These plots are based on the data presented in Tables 2.3, 2.6 and 2.7. ..... 43
3.1 Illustration of dipole relaxation frequency or relaxation time in an elec- tret. ..... 49
3.2 Schematic of a corona discharge to form electrets. ..... 52
3.3 A custom-made setup of a corona discharge station: (a) a 3D model, and (b) real view of the corona discharge station used to make electrets. ..... 53
3.4 Illustrations of early electret-based generators (a) two oppositely pola- rized electrets (b) single negatively charged electret. ..... 55
3.5 Some non-resonant electrostatic energy harvesters in the literature using:(a) linear microball bearing (Naruse et al. 2009), (b) miniatured ballbearing (Nakano et al. 2015), (c) freestanding plate (Bu et al. 2013b),(d) encapsulated conductive liquid (Boland et al. 2005), (e) conductivedroplet and (f) water sloshing phenomenon of non-conductive liquid
(Bu et al. 2013a). ..... 56
3.6 Schematic of electret-based microgenerators. ..... 58
3.7 An electret-based microgenerator is generally equivalent to a variablecapacitor in series with a constant voltage source. The effect of parasi-tic capacitances induced by external harvesting circuits and the fringecapacitance of the microgenerator itself is lumped into $C_{\text {par }}$ connectedin parallel with the microgenerator to refine the theoretical model.60
3.8 Details of a 2D FEM model to compute the capacitance of a microge- nerator under a translational vibration: (a) definition of a unit celll, (b) materials used in the FEM simulation and (c) boundary condition setup. ..... 623.9 FEM capacitance results of (a) capacitance of the microgenerator in(Bartsch et al. 2009) under a constant speed rotation, and (b) the mi-crogenerator in (Tsutsumino, Suzuki, Kasagi, Kashiwagi \& Morizawa2006) under a translational excitation resemble sinusoidal functions.63
3.10 Under a rotational excitation, a microgenerator is equivalent to a squared- signal voltage source in series with a constant internal resistance. Para- sitic capacitances induced by external harvesting circuitry and the ge- nerator itself are lumped into $C_{p}$ to refine the model for a more accurate prediction of output voltage and power. ..... 67
3.11 The output power of the analytical model is in good agreement with the simulated results and experimental data at various values of para- sitic capacitances (a) 15 pF (b) 37 pF and (c) 97 pF . ..... 70
3.12 The output voltage generated from the microgenerator shows a good match between the analytical model, simulated results and experimen- tal data at different values of load resistors (a) $50 \mathrm{M} \Omega$ and (b) $200 \mathrm{M} \Omega$. Parasisitic capacitance used in the analytical model and simulation is 69 pF . ..... 71
4.1 The sinusoidal variation of overlapping area can be well approximated by a parabolic function. ..... 75
4.2 A cross-wafer microgenerator is modeled as a saw-tooth voltage source $V_{\text {oc }}$ in series with an internal resistance $R_{i}$. Parasitic capacitance $C_{p}$ is included to refine the model for practical microgenerators. ..... 78
4.3 The effective power of the microgenerator predicted by the analytical model and the simulation at four different frequencies: (a) 5 Hz , (b) 10 Hz , (c) 15 Hz and (d) $20 \mathrm{~Hz} . \mathrm{C}_{p}$ is evaluated as 2.27 pF . ..... 81
4.4 The output voltage of the microgenerator predicted by the analytical model and the simulation under two different loads: (a) $10 \mathrm{M} \Omega$ and (b) $500 \mathrm{M} \Omega$ at 20 Hz excitation. The shapes of the calculated and simu- lated signals are different due to the approximation of instantaneous overlapping area from a sinusoid to a parabolic function ..... 82
4.5 Theoretical overlapping area is non-differentiable when the counter electrode crosses origin, while the FEM overlapping area derived from $C_{\text {FEM }}$ is a smooth curve. This factor attributes to the sharp peaks ob- served in the analytical output voltage presented in Figure 4.4. . . . . . 83
4.6 Various thicknesses of the electret and surface potentials corresponding to the dielectric strength are used to calculate the output power of the microgenerator. Owing to the limitation of internal breakdown effect, reducing the thickness of electret does not always improve the output power. ..... 84
4.7 Breakdown voltage of air at atmospheric pressure. Data is taken from (Husain \& Nema 1982). ..... 85
4.8 Various air gap distances and their corresponding Paschen's break- down voltage are used to calculate the output power of the microge- nerator. By including the effect of voltage breakdown, reducing $g$ does not always result in a better performance. ..... 86
4.9 The variation of the minumum FEM capacitance $C_{\text {min }}$ is insignificant (less than 0.15 pF ) for various values of effective gap spacing $d / \varepsilon_{d}+g$. . ..... 88
4.10 Output power generated by the electret-based microgenerator is plot- ted with respect to electret thickness $d$, air gap $g$ and electret surface potential $V_{0}$ under a 2 mm peak-to-peak excitation at $f=20 \mathrm{~Hz}$. Due to the Paschen's breakdown voltage presented as the transparent blue surface on the left and dielectric breakdown voltage presented as the transparent green surface on the right, a smaller $d$ and $g$ do not result in the highest output power. In this case, the maximum power is de- termined as $61.7 \mu \mathrm{~W}$ when $d=6.5 \mu \mathrm{~m}, g=143 \mu \mathrm{~m}$ and $V_{0}=1000 \mathrm{~V}$ and $R_{L}=765 \mathrm{M} \Omega$. ..... 89
5.1 Schematic of an electret-based cross-wafer microgenerator. ..... 92

# 5.2 Instantaneous overlapping area $A(t)$ is a triangle wave with respect to the displacement $x(t)$ <br> 92 

5.3 Instantaneous overlapping area is represented by a piecewise function which is analogous to a sinusoidal function folded into $(k-1)$ segments between 0 and 1 in the $y$-axis
5.4 Illustration of different time intervals corresponding to different electrodynamic responses of the electret-based microgenerator. 96
5.5 Under a sinusoidal excitation with angular frequency $\omega$, an electretbased microgenerator can be modeled as (a) a voltage source in series with an internal resistance, or (b) a current source, depending on the analyzed time interval. Lumped parasitic capacitance $C_{p}$ is added to refine the model for an accurate prediction.
5.6 An illustration of the superscript $n$ which corresponds to the time interval $\left[t_{n}, t_{n+1}\right]$ when $k=2$. The indexes $k$ and $(k+1)$ are excluded from the analysis.
5.7 Output powers generated from the microgenerator using the analytical model are in good agreement with the simulation under various excitation amplitudes and air gap distances. The left figures are for $k=2$, while the right ones are for $k=3$. The air gap values from top row to bottom row are respectively 100,150 and $200 \mu \mathrm{~m}$.
5.8 The calculated output voltage using the analytical model shows an adequate fit to the numerical simulation under two different excitation eamplitudes, (a) $k=2$ and (b) $k=3$, with the same load resistance $R_{L}=100 \mathrm{M} \Omega$ and the same air gap distance $g=200 \mu \mathrm{~m}$. The discrepancy is due to the approximation from sinusoidal functions to parabolic functions and the linearization presented in Section 5.1. . . . . 111
5.9 The non-differentitation of theoretical overlapping area highlighted in circles attributes to the discrepancy of sharp peaks in the analytical model comparing with smooth curve in the numerical simulation ..... 112
B. 1 The electret-based microgenerator proposed employs the sloshing phe- nominon of a conductive liquid to vary the system capacitance for po- wer generation, (a) stationary condition, and the sloshing conditions, including (b) non-contact and (c) in contact with the electret. ..... 130
B. 2 Illustration of different scenarios where the liquid is filled with (a) less than half of the container, and (b) more than or equal to half of the container. ..... 133
B. 3 FEM capacitances of the liquid based microgenerator under a $2.5-\mathrm{cm}$ peak-to-peak vibration at 5 Hz with a 1 and $10 \mu \mathrm{~m}$ thick electrets made from Teflon PTFE ..... 134
B. 4 The Matlab Simulink-based model of the liquid-sloshing microgenera- tor with 100 V per-charged electret under 2.5 cm peak-to-peak vibration at 5 Hz . ..... 136
B. 5 Time average output power of the liquid microgenerator with $1-\mu \mathrm{m}$ thick PTFE electret with and without the effect of parasitic capacitances induced by external harevsting circuitry. ..... 136
B. 6 (a) Output voltage of the liquid-based microgenerator with 5 pF para-sitic capacitance at $R_{L}=10 \mathrm{M} \Omega$, and (b) FEM capacitance variationin the time domain is similar to a parabolic wave, leading to a similaroutput voltage signal presented in Chapter 4.137
B. 7 A prototype of the liquid-based microgenerator, (a) a PMDS housingis bonded with a copper substrate, and (b) the completed assembly ofthe prototype.138
B. 8 The liquid-based prototype using Gallium as the conductive liquid can generate up to 1.6 V peak-to-peak voltage when being hand-shaken. . . 139

## List of Tables

1.1 Four essential ambient energy sources that can be harvested (Mikeka \& Arai 2011) ..... 2
1.2 Solar power density measurements taken under various conditions.
Data is taken from Roundy et al. (2003a). ..... 5
1.3 Seebeck coefficient of most metals $(\mu \mathrm{V} / \mathrm{m})$ at 300 K . Data source is from (Da Rosa 2012). ..... 8
1.4 Acceleration and frequency of common mechanical vibration sources in daily life (Lee et al. 2009, Aktakka et al. 2011, Romero et al. 2009). ..... 9
1.5 Comparison of strengths and weaknesses between some widely-used energy harvesting technologies ..... 10
2.1 Comparison of three common structural models used to convert me- chanical vibrations to electricity. ..... 28
2.2 Specification of some common piezoelectric materials. ..... 32
2.3 Comparison of recent small scale piezoelectric generators. ..... 33
2.4 Properties of fine copper wire from American Wire Gauge standard. ..... 36
2.5 Properties of some common materials to make permanent magnets used in MEMS applications presented in (Arnold \& Wang 2009). ..... 37
2.6 Comparison of recent small scale electromagnetic generators. ..... 38
2.7 Comparison of recent small scale electrostatic generators. ..... 44
2.8 Comparison between common transduction mechanisms used in vi- bration energy harvesting. ..... 45
3.1 Properties of wellknown electret materials in the literature. ..... 50
3.2 The parameters of the device published in (Bartsch et al. 2009). ..... 69
4.1 Analytical model of electret-based microgenerators under rotational and sinusoidal motions. ..... 79
4.2 Parameters used to compare the analytical model and simulation ..... 82
5.1 Example of range of $m$ and the number of segments expressed the overlapping area $A(t)$ with different values of $k$. ..... 94
5.2 Parameters of the device presented in (Tsutsumino, Suzuki, Kasagi \& Sakane 2006) are used to validate the analytical model. ..... 108
5.3 Lumped capacitances used in the analytical calculation and FEM ca-pacitances used in the numerical simulation under different air gapdistances and $k$, units are in $\mu \mathrm{m}$ for air gap $g$ and pF for capacitances. . 109

## Chapter 1

## Introduction

This chapter introduces the four essential ambient energy sources which can be harvested to energize wireless sensors and actuators. The strengths and weaknesses of each harvesting technology are also discussed to select the most suitable method that can provide power for the operation of microelectronics, and in particular, wearable devices. Subsequently, the aim and objectives of the research are presented. This chapter also includes the overview of this thesis which outlines the content of each chapter.

### 1.1 Motivation for energy harvesting

The fast-growing development in microfabrication technologies within the last few decades has led to the vast reduction in the size and power consumption of electronic circuitry. Such compact and scalable components with their little power levels have revolutionized different fields of technology, including but not limited to miniature sensors and actuators, data transmitters, controllers and medical implants. These innovations have enabled the possibilities of many applications, which employ hundreds of thousands of micro-scale devices connected into many networks to gather relevant information from many sources to monitor the physical or environmental conditions for planning and decision making. Traditionally, these networks are powered by hard electrical wire, which represents many drawbacks, including high installation and maintenance costs and preventing the further expansion of remote applications. To avoid such issues, devices with wireless interfaces have recently been proposed and are currently being implemented to replace the older hard wi-
red ones (Akyildiz et al. 2002). Such enhancements provide similar functionalities at a lower cost and a higher spatial density of network distribution, opening more opportunities for further expansion and deployment.

Unfortunately, further evolution of these technologies has been hindered by the lack of scalable energy sources which are necessary to provide power for operation. Batteries, which remain the most widely used power sources, have not kept pace with the ever-increasing demands of these fast-growing technologies (Paradiso \& Starner 2005). As a result, the problem of powering many nodes in a dense network is very challenging due to the nightmare of replacing and disposing of depleted batteries. In some critical situations such as electronic implants, changing battery may also accompany with surgeries which are extremely undesirable (Görge et al. 2001, Lo \& Yang 2005). Such challenges have, therefore, driven several innovations in the field of energy harvesting to develop compact and scalable generators which can transfer available ambient energy to electricity. Ongoing developments include many harvesting methods and designs to improve the energy conversion efficiency to provide a continuous power supply to enable long-term and autonomous operation of microelectronic devices (Sudevalayam \& Kulkarni 2011).

Being inspired by the ubiquitous capability of energy harvesting techniques, the research undertaken in this thesis is to investigate and design a small scale generator to be combined with wearable devices, corresponding to a wireless network with only a few nodes, used in human tracking applications such as patient care or fall detection for elderly people. The next section presents a brief discussion of some

Table 1.1. Four essential ambient energy sources that can be harvested (Mikeka \& Arai 2011).

| Energy source | Power density (per cm ${ }^{3}$ ) |
| :--- | :--- |
| Photovoltaic | $10 \mu \mathrm{~W}$ to 10 mW |
| Radio frequency (RF) | $0.01 \mu \mathrm{~W}$ to $0.1 \mu \mathrm{~W}$ |
| Thermal | $20 \mu \mathrm{~W}$ to 10 mW |
| Vibration | $4 \mu \mathrm{~W}$ to $100 \mu \mathrm{~W}$ |

primary energy harvesting technologies, including their strengths and weaknesses in regard to small-scale applications to select the appropriate technology for the research topic.

### 1.2 Energy harvesting technologies

In general, renewable energy can be obtained from the four essential ambient sources shown in Table 1.1. The technologies that harvest energy from these sources have their own advantages and disadvantages and the choice of a technology mostly depends on the availability of the energy sources in the application's environment. This section outlines the practicability of these energy harvesting technologies with a focus on wearable devices.

### 1.2.1 Light or solar energy

Solar energy in one form or another is the source of nearly all energy on the earth. According to the daily total solar irradiance from the Solar Radiation and Climate Experiment (SORCE) shown in Figure 1.1a, the power density received on Earth's surface is approximately $100 \mathrm{~mW} / \mathrm{cm}^{2}$, which can be harvested to charge batteries, supply power for the facility grid or even power off-the-grid areas (Akikur et al. 2013). A solars photovoltaic system can be realized as solar panels consist of silicon crystalline solar cells with an efficiency ranging from 12 percent for matured materials to 38 percent for recently developed materials (Green et al. 2015). In a sunny day, a common solar panel can generate up to 300 W , which can be used to power the lighting system of a regular-size house. The technology quite advantages in macro scale due to the huge amount of availability and high power density compared with other energy harvesting methods as shown in Table 1.1. Given such advantages, solar energy is one of the most popular renewable energy sources with an exponential growing number of installation throughout the world as depicted in Figure 1.1b


Figure 1.1. (a) Daily total solar irradiance measurement from the Solar Radiation and Climate Experiment (SORCE) shows that more than a $1 \mathrm{~kW} / \mathrm{m}^{2}$ is available for harvesting, and (b) evolution of global total solar photovoltaic installed capacity taken from SolarPower Europe Global Market Outlook for Solar Power 2016-2020. APAC* is Asian Pacific region excluding China, MEA stands for Middle East and Africa, while RoW stands for rest of the world.
(SolarPower Europe 2016).
At the micro scale, the performance of photovoltaic systems, however, fall off dramatically due to the lack of light availability, especially under indoor conditions. As shown in Table 1.2, a reduction of more than 2000 times is observed when moving
from an outdoor to an indoor environment measured by a 15 percent efficient solar cell. As a result, solar energy harvesting is unsuitable for the applications of mobile and wearable devices where the indoor condition is most likely dominant.

### 1.2.2 Radio frequency

Harvesting RF energy is also a potential approach due to the availability of RF signals in today's urban landscapes. A major limitation of RF energy harvesting is a very low conversion efficiency and associated power density levels. One can estimate the performance of an RF energy harvester by calculating the power density of the device's receiving antenna $E / Z_{0}$, where $E$ is the local electric field and $Z_{0}=376.7 \Omega$ is the radiation resistance of free space. For an electric field $E=1 \mathrm{~V} / \mathrm{m}$, the maximum energy harvested is $0.26 \mu \mathrm{~W} / \mathrm{cm}^{2}$, which is insufficient to power microelectronics. Higher field strengths are rarely observed due to the risk to the human body and regulated by the International Commission on Non-Ionizing Radiation Protection (Ahlbom et al. 1998). In addition, the power received by an RF harvester decreases dramatically as the distance from the source transmitter increases (Mur-Miranda et al. 2010). To maximize the energy harvested, RF energy harvesters need to be designed with either large collection antennas or placing in a close proximity to an RF transmission source, which is beyond the practical usage in mobile and wearable applications.

Another RF-based approach is, according to (Paradiso \& Starner 2005), active wireless power transfer which was initiated from the idea of long distance power trans-

Table 1.2. Solar power density measurements taken under various conditions. Data is taken from Roundy et al. (2003a).

| Condition | Power density $\left(\mu \mathbf{W} / \mathbf{c m}^{2}\right)$ |
| :--- | :---: |
| Outdoor - midday | 14,000 |
| 4 inch from 60 W light bulb | 5,000 |
| 50 inch from 60 W light bulb | 567 |
| Office lighting | 6.5 |

fer proposed by Tesla in 1897 (Tesla 1897). This technology is now widely known as the wireless charging or wireless power transfer which is widely applied in medical and smart home or smart house applications. Similar to the passive RF energy harvesting, the active power transfer technology has a major weakness of a low efficiency and requires transmitters to be close to receivers. The amount of power transferred is also limited due to the concern of human health when exposed to time-varying electromagnetic fields (Ahlbom et al. 1998). Moreover, cost is a critical issue when implementing the technology in large-scale applications due to the increasing number of RF transmitters installed. Research in this field is still active to improve further signal rectification efficiency as well as bring down the installation cost.

### 1.2.3 Thermal gradient

Thermoelectric generation is another energy harvesting method that generates electricity when there is a temperature difference formed between two dissimilar conductors or semiconductors. A thermoelectric generator consists of a number of thermocouples illustrated in Figure 1.2, connected in either series or parallel depending on whether an output voltage or current is prioritized (Montecucco et al. 2014). For the applications with low thermal gradients, series array configurations are preferred to maximize the output voltage and therefore, eases the rectification and conditioning processes.

The principle operation of thermoelectric generators is based on Seebeck's effect, which can be described by the creation of an electromotive field when there is a difference in temperature between the two conductors, presented as

$$
\begin{equation*}
E_{\mathrm{emf}}=s \nabla T \tag{1.1}
\end{equation*}
$$

where $s$ is the Seebeck coefficient, also known as thermopower, and $\nabla T$ is the thermal gradient between the hot and cold junctions of the generator.


Figure 1.2. Diagram of a thermocouple generating electricity based on Seebeck's effect.

To increase the output voltage, materials with high Seebeck coefficient are required. Table 1.3 presents the Seebeck coefficients of most metals at room temperature. The great majority has Seebeck coefficients much smaller than $10 \mu \mathrm{~V} / \mathrm{m}$ which is insufficient for power generation. Recently, some semiconductor materials have been discovered with Seebeck coefficients about $300 \mu \mathrm{~V} / \mathrm{m}$ at usable temperature, which provide more advantages in term of power generated.

The most important factor that directly affects the effectiveness of thermoelectric generators is the availability of large thermal gradient between the two junctions given in equation (1.1). As a result, thermoelectric generation is only suitable for macro-scale applications such as houses and buildings. At a smaller scale such as human body, the technology is less attractive due to the extremely low power conversion efficiency.

### 1.2.4 Kinetic energy

Kinetic energy generation converts mechanical movement present in the application environment into usable energy. Kinetic energy has been harnessed along with the history of humanity. The early form of kinetic energy harvesters can be realized

Table 1.3. Seebeck coefficient of most metals $(\mu \mathrm{V} / \mathrm{m})$ at 300 K . Data source is from (Da Rosa 2012).

| Metal | Seebeck <br> coefficient | Metal | Seebeck <br> coefficient | Metal | Seebeck <br> coefficient | Metal | Seebeck <br> coefficient |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Ag | 1.51 | Eu | 24.5 | Nb | -0.44 | Sr | 1.1 |
| Al | -1.66 | Fe | 15 | Nd | 2.3 | Ta | 1.9 |
| Au | 1.94 | Gd | -1.6 | Ni | -19.5 | Tb | -1 |
| Ba | 12.1 | Hf | 5.5 | Np | -3.1 | Th | -3.2 |
| Be | 1.7 | Ho | -1.6 | Os | -4.4 | Ti | 9.1 |
| Ca | 10.3 | In | 1.68 | Pb | -1.05 | Tl | 0.3 |
| Cd | 2.55 | Ir | 0.86 | Pd | -10.7 | Tm | 1.9 |
| Ce | 6.2 | K | -13.7 | Rb | -10 | U | 7.1 |
| Co | -30.8 | La | 1.7 | Re | -5.9 | V | 0.23 |
| Cr | 21.8 | Lu | -4.3 | Rh | 0.6 | W | 0.9 |
| Cs | -0.9 | Mg | -1.46 | Ru | -1.4 | Y | -0.7 |
| Cu | 1.83 | Mn | -9.8 | Sc | -19 | Yb | 30 |
| Dy | -1.8 | Mo | 5.6 | Sm | 1.2 | Zn | 2.4 |
| Er | -0.1 | Na | -6.3 | Sn | -1 | Zr | 8.9 |

as windmills or waterwheels which employ fluid flows to automate some intensive labor works. As the invention of electricity, kinetic energy has been the most common source to generate electricity to power facility grids in many major cities. In addition to the popular usage in macro-scale applications, small-scale kinetic energy generators have also been an interest of research, especially after the booming of microelectronics. Given the recent advances in standard microfabrication processes, the sizes of these generators can also be scaled down further, resulting in a higher possibility of integration into mobile and portable devices. Another essential advantage of these generators is the ability of power generation without the presence of light and thermal.

Small scale kinetic energy harvesting started to shape and evolve in the early of 2000s (Beeby et al. 2006, Mitcheson et al. 2008), including many designs based on a spring-mass-damper linear system with a fixed frequency. Such linear generators can be designed to efficiently operate under repeated excitations at many common locations shown in Table 1.4. To achieve the highest energy conversion efficiency, the

Table 1.4. Acceleration and frequency of common mechanical vibration sources in daily life (Lee et al. 2009, Aktakka et al. 2011, Romero et al. 2009).

|  | Source | Acceleration $\left(\mathrm{m} / \mathrm{s}^{2}\right)$ | Frequency (Hz) |
| :---: | :---: | :---: | :---: |
|  | 5-HP 3-axis machine tool | 10 | 70 |
|  | Notebook computer (reading CD) | 0.6 | 75 |
|  | Clothes dryer | 3.5 | 120 |
|  | Second story of a wood frame building | 0.2 | 100 |
|  | Railway | 1.078-1.568 | 12-16 |
|  | Truck | 1.96-3.43 | 8-15 |
|  | Ship | 0.98-2.45 | 12-13 |
|  | Ankle | 24.5-26.5 | 1.0-1.7 |
|  | Knee | 16.7-19.6 | 1.7-2 |
|  | Hip | 3.9-7.8 | 1.7-2 |
|  | Wrist | 2.9-4.9 | 1-1.7 |
|  | Elbow | 2.9-4.9 | 1.2-2 |
|  | Shoulder | 2.9-3.9 | 1.7-2 |
|  | Chest | 2.9-3.9 | 1.7-2 |
|  | Back of the head | 3.9-6.9 | 0.8-2 |

fundamental frequencies of these small-scale energy harvesters must be tuned to be close to the forcing frequencies, also known as resonances. Recent research efforts, including the utilization of non-linear and non-resonant structures, have enabled more opportunities to harvest energy from non-periodic vibration sources such as human body. Nevertheless, the challenge in small-scale kinetic energy harvesting is the small available power density compared with other energy harvesting techniques shown in Table 1.1. As a result, active research is currently focusing on adaptive designs which can scavenge energy at wide bandwidth and low-frequency vibrations. A more indepth discussion of this energy harvesting method will be presented in Chapter 2.

### 1.2.5 Comparison of different energy harvesting technologies

Table 1.5 summarizes the strengths and weaknesses of each energy source presented in this section. At large scale applications, light and thermal are the two most potential renewable energy sources for power generation; however, at a smaller scale, their

Table 1.5. Comparison of strengths and weaknesses between some widely-used energy harvesting technologies.

| Technology | Advantage | Disadvantage |
| :--- | :--- | :--- |


| Solar | High power density | ronment or at night time <br> - <br> High manufacturing and installa- <br> tion cost |
| :--- | :--- | :--- |
| RF | Always available | - Low power density <br> - Low efficiency <br> - |
|  | High installation and maintenance <br> cost when using active power <br> transfer |  |

Thermal High availability

- Require temperature difference
- Low energy conversion efficiency

| Kinetics | - Operate without the need of light or thermal gradient <br> - High scalability using standard microfabrication processes | - Inapplicable in stationary environment <br> - Low energy density at low frequency excitations <br> - Most designs have a narrow operating frequency bandwidth, resulting in a challenge when harvesting energy from unpredictable vibration sources. |
| :---: | :---: | :---: |

effectiveness is dramatically reduced due to the low availability. In addition, the two energy harvesting methods are limited in some environments where photonics and temperature difference are absent. In contrast, RF energy is highly available and scalable using the advances in microelectronic circuitry. Recent development in RF active power transfer has focused on improving the conversion efficiency of the technology. However, the cost of installation and maintenance has limited the implementation and deployment of this technology for large-scale applications. Kinetic or vibratory
energy harvesting, on the other hand, can operate sufficiently in indoor conditions or environments without the presence of light or thermal gradient. Such advantages combined with the compatibility with standard microfabrication processes allow the technology to be integrated and implemented widely into mobile and wearable devices. The limitation of the technology is the low energy conversion efficiency at low-frequency excitations.

Given the advantages and limitations of each technology presented in this chapter, the research is to focus on kinetic or vibration energy harvesting due to its suitability to mobile and wearable applications. The challenges of this study are summarized and presented in Section 1.3 along with the objectives of the research.

### 1.3 Aims and objectives

The aim of the research is to investigate small-scale vibratory energy harvesters that can be integrated into mobile and wearable devices. Due to the nature of the vibrations induced in such applications, namely human body motion, several challenges have been arisen.

First, the low frequencies and small accelerations of the vibrations considered in these applications result in a small amount of available energy. To produce an adequate amount of energy to power a microelectronic device, small-scale linear energy harvesters must be designed with small resonant frequencies, which require soft springs and heavy masses. While fabricating a softer spring is possible, embedding a larger mass is extremely undesirable for the applications of mobile and wearable devices. Moreover, to ease the fabrication and integration into microelectronics, the technology selected to implement into the designs of these small-scale energy harvesters must be compatible with standard microfabrication processes. Hence, it is important to research the strengths and weaknesses of the structures and transduction mechanisms used in vibration energy harvesting to select the appropriate technology
that is suitable for mobile and wearable devices.
Second, the current modeling approach to analyze and optimize the performance of these small-scale energy harvesters is only applicable for some simple excitations, such as constant-speed rotations, while in practice, mechanical stimuli resemble sinusoidal vibrations. Consequently, a combination of finite element modeling (FEM) and numerical methods is the primary approach to analyze and optimize the performance of these devices. This approach is costly, time consuming and more importantly, limit the understanding of design trade-off involved. This leads to a need to develop a more practical analytical model considering sinusoidal vibrations to provide insights into the operating mechanisms of these small-scale energy harvesters.

Finally, the performance optimization of these practical devices is also a concern since most studies in the literature only focus on the absolute values without taking the limitations of material properties into account. Without a careful consideration, material failure or voltage breakdown may occur, and consequently, reduces the performance of these energy harvesters. Hence, it is necessary to include these effects into the calculation when designing and optimizing these structures.

Given such challenges, the objectives of the present research, therefore, includes the following

- Investigating the structures and transduction mechanisms of vibratory energy harvesting to select the most suitable technology with regard to the applications of mobile and wearable devices,
- Modeling small-scale energy harvesters under sinusoidal excitations - a standard form of mechanical vibrations resembling to ambient excitations in practice to provide insights into the operating mechanisms of these small-scale energy harvesters, and
- Optimizing the performance of small-scale vibratory generators using the proposed model combined with the practical limitation of material properties.

The next section outlines the content of the thesis which covers all the works to achieve the above goals.

### 1.4 Thesis overview

The thesis is organized as follows: Chapter 2 presents the state-of-the-art vibration energy harvesting methods including structural type and power transduction mechanisms. The strengths and weaknesses of each design and method are analyzed with regard to wearable applications. Chapter 3 provides an in-depth explanation of small-scale electret-based energy harvesting. The chapter also includes the derivation of characteristic equation of these small-scale generators and a simulation presented in the literature, that uses finite element modeling combined with numerical methods to computationally predict the output voltage and effective power of these generators. An example of employing the presented simulation to validate an analytical model of electret-based microgenerators under constant-speed rotations is also included at the end of the chapter. Chapter 4 is dedicated to present the formulation and validation of an analytical modeling for electret-based microgenerators under small sinusoidal translational vibrations - a more practical excitation type. The proposed analytical model is then employed to optimize the performance of the microgenerator with regard to the voltage breakdown phenomenon and material properties. In Chapter 5, the proposed model is extended further to take a general sinusoidal excitation into account. Finally, Chapter 6 summarizes the original contributions of this research in the field of vibration energy harvesting and present the future works.

## Chapter 2

## Small-scale vibration energy harvesting

This chapter presents a brief survey of different power conversion models and transduction mechanisms of vibration energy harvesting. The discussion of each approach and conversion technology covers a wide range of several practical factors, including usability, scalability, and manufacturability. In addition, the effectiveness of each power transduction method is also summarized and compared using those practical considerations in order to decide on the most suitable technology to be used for a targeted mobile or sensory wearable application.

Before delving into the approaches and technologies, it is important to explain the meaning of the word "micro" used throughout this thesis. In the state-of-the-art of vibration energy harvesting, the word "micro" mostly refers to different aspects of a system. Firstly, it describes the power level generated from small-scale energy harvesters, which is often in the range of tens of microwatts. Secondly, it is used to refer to the scale of the energy harvesters, which is in the order of micrometers. Although the overall dimension of practical micro energy harvesters can be in millimeter or centimeter range, the primary features of the transducers are often in micro scale or can be scaled down to micro scale. Finally, "micro" also refers to the fabrication method using standard fabrication techniques that are common in the semiconductor or micro-electro-mechanical-system (MEMS) industries. In addition, the term "smallscale energy harvesters" and "microgenerators" are used interchangeably.

### 2.1 Vibration to electricity conversion model

In order to convert mechanical stimuli to electricity, external vibrations are transmitted to inertially oscillate masses inside energy harvesters. The resultant relative displacements of those masses are then coupled with one of transduction mechanisms such as piezoelectrics, electromagnetics or electrostatics for electricity generation.


Figure 2.1. Schematic of a single-degree-of-freedom second-order spring-mass-damper system.

The most prolific energy harvester can be illustrated in Figure 2.1. The system consists of an inertial frame which transmits the vibration to a suspended mass $m$, via the spring $k$ and the damper $\left(b_{m}+b_{e}\right)$. When an external excitation $y$ is applied on the base of the structure, the mass $m$ is relatively moved a distance $z$ with regard to the base, which can drive the damper $\left(b_{m}+b_{e}\right)$ to generate electricity. The notation $b_{m}$ represents the mechanical damping coefficient or losses occur during the inertial transmission, while $b_{e}$ represents electrically induced damping or coupling coefficient that converts mechanical to electrical energy. Hence, it is desirable to minimize $b_{m}$ and maximize $b_{e}$ to achieve higher power conversion efficiency.

In general, a different number of mass $m$ and different characteristics of $k, b_{m}$ and $b_{e}$ result in different dynamic behaviors of energy harvesting systems. For the ease of analysis, energy harvesting model is, therefore, divided into several categories as illustrated in Figure 2.2. This section presents a brief description of those energy
harvesting system types and analyzes their strengths and weaknesses with regard to the application of wearable devices.


Figure 2.2. Classification diagram of different energy harvesting systems.

### 2.1.1 Linear system - Single degree of freedom

Single-degree-of-freedom (SDOF) second-order spring-mass-damper system is the most typical model used for vibration energy harvesting. The model which is firstly described by Williams \& Yates (1996) consists of only one mass $m$ with a linear spring $k$ and linear dampers $b_{m}$ and $b_{e}$. Under an external excitation $y(t)$, the mass $m$ is inertially moved a distance $z(t)$ characterized as

$$
\begin{equation*}
m \ddot{z}(t)+\left(b_{m}+b_{e}\right) \dot{z}(t)+k z(t)=-m \ddot{y}(t) . \tag{2.1}
\end{equation*}
$$

The damper coefficient in equation (2.1) is presented as a sum of the mechanical and electrical damping $b_{m}$ and $b_{e}$, respectively. For simplicity, $b_{m}$ and $b_{e}$ are assu-
med to be constant. Nevertheless, several important conclusions can be made when analyzing this simplified model.

Given such assumptions, the generated power at the output of energy harvesters is equal to the power dissipated by the electrically induced damping $b_{e}$, which can be calculated as

$$
\begin{equation*}
P_{e}=\frac{1}{2} b_{e} \dot{z}^{2} \tag{2.2}
\end{equation*}
$$

When the external excitation is a sinusoidal function $y=Y \sin \omega t$, the output power generated can be found as

$$
\begin{equation*}
P=\frac{m \frac{\zeta_{e}}{\omega_{n}}\left(\frac{\omega}{\omega_{n}}\right)^{2} A^{2}}{\left[1-\left(\frac{\omega}{\omega_{n}}\right)^{2}\right]^{2}+\left(2 \zeta \frac{\omega}{\omega_{n}}\right)^{2}}, \tag{2.3}
\end{equation*}
$$

where

$$
\begin{aligned}
& \omega_{n}=\sqrt{\frac{k}{m}} \text { is the natural frequency of the system } \\
& \zeta_{e}=2 m b_{e} \omega_{n} \text { is the electrically induced damping ratio } \\
& \zeta=\zeta_{m}+\zeta_{e} \text { is the composite damping ratio } \\
& A=\omega^{2} Y \text { is the acceleration magnitude of the input vibration. }
\end{aligned}
$$

Figure 2.3 shows the normalized output power given in equation (2.3) as a function of normalized frequency. The peak of the output power generated from the generator occurs at the resonance where the forcing frequency $\omega$ is equal to the system natural frequency $\omega_{n}$. As $\omega$ is shifted away from $\omega_{n}$, the output power is reduced dramatically. Another observation is the wider shape of the output power at a higher damping ratio $\zeta$, which can adapt well to various excitation frequencies. However, the downside of a large $\zeta$ is the reduction of the peak power.

In many cases, the spectrum of the targeted vibration sources is known and therefore, the generator can be designed to resonate at the input vibration frequency. In


Figure 2.3. Output power of vibration energy harvesters is a function of input frequency.
this case, the expression of the output power is simplified to

$$
\begin{equation*}
P_{\max }=\frac{m \zeta_{e} A^{2}}{4 \omega \zeta^{2}} \tag{2.4}
\end{equation*}
$$

Another important parameter is the bandwidth which is used to determine the sharpness of the output power in the frequency domain. Bandwidth is defined as an increment $\Delta \omega$ measured at "half-power point" ( $P=P_{\max } / 2$ ). Given this definition, one can use equation (2.3) to derive the correlation between the system bandwidth and the damping ratio, and express as

$$
\begin{equation*}
\frac{\Delta \omega}{\omega_{n}}=2 \zeta . \tag{2.5}
\end{equation*}
$$

Several important conclusions of SDOF systems can be made from the expressions given in equations (2.3), (2.4) and (2.5)

- Maximum output power is obtained at resonance. Therefore, it is critical to design a SDOF generator in which the natural frequency closely matches the fundamental vibration frequency of external vibrations.
- The peak output power is directly proportional to the square of input accelera-
tion amplitude. In other words, either a higher forcing frequency or vibration amplitude results in a higher output power. The downside of this characteristic is a low output power when scavenging low-acceleration vibrations.
- The output power is optimized when $\zeta_{m}$ is as small as possible, while $\zeta_{e}$ equals to $\zeta_{m}$. The trade-off of small damping ratios is the narrow bandwidth, in which a slight shift from the resonant frequency can dramatically decrease the power generated from the generator. Since $\zeta_{e}$ relates to coupling coefficient which is generally a function of circuit parameters, the appropriate value of $\zeta_{e}$ needs to be carefully designed to balance between the peak power and the bandwidth of the generator.


### 2.1.2 Linear system - Multiple degree of freedom

The major weakness of SDOF systems is narrow bandwidth which limits the amount of energy generated in the real-world environment where the driving frequency is varied. One of the approaches to overcome this limitation is to employ multiple degrees of freedom (MDOF) systems which are illustrated in Figure 2.4 in order to


Figure 2.4. Two configurations of two degrees of freedom system (a) an array of two SDOFs and (b) composite two degrees of freedom system.


Figure 2.5. Output power of an arrayed type MDOF system is the sum of performance of each SDOF system. Different colors illustrated the output power of different SDOF elements within the whole MDOF system.
resonate at many natural frequencies.
One of the simplest forms of a MDOF system is an array of several SDOF systems (Shahruz 2006, Xue et al. 2008, Ferrari et al. 2008, Liu et al. 2008, Sari et al. 2008) as shown in Figure 2.4a. In this case, each SDOF structure is operated independently and therefore, the superposition principle can be applied to analyze the system using the result derived in Subsection 2.1.1. The output power generated from this type of generators is a sum of all elementary devices in the array, which is illustrated in Figure 2.5.

Another popular structure of MDOF is the composite system (Wu et al. 2013) shown in Figure 2.4b. The equation of motion expressed in (2.6) is more complicated than the arrayed type due to the sophisticated relation of motions between masses $m_{1}$ and $m_{2}$, given by

$$
\begin{cases}m_{1} \ddot{z}_{1}+\left(b_{1}+b_{2}\right) \dot{z}_{1}+\left(k_{1}+k_{2}\right) z_{1}-b_{2} \dot{z}_{2}-k_{2} z_{2} & =\left(b_{1}-b_{2}\right) \dot{y}+\left(k_{1}-k_{2}\right) y  \tag{2.6}\\ m_{2} \ddot{z}_{2}+b_{2} \dot{z}_{2}+k_{2} z_{2}-b_{2} \dot{z}_{1}-k_{2} z_{1} & =b_{2} \dot{y}+k_{2} y .\end{cases}
$$

For convenience, equation (2.6) can be rewritten in a state-space form using vectors
and matrices

$$
\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{2.7}\\
0 & m_{1} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & m_{2}
\end{array}\right]\left[\begin{array}{c}
\dot{z}_{1} \\
\ddot{z}_{1} \\
\dot{z}_{2} \\
\ddot{z}_{2}
\end{array}\right]+\left[\begin{array}{cccc}
0 & -1 & 0 & 0 \\
k_{1}+k_{2} & b_{1}+b_{2} & -k_{2} & -b_{2} \\
0 & 0 & 0 & -1 \\
-k_{2} & -b_{2} & k_{2} & b_{2}
\end{array}\right]\left[\begin{array}{c}
z_{1} \\
\dot{z}_{1} \\
z_{2} \\
\dot{z}_{2}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\left(k_{1}-k_{2}\right) y+\left(b_{1}-b_{2}\right) \dot{y} \\
0 \\
k_{2} y+b_{2} \dot{y}
\end{array}\right]
$$

Here, it is important to determine the natural frequencies and shape modes of the system. This can be done by zeroing all terms related to damping coefficients $b_{1}$ and $b_{2}$ and the external vibration $y$. Under this condition, the system is simplified to

$$
\begin{equation*}
\mathbf{M}_{\mathbf{n}} \ddot{\mathbf{x}}_{\mathbf{n}}+\mathbf{K}_{\mathrm{n}} \mathbf{x}_{\mathbf{n}}=0 \tag{2.8}
\end{equation*}
$$

where

$$
\mathbf{M}_{\mathbf{n}}=\left[\begin{array}{cc}
m_{1} & 0  \tag{2.9}\\
0 & m_{2}
\end{array}\right], \quad \mathbf{x}_{\mathbf{n}}=\left[\begin{array}{l}
z_{1} \\
z_{2}
\end{array}\right], \text { and } \quad \mathbf{K}_{\mathbf{n}}=\left[\begin{array}{cc}
k_{1}+k_{2} & -k_{2} \\
-k_{2} & k_{2}
\end{array}\right]
$$

Since we are interested in finding harmonic solutions for $\mathbf{x}_{\mathbf{n}}$, we can simply assume that the solution has the form $X \sin \omega_{n} t$, and substitute into equation (2.8)

$$
\begin{equation*}
-\mathbf{M}_{\mathbf{n}} \mathbf{X} \omega_{n}^{2} \sin \omega_{n} t+\mathbf{K}_{\mathbf{n}} \mathbf{X} \sin \omega_{n} t=0 \quad \rightarrow \mathbf{K}_{\mathbf{n}} \mathbf{X}=\omega_{n}^{2} \mathbf{M}_{\mathbf{n}} \mathbf{X} \tag{2.10}
\end{equation*}
$$

According to linear algebra, $\omega_{n}$ and $\mathbf{X}$ are the eigenvalues and eigenvectors of equation (2.8). Therefore, it is important to note that the natural frequencies of a composite MDOF system are different from the conventional formula $\sqrt{k / m}$ of an SDOF system. Figure 2.6 illustrates the displacement of the two masses of a compositeconfigured two-degree-of-freedom generator. The additional mass-spring-damper introduce another natural frequency and vibration mode, resulting in additional displacement peak. If an appropriate value of $m_{2}$ is selected, the generator can harvest energy at a broader range of frequency, compared with SDOF systems.


Figure 2.6. Response of a composite-configured two degrees-of-freedom system in the frequency domain (a) displacement of mass $m_{1}$, and (b) displacement of mass $m_{2}$.

In spite of a wider bandwidth response, the severe trade-off of MDOF generators is the increasing of device dimensions due to the introduction of additional masses, dampers, and springs. Consequently, the generators become bulky and thus, difficult to integrate and implement into microelectronic devices. Another disadvantage of MDOF structures is the complexity of management circuits which are used to rectify, condition and combine the output voltage signals with different phases generated from several masses. Such challenges limit the usage of MDOF systems, making the structure unsuitable for mobile and wearable applications.

### 2.1.3 Nonlinear generators

Nonlinear vibration energy harvesters or generators are designed to overcome the weakness of both SDOF and MDOF structures by broadening the bandwidth without significantly increasing the generator sizes. The operation mechanism of a nonlinear generator is similar to a SDOF structure, except the nonlinear effect of the springs used in the structures is taken into account. The equation of motion for such structure can, therefore, be written in the following general form

$$
\begin{equation*}
m \ddot{z}+b \dot{z}+\frac{d U(z)}{d z}=-m \ddot{y} \tag{2.11}
\end{equation*}
$$

Figure 2.7. An example of a nonlinear energy harvester in which a pair of permanent magnets are employed to create a nonlinear spring.
where the function $U(z)$ represents the potential energy of the mechanical system.
The shape of the potential function depends on the nonlinearity present in the generator. One of the most popular nonlinear structures heavily studied in the literature is Duffing oscillator (Beeby et al. 2007, McInnes et al. 2008, Mann \& Sims 2009, Cottone et al. 2009, Erturk et al. 2009, Harne \& Wang 2013, 2016), in which the potential function is defined as

$$
\begin{equation*}
U(z)=\frac{1}{2} k_{1} z^{2}+\frac{1}{4} k_{2} z^{4} \tag{2.12}
\end{equation*}
$$

where $k_{1}$ and $k_{2}$ are linear and nonlinear stiffness coefficients, respectively.
An example of this nonlinear generator is depicted in Figure 2.7, where the generator consists of a piezoelectric cantilever beam and a pair of permanent magnets. When the beam is deformed, the distance between the two magnets changes, resulting in a nonlinear repulsive force and hence, can be considered as a nonlinear spring.

Given the Duffing's potential function, equation (2.11) can, therefore, be rewritten as

$$
\begin{equation*}
\ddot{z}+\delta \dot{z}+\alpha z+\beta z^{3}=-A \sin \omega t \tag{2.13}
\end{equation*}
$$

where

$$
\delta=\frac{b}{m}, \quad \alpha=\frac{k_{1}}{m}=\omega_{n}^{2} \quad \text { and } \quad \beta=\frac{k_{2}}{m} .
$$

Figure 2.8a illustrates the displacement of a nonlinear generator with different nonlinear coefficients of the spring stiffness. Depending on the linearity of the spring


Figure 2.8. (a) Frequency response of nonlinear microgenerator displacement with $\delta=0.1$ and $\alpha=1$ is plotted with various values of nonlinear spring stiffness. The bend to the left corresponds to a softening nonlinearity, while the bend to the right indicates a hardening nonlinearity. (b) The response of a nonlinear structure starts from a high initial frequency and sweeps slowly as illustrated as arrows to reach to the peak displacement. When the frequency crosses the peak, there is a jump in which the response drops from the peak to the branch on the left. The red dashed line illustrates the unstable response of the system.
stiffness, the generated power can be bent to the left of the frequency axis, corresponding to a softening case, or to the right, corresponding to a hardening spring. As a result, a broader bandwidth can be obtained to harvest energy from a wide range of excited frequencies.

One severe weakness of nonlinear generators is the requirement of certain types of frequency sweeping excitations. For example, to achieve the maximum output power, corresponding to the maximum displacement as shown in Figure 2.8b, the forcing frequency is initially set at a high value and slowly decreased to the desirable point, so that the response of the generator can follow the direction of the arrows to reach to the peak displacement. Too much reduction in the input frequency can result in a "jump" where the maximum displacement suddenly falls off to the lower values as illustrated as the dotted vertical line in Figure 2.8b.

Another popular type of nonlinear generators can be realized as eccentric mass or pendulum-like structures, such as the electrodynamic transducer shown in Figure 2.9, or the electrostatic generator presented in (Nakano et al. 2015). These devices can


Figure 2.9. An example of non-linear microgenerators employing eccentric mass or pendulum like structure which not only has wide bandwidth, but also be able to harvest energy at low frequency using electromagnetic power transduction mechanism (Romero et al. 2009).
harvest kinetic energy at low-frequency excitations (less than 5 Hz ), although the capability of wide bandwidth has yet been demonstrated. In general, an eccentric mass or a pendulum under a harmonic driving torque can be characterized as

$$
\begin{equation*}
\ddot{\theta}+\frac{b}{I} \dot{\theta}+\frac{m g l}{I} \sin \theta=A \sin \omega t \tag{2.14}
\end{equation*}
$$

where $\theta, I, m$ and $l$ are respectively the angular amplitude, inertial moment, mass and length of the pendulum, $b$ is damping coefficient, $g$ is the gravitational acceleration, $A$ is the amplitude of the angular acceleration and $\omega$ is the angular frequency of the excitation.

For simplicity, only small amplitudes of $\theta$ are examined. A higher value of $\theta$ results in a much more sophisticated analysis which is beyond the scope of this thesis. Given the considered assumption, the nonlinear term in equation (2.14) can be linearized using the approximation $\sin \theta \approx \theta$. The pendulum can, therefore, be approximated to an SDOF spring-mass-damper system. Otherwise, Taylor's series expansion can be employed to take the effect of nonlinearity into account

$$
\begin{equation*}
\sin \theta=\theta-\frac{\theta^{3}}{3!}+\frac{\theta^{5}}{5!}-\ldots \tag{2.15}
\end{equation*}
$$



Figure 2.10. A nonlinear microgenerator from Kinetron employs eccentric mass to harvest kinetic energy.

Thus, if the first two terms of the Taylor's series expansion are considered, the pendulum can be analyzed as a Duffing oscillator with $k_{1}=1$ and $k_{2}=-1 / 6$.

The two well-known commercial products based on eccentric mass or pendulumlike structure are Seiko Kinetic Watch and Kinetron Watch as shown in Figure 2.10. With a size of 26.4 mm diameter and a thickness of 4.3 mm , the Kinetron microgenerator is reported to generate 600 mJ per day which yields a significant power density of $6.3 \mu \mathrm{~W} / \mathrm{cm}^{3}$, assuming being worn 12 hours per day.

Given the ability of operating at a low frequency and broad bandwidth, nonlinear systems, and in particular the pendulum-like or eccentric-mass structures, are more favorable to implement in wearable applications.

In Subsection 2.1.4, the strengths and weaknesses of each system types are summarized from the application point of view to select the most suitable method to analyze further.

### 2.1.4 Structural type comparison of vibration energy harvesters

Table 2.1 summarizes the advantages and disadvantages of the three commonly used models of microgenerators in the literature. While the linear systems, including SDOF

Table 2.1. Comparison of three common structural models used to convert mechanical vibrations to electricity.

|  | SDOF MDOF | Nonlinear system |
| :---: | :---: | :---: |
| Low frequency | Small natural frequencies require heavier masses and softer springs. While elastic springs are able to be fabricated, large masses increase the dimensions of the structure, resulting in bulky devices. | In general, the systems can harvest energy at lowfrequency excitations; however, certain type of excitation such as slowly sweeping down as shown in Figure 2.8 b may require. |
| Bandwidth | Small in general; in- Wide bandwidth, hocreasing damping ra- wever, accompanied tio can widen band- by an increased size width, but the tradeor weight, and conoff is the reduction sequently, the overall of power generated at power density may be the output sacrificed | Broad bandwidth can be obtained when the system nonlinearity is sufficiently strong. The trade-off is a complicated type of excitations required. |
| Interface circuit | Simple due to only Sophisticated to <br> one output signal <br> avoid the cancellation <br> of phase difference <br>  between several <br> output voltages | May accompany with some active controllers or actuators, which results in a net loss of the energy harvested. |

and MDOF, are simple to be fabricated and easy to be analyzed and optimized, their performances heavily depend on natural frequencies. As a result, the implementation of these structures is quite limited, especially at low-frequency excitations due to the requirement of larger masses and softer springs. The nonlinear systems, on the other hand, can provide a better performance when operating under low-frequency vibrations. The trade-off, however, is the complexity of designing and analyzing to optimize the performance under targeted applications.

Given the advantages of scavenging energy at low frequencies while maintaining a compact size, non-linear systems are, therefore, selected as the main focus of this research. In the following subsection, the principle of a few common power trans-
duction mechanisms when designing a microgenerator are discuss in details.

### 2.2 Transduction mechanisms

This section presents a brief overview of three most widely-used power transduction mechanisms, converting mechanical vibrations into electricity. A comparison of performance effectiveness of various prototypes using different transduction mechanisms is also carried out to explore the applicability of each mechanism in mobile and wearable applications.

### 2.2.1 Piezoelectric power conversion

Piezoelectric effect is the most mature transduction mechanism in vibration energy harvesting, in which a piezoelectric material generates an electric charge when it is subjected to a mechanical stress. This is called the direct effect. The other effect is that the material undergoes deformation when an external electric field is applied. Hence, a piezoelectric material can be used as a sensor and transducer by employing the direct effect, or actuators when reserved effect is used. The coupled electromechanical behavior of piezoelectric materials can be presented by the two linearized constitutive equations

$$
\begin{align*}
\delta & =\frac{\sigma}{Y}+E d  \tag{2.16}\\
D & =\varepsilon E+\sigma d \tag{2.17}
\end{align*}
$$

where $\delta$ is mechanical strain induced due to the deformation of the piezoelectric material, $\sigma$ is the mechanical stress, $Y, E$ and $\varepsilon$ are respectively Young's modulus, electric field and dielectric constant of the piezoelectric material, $d$ is piezoelectric strain coefficient and $D$ is electric displacement generated within the piezoelectric material.


Figure 2.11. Two common operation modes of piezoelectric material (a) mode 33 and (b) mode 31.

Without the effect of the electric field $E$, equation (2.16) simply becomes Hook's law which correlates the mechanical stress and strain. Similarly, without the coupling term $\sigma d$, equation (2.17) is simply a form of electric displacement of a linear, homogeneous and isotropic dielectric. Hence, the electric field of piezoelectric material modifies the material mechanics, while the stress in the material modifies its dielectric properties.

One important parameter of piezoelectric materials is piezoelectric coefficient, $d$, which is, in general, a 3-by-6 tensor or matrix. However, only 3 coefficients are often used, while the rest are zero. The two most common coefficients used in energy harvesting are $d_{31}$ and $d_{33}$ which correspond to the two operation modes shown in Figure 2.11. The coefficient $d_{33}$ often refers as the longitudinal coefficient which describes the electric polarization generated in the same direction of the applied stress. In contrast, the coefficient $d_{31}$ is the transverse coefficient which describes the electric polarization generated in the direction perpendicular to the direction of the applied stress.


Figure 2.12. Two common configurations of piezoelectric cantilever beam (a) bimorph and (b) unimorph.

The most prolific piezoelectric microgenerator can be realized as a cantilever beam operating in mode 31, as shown in Figure 2.11. When the beam is bent downward, the layer on the top surface is stretched, while the layer at the bottom surface is compressed. In the other words, the large deflection in the vertical direction, corresponding to the direction 3, is transformed into a small deformation in the horizontal direction, corresponding to the direction 1 . The same principle is applied when the beam is bent upward. Hence, designing such piezoelectric cantilever beam can increase the compliance, up-scale the strain induced and lower the resonant frequency. The proof mass added at the end of the beam further increases the compliance of the system, resulting in an even lower resonant frequency. Given these advantages, operating in mode 31 is more preferred in energy harvesting application, despite the superior value of $d_{33}$ compared with $d_{31}$.

Another consideration when designing piezoelectric generators is the configuration of piezoelectric materials embedded in the structures shown in Figure 2.12. A bimorph-configured cantilever beam shown in Figure 2.12a consists of several layers of piezoelectric materials with their electrodes connected either in serial or parallel, resulting in a higher current or voltage at the output, respectively. However, at micro scales, making thin films and assembling bimorph structures are less manufacturable with existing standard microfabrication processes. As a result, most recent piezoelectric MEMS-based structures are in unimorph-configuration (Priya et al. 2017).

Piezoelectric materials can be categorized into piezoceramics and piezopolymers.

Table 2.2. Specification of some common piezoelectric materials.

| Coefficient | PZT-5H | PZT-8 | PVDF | Parylene-C |
| :--- | :---: | :---: | :---: | :---: |
| $d_{31}\left(10^{-12} \mathrm{~m} / \mathrm{V}\right)$ | -274 | -97 | 18 to 24 | - |
| $d_{32}\left(10^{-12} \mathrm{~m} / \mathrm{V}\right)$ | -274 | -97 | 2.5 to 3 | - |
| $d_{33}\left(10^{-12} \mathrm{~m} / \mathrm{V}\right)$ | 593 | 225 | -33 | 2.0 |
| Dielectric constant | 3400 | 1000 | 7.5 | 3.15 |
| Dielectric breakdown $(\mathrm{kV} / \mathrm{mm})$ | 2 |  | 10 | 0.142 |
| Density $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$ | 7.5 | 7.6 | 1.8 | 1.29 |

Piezoceramic materials, such as PZT-5H and PZT-8, are widely used in the literature of vibration energy harvesting due to large electro-mechanical coupling coefficients, resulting in a higher power generated at the device output. However, the materials are brittle and consequently, limit the usage to prototype general-shape generators. In addition, piezoceramic materials are incompatible with standard microfabrication processes such as MEMS, making the materials less manufacturable to implement into micro-scale applications (Kim et al. 2011). Recently, polymer-based materials, such as polyvinylidene fluoride (PVDF) or Parylene-C, have been widely used to designed and prototyped vibration microgenerators due to the material flexibility compared with piezoceramics. The trade-off when using piezopolymer materials is the low electromechanical coupling coefficients compared with piezoceramic materials. As shown in Table 2.2, the performance of PVDF is about 5 to 20 times less than PZTbased materials. Hence, depending on the applications and operating conditions, one can select suitable materials to design and fabricate piezoelectric generators.

Piezoelectric microgenerators can provide high voltage and low current. In general, piezoelectric microgenerators can produce a few volts to several volts. Hence, one notable advantage of piezoelectric microgenerators is the direct generation of the appropriate output voltage which eases the rectification and conditioning processes. In addition, Roundy \& Wright (2004) report that piezoelectric microgenerators have the highest power density compared with other transducers such as electromagnetics and electrostatics. That is why the transduction mechanism is more favorable to be

Table 2.3. Comparison of recent small scale piezoelectric generators.

| Reference | Active <br> volume <br> $\left(\mathrm{cm}^{3}\right)$ | Acceleration | Frequency | Power | Power <br> density |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Roundy et al. (2003b) | 4.8 | 2.25 | $(\mathrm{~Hz})$ | $(\mu \mathrm{W})$ | $\left(\mu \mathrm{W} / \mathrm{cm}^{3}\right)$ |

implemented into several designs for micro power generation. In addition, piezoelectric microgenerators do not require any external priming sources to initiate the conversion process, making the technology suitable for autonomous operation.

Given such advantages, piezoelectrics has been the most popular transduction mechanism used in small-scale vibration energy harvesting. Table 2.3 summarizes several studies of small-scale piezoelectric generators with their input accelerations and volumetric power densities published in the literature.

The disadvantage using piezoelectric materials in vibration energy harvesting is the difficulty to implement the high performance or piezoceramic materials into micro scale applications. Although using thin piezopolymer film is possible, the coupling coefficient is dramatically reduced, resulting in a significant reduction of performance. Another disadvantage of piezoelectric microgenerators is that the structures often resonate at high resonant frequencies, mostly in the order of 100 Hz (Zhu et al. 2009). Recent research is focusing on softening the stiffness of piezoelectric cantilever


Figure 2.13. A simple electromagnetic transducer.
beams to work at lower frequencies, while widening the operating bandwidth. One of the most common approaches is to install additional permanent magnets similar to Figure 2.7 to increase the nonlinearity of the beam stiffness which is presented in Subsection 2.1.3. Research in this field is still active to look for new materials with high electromechanical coupling as well as design non-resonant structures to harvest energy at low-frequency excitations (Priya et al. 2017).

### 2.2.2 Electromagnetic power conversion

The principle of electromagnetic power conversion is based on Faraday's law of induction where electricity is generated from the relative motion of an electrical conductor in a magnetic field. Figure 2.13 illustrates a typical setup of an electromagnetic transducer in which the conductor is wound several turns into a coil and moves relatively in the magnetic field generated by the permanent magnets.

The voltage of the conductor is determined using Faraday's law of induction, which is presented as

$$
\begin{equation*}
\mathcal{E}=-\frac{d \Phi_{B}}{d t} \tag{2.18}
\end{equation*}
$$

where $\mathcal{E}$ is the induce electromotive force (EMF) and $\Phi_{B}$ is the magnetic flux.
For a tightly wound coil of wire moving in the perpendicular direction of a con-
stant magnetic field, the maximum open circuit voltage is simplified to

$$
\begin{equation*}
V_{o c}=N B l \frac{d z}{d t} \tag{2.19}
\end{equation*}
$$

where $N$ and $l$ are respectively the number of turns and the total length of the coil, $B$ is the strength of the constant magnetic field, and $z$ is the distance that the coil travels in the magnetic field.

Given equation (2.19), the output voltage of the electromagnetic generator is directly proportional to the number of turn of the coil, the strength of magnetic field and the relative velocity of the coil and the magnetic field. Hence, to increase further the output voltage, the transducer must be designed with a higher number of turns of the coil and a larger strength of the magnetic field.

To obtain a higher density of coil turns in a compact electromagnetic generator, a fine conductive wire is desirable. However, as shown in Table 2.4, the finer the wire, the greater its resistance per unit length. Typically, each type of copper wire is insulated by a different thin polymer film, which offers a different degree of operating temperature range, solderability, and solvent resistance. The choice of wire type used in the coil is, therefore, important and mostly depends on applications.

While increasing the density of coil turns is limited by the physical properties of wire and the generator size, increasing the strength of the magnetic field heavily depends on the permanent magnets used in the device. Table 2.5 presents a list of common materials which are widely used to fabricate MEMS-based permanent magnets. A useful figure of merit to compare magnetic materials is the maximum energy product, $B H_{\text {max }}$, calculated from a materials magnetic hysteresis loop. Another considered factor is the Curie temperature, which is the maximum operating temperature the material can withstand before being demagnetized. In addition, corrosion resistance is also another essential factor considered when selecting permanent magnet materials to reduce the risk of failure. The choice of the materials used, therefore,

Table 2.4. Properties of fine copper wire from American Wire Gauge standard.

| Copper diameter | Wire diameter <br> (including insulation) <br> $(\mu \mathrm{m})$ | Resistance |
| :--- | :--- | :--- |
| $(\mu \mathrm{m})$ | 10.612 .9 | 0.22 |
| 10 | 11.714 .1 | 0.18 |
| 11 | 13.216 .5 | 0.14 |
| 12.5 | 14.717 .8 | 0.11 |
| 14 | 16.519 | 0.09 |
| 15.8 | 18.521 .6 | 0.07 |
| 17.8 | 21.625 .4 | 0.056 |
| 20 | 24.127 .8 | 0.044 |
| 22 | 26.730 .5 | 0.035 |
| 25 | 29.733 | 0.028 |
| 28 | 32.838 .1 | 0.022 |
| 31.5 | 36.843 .2 | 0.017 |

depends on the applications. For miniaturization, $\mathrm{Nd}_{2} \mathrm{Fe}_{14} \mathrm{~B}$ is the most commonly used material in small-scale inertial electromagnetic generators due to their high performance of the magnetic field produced and broad operating temperature ranges. These magnets also have a high coercive force and therefore, the vibration of these miniature generator will not de-pole the magnets (Beeby et al. 2009).

Although macro-scale electromagnetic generators have been the primary source that produce electricity to power facility grid for years, the performance of the transduction mechanism at small scale is dramatically reduced as shown in Table 2.6. At small scale, the magnetic field generated by miniature permanent magnets is much weaker and the number of coil turns is much smaller. Consequently, the output voltage is extremely low, most likely less than 200 mV . This low output voltage presents a serious problem which complicates the rectification and conditioning processes. In order to rectify the voltage, transformers with conversion ratios in the order of 100 are necessary to bring up the range to a few volts. Such transformers are problematic to implement within a small volume device commonly needed in mobile and wearable applications. One way to overcome this is to reduce the proof mass of the
Table 2.5. Properties of some common materials to make permanent magnets used in MEMS applications presented in (Arnold \& Wang 2009).

| Material | Category | Bulk <br> nufacturing <br> method | Intrinsic <br> coercivity <br> $H_{c i}$ | Remanence <br> $B_{r}$ | Energy <br> product <br> $(\mathrm{kA} / \mathrm{m})$ | Curie <br> temp. <br> $(\mathrm{T})$ | Max. <br> rating <br> $\left(\mathrm{kJ} / \mathrm{m}^{3}\right)$ | $\left({ }^{\circ} \mathrm{C}\right)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Table 2.6. Comparison of recent small scale electromagnetic generators.

| Reference | Active <br> volume <br> $\left(\mathrm{cm}^{3}\right)$ | Acceleration | Frequency |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\left(\mathrm{m} / \mathrm{s}^{2}\right)$ | Power | Power <br> density |  |
| $(\mathrm{Hz})$ | $(\mu \mathrm{W})$ | $\left(\mu \mathrm{W} / \mathrm{cm}^{3}\right)$ |  |

electromagnetic microgenerators; however, the side effect is a severe reduction of the system potential, resulting in an even smaller output voltage and power.

### 2.2.3 Electrostatic power conversion

Electrostatic generation can be realized as a capacitive system which consists of two electrically conductive plates separated by a dielectric media. The relative motion between the two plates changes the capacitance of the system, resulting in electricity generation. An example of electrostatic generation is a planar capacitor with the capacitance defined as

$$
\begin{equation*}
C=\frac{\varepsilon_{0} \varepsilon A}{d}, \tag{2.20}
\end{equation*}
$$

where $\varepsilon_{0}$ is the permittivity of free space, $\varepsilon$ is the relative permittivity of the dielectric or also known as dielectric constant, $A$ and $d$ are the overlapping and distance


Figure 2.14. Two energy conversion cycles used in electret-free generation.
between two plates, respectively.
The capacitor is assumed to be initially charged to $Q_{0}$. The energy stored in the capacitor can, therefore, be expressed as

$$
\begin{equation*}
W_{0}=\frac{Q_{0}^{2}}{C} \tag{2.21}
\end{equation*}
$$

Under a mechanical vibration that reduces the overlapping area $A$ or the air gap $d$, the capacitance $C$ is, therefore, decreases. This combined with the relation in equation (2.21) leads to an increase of the energy stored in the capacitor, which can be extracted to charge a battery or a supercapacitor.

In general, electrostatic energy harvesters can be categorized into two types: electretfree and electret-based. The difference is the type of priming sources used to initiate the energy conversion process. Electret-free transducers require additional voltage or charge sources, while electret-based generators employ pre-charged electrets.

Electret-free transducers can generate electricity using the two energy conversion cycles in the charge-voltage plane shown in Figure 2.14. Path A-B-H-A depicts charge constrained conversion, while path A-G-H-A depicts voltage constrained conversion. The name of the path depicts which parameter is held constant during the conversion process while the other changes in response to a capacitance variation. The amount


Figure 2.15. Schematic cross section of a one-sided metalized electret consist of excess surface charges, injected space charges and aligned dipolar charges.
of energy harvested within a conversion cycle is the difference of energy stored in the transducer at the beginning and the end of the cycle, presented as

$$
\begin{equation*}
\Delta W=\frac{Q_{\text {end }} V_{\text {end }}-Q_{\text {start }} V_{\text {start }}}{2} \tag{2.22}
\end{equation*}
$$

The calculation is also equivalent to the bounded area of the path within the chargevoltage plane highlighted in Figure 2.14.

One major drawback of the electret-free generation is the need of external sources to hold voltage or charge to start a conversion process (Meninger et al. 2001, Yen \& Lang 2006). This leads to sophisticated synchronous switching circuits to take charges from the sources to initiate the conversion cycle and returned them back to the reservoir at the end of the cycle. Such interface circuits also increase losses during the conversion process. The reader is referred to (Meninger et al. 2001, Yen \& Lang 2006, Boisseau et al. 2012) for a more detailed design of the interface circuits used in electret-free approach.

Electret-based energy harvesting, on the other hand, can autonomously operate without the need of external voltage sources due to the presence of an electret - a dielectric material that has a quasi-permanent electric charge or dipole polarization. An electret can, therefore, be considered as the electrostatic equivalent of a permanent magnet.

Depending on the fabrication process, electret can be categorized into three types,
one may consist of real charges such as surface charge layer or space charges, one may be formed due to the effect of re-aligned dipole polarization, and the other may also be the combination of these. Figure 2.15 illustrates these types of charges which may occur in an electret. Given the ability to generate internal and external electric fields, an electret, when being implemented in vibration energy harvesting, induces charges in the two electrodes of a capacitive microgenerator. Under external mechanical vibrations, the capacitance of an electrostatic microgenerator changes, forcing the induced charges to travel back and forth, and therefore, generates an electric current which can be used to charge a battery or power microelectronic devices. A further detail of electret and electret-based microgenerators is presented in Chapter 3.

The principle of electrostatic vibration energy harvesters is to vary capacitance in order to generate electricity. According to equation (2.20), either dielectric constant $\varepsilon$, overlapping area $A$ or the distance between the two plates, $d$, can be varied. To change the equivalent relative permittivity of dielectric medium, there is a need to change the material properties during operation, which is impractical. One work-around solution is to employ a multiple dielectric structure, such as air and a non-conductive liquid presented in (Bu et al. 2013a). Under a mechanical vibration, the shape of the liquid contained in the encapsulated structure varies, resulting in a change of capacitance and hence, electric generation. One major limitation of this approach is the need to employ a non-conductive liquid, and consequently, increases the cost of packaging to prevent leakage. Also, the capacitance change ratio is relatively small (less than 30), leading to a small amount of energy harvested at the output. As a result, changing $\varepsilon$ is unfavorable. On the other hand, the methods of varying either overlapping area $A$ and dielectric distance $d$ are widely implemented in electrostaticbased energy harvesting due to the ease of high capacitance variation. However, these approaches also have two major limitations. First, the mechanical damping is much higher in these structures due to the use of mechanical springs to create the relative movement. Second, mechanical stoppers may be required in some cases to prevent
shorting the two plates which potentially leads to a failure of the whole system. Nevertheless, the most attraction of electrostatic-based transduction mechanism is the ease of the integration into microsystem using standard micro manufacturing processes such as MEMS. In addition, the mechanism can output adequate voltage from a few hundred millivolts to the tens of volts which can be easily rectified and conditioned.

Given these advantages, electrostatic-based transduction mechanism has been attracting much interest in the research community and has demonstrated the capability throughout several studies and prototypes. A summary of the studies in the literature is presented in Table 2.7.

### 2.2.4 Comparison of transduction mechanisms

The purpose of this comparison is to identify the most suitable power transduction mechanism to implement into our targeted applications for mobile and wearable devices. Here, the three essential requirements of these applications, including compact sizes, the abilities to harvest energy at low-frequency and low-acceleration excitations, are evaluated for three transducer mechanisms discussed in Subsections 2.2.1, 2.2.2 and 2.2.3. The performance of state-of-the-art prototypes listed in Tables 2.3, 2.6 and 2.6 with regard to these three factors are plotted in Figure 2.16. The strengths and weaknesses of each transduction mechanism are also summarized in Table 2.8.

Based on the results shown in Figure 2.16, piezoelectric microgenerators can produce high power density at low acceleration, but poorly perform at low-frequency excitations. A similar observation is also applied to electromagnetic transducers. Here, electrostatic generators can produce high output power at low-acceleration and low-frequency vibrations in small form packages. Electrostatic microgenerators with pre-charged electrets are not only able to autonomously scavenge ambient vibrations to produce high voltages at the output, but also compatible with standard microfa-
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Figure 2.16. Power generated from existing prototypes is a function of (a) device volume, (b) input acceleration and (c) frequency. These plots are based on the data presented in Tables 2.3, 2.6 and 2.7.
brication using MEMS processes. Given such advantages, electrostatics using precharged electret is the focused transduction mechanism investigated in this research. The next chapter will provide more details on electrets and the development and characterization of electret-based microgenerators.

### 2.3 Conclusions

The chapter discusses the advantages and disadvantages of some common system types and power transduction mechanisms when designing a vibratory microgenerator. Based on the considerations, non-resonant electrostatic transducers with pre-charged

Table 2.7. Comparison of recent small scale electrostatic generators.

Table 2.8. Comparison between common transduction mechanisms used in vibration energy harvesting.

|  | Piezoelectric | Electromagnetic | Electrostatic |
| :---: | :---: | :---: | :---: |
| Output voltage | High voltage (2-10 V) | Extremely low voltage (5-200 mV) | - Depend on the priming source for electret-free generators <br> - Adequate output voltage (0.5-10 <br> V) for electret-based generators |
| Output current | High output current | High output current | Low output current |
| Output impedance | Medium output impedance (100 $\mathrm{k} \Omega$ to $\mathrm{M} \Omega$ ) | Low output impedance (kת) | High output impedance ( $\mathrm{M} \Omega$ G $\Omega$ ) |
| Fabrication | - Micro-scale fabrication is not compatible with standard complementary metal oxide silicon (CMOS) processes <br> - Difficult in circuit integration | - Complicated fabrication at micro scales <br> - Difficult to integrate into microelectronics | - Compatible with MEMS fabrication <br> - Easy to integrate into microelectronics |
| Mechanical control | No mechanical stoppers required | No need for mechanical contacts between parts | - Might require mechanical stoppers to prevent shorting <br> - Complicated packaging due to micrometer gap control |
| Autonomous operation | Self-operate without external voltage sources | Self-operate without external voltage sources | Electret-free generators require external priming source |
| Loss | Self-discharge at low frequencies | Ohmic losses in coils | Parasitic capacitance losses |
| Cost | High due to piezoelectric materials | Low | Possibility to build low cost systems |

electrets are selected as the primary topic of this research. The next step is to investigate further the fabrication techniques to manufacture these structures and deep dive into their fundamental operating mechanisms in order to maximize the energy conversion efficiency.

## Chapter 3

## Electret-based energy harvesting

This chapter introduces electrets and the methods used to form the materials. The characteristic equation of electret-based microgenerators used in vibration energy harvesting is also derived and presented in this chapter. A simulation-based technique is then followed to numerically analyze the performance of the microgenerators. Finally, the formulation of analytical model for the microgenerators under constantspeed rotations is presented.

### 3.1 Electret

According to (Broadhurst et al. 1987, Chapter 1), an electret is a piece of a dielectric material exhibiting a quasi-permanent electrical charge. This effect means that the time constant characteristics for the decay of charge held by the material is much longer than the time period of any studies conducted on the materials.

In general, electret can be categorized into three different types depending on the formation of charges inside the materials. The first one is the excess of real charges such as the charges trapped on the top surface of a dielectric material or space charges injected into the material. The second type is the oriented polarization in which the molecules of the material is re-aligned under the effect of an electric field. The last one is the combination of the two types. These types of charges are illustrated in Figure 2.15.

Given such properties, electrets can generate internal and external electric fields if not being covered by electrodes. Thus, an electret has often been considered as an electrostatic analogue of a permanent magnet, although the electric properties are
due to either dipolar or monopolar charges, while magnetic properties are caused by only magnetic dipoles. As a result, when being implemented in energy harvesting, electret induces charges on electrodes. Under a mechanical vibration, the change of the system capacitance forces these charges to move back and forth, and hence, the generation of electricity.

### 3.1.1 Physical properties

Electrets are, in general, dielectrics, but not all dielectrics can become high-performance electrets. High-performance electrets are defined as the materials which can retain a high charge density for a long time (more than 5 years). Hence, it is essential to study the physical properties of electrets to select the right materials to form highperformance electrets. In general, conductivity, mobility and dipolar relaxation frequency are the three common properties used to determine a good electret.

The intrinsic conductivity of dielectric is a property which allows the transportation of an electric charge. Hence, it is mainly responsible for the decay of excess real charges within the material. In a simple case where the excess charges are located on the surfaces of an open-circuit sample with conductivity $g$ and relative permittivity $\varepsilon$, the time constant of the charge decay is given by

$$
\begin{equation*}
\tau_{1}=\frac{\varepsilon \varepsilon_{0}}{g} \tag{3.1}
\end{equation*}
$$

where $\varepsilon_{0}$ is the permittivity of free space.
A good electret can hold charges for a long period of time, and hence, the time constant $\tau_{1}$ is very large, corresponding to a very small conductivity $g$. Therefore, a lower conductive dielectric may potentially become a good electret. The other way around may not be true.

Another factor attributed to the decay of excess charges is carrier mobility, $\mu$, which characterizes how quickly a charge can move through the material under the


Figure 3.1. Illustration of dipole relaxation frequency or relaxation time in an electret.
effect of an electric field. For electrets, under the initial potential difference across a sample caused by excess charges, $V_{0}$, a charge located on the nonmetallized surface of a one-sided metalized sample with thickness $d$ spreads through the dielectric sample with a time transit presented as

$$
\begin{equation*}
\tau_{\lambda}=\frac{s^{2}}{\mu V_{0}} \tag{3.2}
\end{equation*}
$$

Again, for electrets, $\tau_{\lambda}$ is expected to be as small as possible to lengthen the lifespan of electrets. Hence, dielectrics with low mobility are preferable to make good electrets.

One important factor attributed to the decay of a uniform dipole alignment when the driving force or electric field is off is dipole relaxation frequency, $\omega$. In the time domain, this property is determined by a relaxation time $\tau_{2}=1 / \omega$, as shown in Figure 3.1. A good electret is, therefore, desired to exhibit a very long decay time, corresponding to a small $\omega$. Hence, the materials with low dipole relaxation frequencies are often preferred to fabricate high-performance electrets.

In summary, one can select appropriate materials with such properties in order to make high-performance electrets. Table 3.1 provides some of the state-of-the-art electret materials which can retain high charge density for a very long time, often more than 5 years. The readers are referred to (Sessler 1987) for further information about electrets.

Table 3.1. Properties of wellknown electret materials in the literature.

| Material | Conductivity <br> $(\mathrm{S} / \mathrm{cm})$ | Dielectric constant | Max. charge density <br> $\left(\mathrm{mC} / \mathrm{m}^{2}\right)$ |
| :--- | :---: | :---: | :---: |
| Teflon PTFE | $<10^{-181}$ | $2.1^{1}$ | - |
| Teflon FEP | $10^{-182}$ | $2.0^{2}$ | $0.5^{-1} 1^{3}$ |
| Teflon AF | - | $1.89-1.93^{4}$ | $0.5^{5}$ |
| CYTOP-M | $<10^{-176}$ | $2.0-2.1^{6}$ | $1.37^{7}$ |
| CYTOP-A |  | $2^{8}$ |  |
| Parylene-C | $10^{-179}$ | $3.15^{9}$ | $2.0^{10}$ |
| Parylene-HT | $5 \times 10^{-189}$ | $2.21^{9}$ | $3.69^{11}$ |
| $\mathrm{SiO}_{2} / \mathrm{Si}_{3} \mathrm{~N}_{4}$ | $10^{-16}$ | $3.9^{12}$ | $11.51^{13}$ |

### 3.1.2 Charging methods

The methods forming excess-charge electrets and dipolar electrets are quite different. Excess-charge electrets can mostly be achieved by injecting or depositing charge carriers using discharges or particle beams. In contrast, dipolar electrets are generally polarized by strong electric fields at properly selected temperatures. Both methods highly involve strong electric fields and therefore, the resultant electrets may exhibit both dipolar and excess charges. The state-of-the-art has seen many ways to form electrets using triboelectricity, penetrating radiation or photoelectrets. However, due to the ease of fabrication and the speed of forming electrets, thermal charging and isothermal charging are the two most common methods used in the literature of the electret formation ((Broadhurst et al. 1987, Section 2.2), (Suzuki 2011)).

[^0]The thermal forming method most likely results in both dipolar and excess charges. In general, to create dipolar alignment, a strong electric field is applied to a dielectric sample at an elevated temperature and subsequently, cool down while the field is still present. The elevated temperature is often selected above the glass transition point but well below the melting temperature of the sample material. Elevating temperature increases the mobility of molecules or molecular chains of the sample, and hence, under the effect of an electric field, those molecules or chains are easily aligned with respect to the direction of the applied field. If the dielectric sample is cooled in a sufficiently short time period compared to the time it is kept at the elevated temperature, the predominantly-aligned dipoles are frozen, resulting in a permanent polarization. The thermo-electret formation is, therefore, dependent on the effect of applied voltages and temperatures as follows: at voltages below the threshold for air gap breakdown (known as Paschen's curve for air gap at atmosphere pressure), the dominant effect forming an electret is the internal hetero-charge polarization. Higher applied voltages increase the occurrence of homo-charge deposition on the top surface of the dielectric material. Thus, the effect of higher voltages favors charge deposition over internal polarization, while an opposite effect is observed when increasing temperatures. In addition, the resulting charges also depend on the properties and dimensions of the materials used as well as the duration of the charging (Broadhurst et al. 1987).

The isothermal forming method is mostly dependent on the charge transfer or deposition due to the absence of a cooling or heating. The most widely used technique in isothermal-electret formation is corona-charging illustrated in Figure 3.2. The arrangement consists of a sharp needle electrode biased at a few kV against the dielectric sample and a wire mesh at a potential of at least a few hundreds of volts. The purpose of the grid electrode is to control the current to the sample to obtain a uniform distribution of deposited charges. Corona charging method is often carried out by applying negatively biased voltages on both needle and grid electrodes at at-


Figure 3.2. Schematic of a corona discharge to form electrets.
mospheric pressure. The electric field generated by the applied voltages ionizes the air gap and drives the induced negative carriers toward the dielectric sample. Due to their small energy, those ions are deposited in the surface layer without penetrating the material. Charge penetration mostly depends on charge polarity, charge density and the surface characteristics of the materials used. Sessler (1987) reported that negative charges do not or slightly penetrate on Teflon, while a substantial penetration is observed for positive charges. In addition, the resulting charges in PTFE is more stable using a negative charging than a positive one. As a result, a negatively biased voltage configuration is often found in corona discharge stations to form electrets.

A custom-made corona discharge station following the schematic shown in Figure 3.2 was setup in the University of Adelaide to make electrets to prototype electret-based microgenerator. The station consists of a base socket, three PTFE cylindrical insulators, a copper grid electrode and a brass needle electrode as shown in Figure 3.3. The gap distance between the needle and the grid electrodes are adjusted to be about 1 cm . A sample holder is placed 5 mm above the grid electrode and can hold a substrate with the dimension up to $3-b y-3 \mathrm{~cm}^{2}$. The detailed drawing of the corona discharge station is included in Appendix A.

Two high DC voltage supplies are employed to power the corona-discharge station. The needle electrode is connected to a custom-made voltage source which can provide up to 7.5 kV , while the gird electrode is powered by a Glassman PS/KL002R1.522 with a positive configuration. According to (Sessler 1987), negative voltage sup-


Figure 3.3. A custom-made setup of a corona discharge station: (a) a 3D model, and (b) real view of the corona discharge station used to make electrets.
plies are desirable, however, due to the limited resources, these two power supplies with positive polarity are utilized to form electrets. At the time of the writing of this thesis, two negative-voltage power supplies, LNC 10000-5 neg and LNC 1200-50 neg from Heinzinger, are ordered to replace the two positive-voltage supplies for future electret fabrication.

### 3.2 Electret-based microgenerators

The most challenge in designing small scale power transducers, and in particularly electret-based microgenerators, is to operate in a wide range of low-frequency excitations. The development of non-resonant electret-based microgenerators is, therefore, the key focus on power generation that satisfies such requirements. This section
presents the state-of-the-art non-resonant vibration electret-based microgenerators, including their normalized power density as a parameter to compare their effectiveness. As discusses in Subsection 2.1.1, the output power of a microgenerator is proportional to the square of the input acceleration, the normalized output power is often defined as power density per the square of input acceleration. However, most experiments published in the literature often reported the testing frequencies, while the tested vibration amplitudes are sometimes not specified. Hence, in this section, the normalized power is defined as the power density generated within a cycle of external vibrations. The final part of this section will outline the derivation of the governing equation and the simulation to numerically analyze the performance of electret-based microgenerators.

### 3.2.1 State of the art

Small scale electret-based generators had been well studied and developed even before the era of micro- and nano-technologies. Significant early research efforts on electret-based generators were undertaken by Jefimenko \& Walker (1978) and Tada (1986). Early small-scale generators used positively and negatively charged electrets embedded into a slot structure illustrated in Figure 3.4a. The downside of this configuration is the potential neutralization of the two oppositely charged electrets placed next together, leading to a reduction of power generated. To overcome this weakness, (Tada 1992) patterned only negatively charge electrets on the counter electrode in an unpackaged cross-wafer configuration shown in Figure 3.4b. Analytical models of these devices were also developed to provide an understanding of the operation mechanism of these small-scale generators as well as the optimization for a higher power conversion efficiency (Tada 1992). In spite of low practicabilities due to using non-standard fabrication and undesirable sizes, these proof-of-concept transducers demonstrated the potential of using electrets for micro power generation as well as


Figure 3.4. Illustrations of early electret-based generators (a) two oppositely polarized electrets (b) single negatively charged electret.
initiated a new trend in energy harvesting.
The trend in micro power generation using electret was really taken placed in the early 2000s when microfabrication processes started to be established and especially, the booming of electronic products such as cell phones, laptops, and many more portable devices. One of the very first devices developed during this period using microfabrication techniques is a rotational structure proposed by Boland et al. (2003). The device is constructed in a similar configuration as the one presented in (Tada 1992), except the non-electret part of the counter electrode is also etched to maximize the capacitance change to obtain a higher power conversion. Subsequently, several implementations using various microfabrication techniques are carried out to prototype many microgenerators that can harvest energy at low-frequency vibrations to power mobile and wearable devices.

One of the non-resonant microgenerators which can scavenge a very low-frequency vibration for power generation can be realized as a linear bearing based design proposed by Naruse et al. (2009). The device consists of two parallel plates suspended using a pair of linear micro ball bearings. Owing to this spring-less configuration, one of the two plates can easily move back and forth even under an excitation less than 10 Hz . As reported, the $0.3 \mathrm{~cm}^{3}$ prototype illustrated in Figure 3.5a can produce $40 \mu \mathrm{~W}$ at a 2 Hz vibration, which equals to $66.67 \mu \mathrm{~J} / \mathrm{cm}^{3}$.cycle. Using the same prin-


Figure 3.5. Some non-resonant electrostatic energy harvesters in the literature using: (a) linear microball bearing (Naruse et al. 2009), (b) miniatured ball bearing (Nakano et al. 2015), (c) freestanding plate (Bu et al. 2013b), (d) encapsulated conductive liquid (Boland et al. 2005), (e) conductive droplet and (f) water sloshing phenomenon of non-conductive liquid (Bu et al. 2013a).
ciple of changing overlapping area, Nakano et al. (2015) employed a miniature ball bearing in order to construct a pendulum-like prototype illustrated in Figure 3.5b. The $0.03 \mathrm{~cm}^{3}$ device is reported to generate $3.6 \mu \mathrm{~W}$ at 1 Hz , which corresponds to 120 $\mu \mathrm{J} / \mathrm{cm}^{3}$.cycle. In another study, Bu et al. (2013b) adopted the vertical gap changing
method as shown in Figure 3.5c to harvest energy at low frequency. When being excited, the freestanding plate can freely move up and down, resulting in a change of the device capacitance and therefore, generate differential voltages at the output. Based on the experiment results conducted at 5 Hz , the $0.036 \mathrm{~cm}^{3}$ prototype can produce up to $0.41 \mu \mathrm{~W}$ in total, which is equivalent to $2.28 \mu \mathrm{~J} / \mathrm{cm}^{3}$.cycle.

A major drawback of these microgenerators is the heavy dependency on mechanical movement of rigid bodies, which has a higher damping, resulting in a higher energy loss. In addition, these structures might have potential problems related to the reliability in long term operations. As a result, non-rigid body or fluid is proposed as an excellent alternative solution. Boland et al. (2005) is one of the very early researchers that employed conductive liquid encapsulated between two plates of a micro-machined prototype shown in Figure 3.5d to scavenge energy. Although the prototype was tested at a 60 Hz , which is quite high for the considered applications, the constructed device is possible to work at low frequency. In a similar study, Yang et al. (2014) used ionic liquid sliding on a planar interdigital electrode illustrated in Figure 3.5e and conducted experiments to investigate the performance of the generator. Unfortunately, the testing methods did not include the common sinusoidal translational excitations, and consequently, no normalized power density can be calculated. Recently, Bu et al. (2013a) took a different approach when using a non-conductive liquid to vary the dielectric media between the two plates of their capacitive microgenerator. The result of the experiment at 10 Hz showed that the 0.6 $\mathrm{cm}^{3}$ prototype can generate $0.18 \mu \mathrm{~W}$, which equals to $0.03 \mu \mathrm{~J} / \mathrm{cm}^{3}$.cycle.

Given the advantages of liquid-based microgenerators, a microgenerator prototype was proposed. The prototype was employed the sloshing phenomenon of a conductive liquid for power generation. The structure of the microgenerator is similar to the one presented in (Choi et al. 2011), except electret was embedded into the structure. Due to the limited resources available, a quite thick electret was fabricated, resulting in a reduction of output voltage. Preliminary test results showed that
a $1-\mathrm{cm}^{3}$ device can generate 1.6 V peak-to-peak open circuit voltage as shown in Figure B.8. The details of the design, simulation, fabrication and preliminary testing of this device are included in Appendix B.

Given the performance of the state-of-the-art devices, it has been demonstrated that non-resonant electret-based microgenerators are able to harvest energy at lowfrequency vibrations to power microelectronics. In order to understand further the capability of electret-based microgenerators, the derivation of the governing equation which characterizes the electrodynamics of electret-based microgenerators is presented in the next subsection.

### 3.2.2 Governing equation of electret-based microgenerator

This section presents the formulation of a governing equation which describes the dynamic behavior of electret-based microgenerators. The section also includes a description of the simulation presented in (Boisseau et al. 2010), which employs finite element modeling and numerical methods to analyze the performance of electretbased microgenerators.

For simplification, we assume that the excess of the negative free charge $-\sigma$ on the surface of the electret film induces a 1-dimensional electric field notated as $\vec{E}_{d}$ and $\vec{E}_{g}$ shown in Figure 3.6. Applying Kirchoff's law of voltage to the loop starting from the based electrode to the load resistor $R_{L}$, the counter electrode, the electret


Figure 3.6. Schematic of electret-based microgenerators.
and then the air gap gives the following relation

$$
\begin{equation*}
V_{R_{L}}+E_{d} d-E_{g} g=0 \tag{3.3}
\end{equation*}
$$

Each of the parameters $V_{R_{L}}, E_{d}$ and $E_{g}$ are then correlated to the induced charge $Q(t)$ to obtain an equation describe the electrodynamic characteristics of the microgenerator. First, $V_{R_{L}}$ can be calculated using Ohm's law and expressed as

$$
\begin{equation*}
V_{R_{L}}=-R_{L} \frac{d Q(t)}{d t} \tag{3.4}
\end{equation*}
$$

Second, the expressions of the resulting electric fields $E_{d}$ and $E_{g}$ can be determined by applying Gauss' law in the volumes that respectively include the electret and the counter electrode, and the electret and air gap, presented as

$$
\begin{align*}
& E_{d}=\frac{-\sigma}{\varepsilon \varepsilon_{0}}-\frac{Q(t)}{\varepsilon \varepsilon_{0} A}  \tag{3.5}\\
& E_{g}=\frac{Q(t)}{\varepsilon_{0} A} . \tag{3.6}
\end{align*}
$$

Finally, equations (3.4), (3.5) and (3.6) are then substituted into equation (3.3) to derive a governing equation of the microgenerator as

$$
\begin{equation*}
R_{L} \frac{d Q(t)}{d t}+\frac{d+\varepsilon g}{\varepsilon \varepsilon_{0} A} Q(t)+\frac{\sigma d}{\varepsilon \varepsilon_{0}}=0 \tag{3.7}
\end{equation*}
$$

The differential equation can also be rewritten in a compact form expressed as

$$
\begin{equation*}
\frac{d Q(t)}{d t}=-\left[\frac{Q(t)}{R_{L} C(t)}+\frac{V_{0}}{R_{L}}\right] \tag{3.8}
\end{equation*}
$$

where $C(t)$ is the instantaneous capacitance of the microgenerator and $V_{0}$ is the sur-


Figure 3.7. An electret-based microgenerator is generally equivalent to a variable capacitor in series with a constant voltage source. The effect of parasitic capacitances induced by external harvesting circuits and the fringe capacitance of the microgenerator itself is lumped into $C_{p a r}$ connected in parallel with the microgenerator to refine the theoretical model.
face potential of the electret. Both $C(t)$ and $V_{0}$ are respectively defined as

$$
C(t)=\frac{\varepsilon \varepsilon_{0} A}{d+\varepsilon g}, \quad V_{0}=\frac{\sigma d}{\varepsilon \varepsilon_{0}} .
$$

Equation (3.8) is very similar to the governing equation of an $R C$ circuit with a constant voltage source $V_{0}$ connected in series. Given this observation, (Boisseau et al. 2010) used a variable capacitance $C(t)$ connected in series with a constant voltage source $V_{0}$ as shown in Figure 3.7 to model the microgenerator.

To refine further the electrodynamic characteristics of the microgenerator taking the effect of parasitic capacitances induced by harvesting circuitry and the fringe capacitance of the microgenerator itself, Boisseau et al. (2012) proposed to include a lumped capacitor $C_{\text {par }}$ in parallel with the microgenrator as shown in Figure 3.7. The governing equation of the microgenerator, in this case, is changed to

$$
\begin{equation*}
\frac{d Q(t)}{d t}=-\frac{1}{1+\frac{C_{\mathrm{par}}}{C(t)}}\left[\left(\frac{1}{R_{L} C(t)}-\frac{C_{\mathrm{par}}}{C(t)^{2}} \frac{d C(t)}{d t}\right) Q(t)+\frac{V_{0}}{R}\right] . \tag{3.9}
\end{equation*}
$$

Due to the additional capacitor $C_{\text {par }}$, the calculation of the voltage generated across the external load, $R_{L}$, is changed and expressed as

$$
\begin{equation*}
V(t)=V_{0}+\frac{Q(t)}{C(t)} . \tag{3.10}
\end{equation*}
$$

Here, the dielectric $\varepsilon$, the air gap $g$ and the instantaneous overlapping area $A$ are purposely left undefined to give the freedom to describe different types of excitations. As mentioned in Subsection 2.2.3, varying $\varepsilon$ leads to a small capacitance variation, while changing $g$ requires additional mechanical stoppers to prevent shorting. Hence, the overlapping area, $A$, is the favorable parameter which is varied to generate electricity. The trade-off when varying $A$ is the occurrence of singularity in equation (3.8) when there is no overlap between the two plates of the microgenerator, and consequently, complicates the analysis. As a result, simulation-based approaches using finite element modeling and numerical methods presented in Subsection 3.2.3 are often used to analyze the performance of the microgenerator.

### 3.2.3 Simulation using FEM and numerical methods

This section presents a FEM computation of capacitance and numerical methods to solve equation (3.8) for the induced charge $Q(t)$. The variable parameter illustrated in this section is the instantaneous overlapping area $A(t)$. Similar approaches can be used in the cases of varying air gap $g$ or relative permittivity $\varepsilon$.

The simulation is carried out as follows: The geometry of the microgenerator at each displacement instance is generated in a FEM solver to compute capacitances. These capacitances are then substituted into equation (3.11) to numerically solve for the induced charge $Q_{\text {FEM }}(t)$. Subsequently, the output voltage and power generated from the microgenerator are numerically calculated.

$$
\begin{equation*}
\frac{d Q_{\mathrm{FEM}}(t)}{d t}=-\left[\frac{Q_{\mathrm{FEM}}(t)}{R_{L} C_{\mathrm{FEM}}}+\frac{V_{0}}{R_{L}}\right] \tag{3.11}
\end{equation*}
$$

The procedure starts with computing the FEM capacitance of the microgenerator, $C_{\text {FEM }}$, using a finite element solver, and in this case is ANSYS Maxwell. Depending on the structure of the microgenerator, a 2D or 3D geometry is generated. For simplicity, the demonstration here uses a 2D structure with its unit cell illustrated in


Figure 3.8. Details of a 2D FEM model to compute the capacitance of a microgenerator under a translational vibration: (a) definition of a unit celll, (b) materials used in the FEM simulation and (c) boundary condition setup.

Figure 3.8a. The materials and boundary conditions used in the FEM model are presented in Figure 3.8b and Figure 3.8c. The electrode and counter electrode, illustrated in Figure 3.6, are considered in the FEM as parts of the boundary conditions shown in Figure 3.8c. The FEM is carried out by setting a voltage $V_{\text {ref }}$ on one of the electrodes while grounding the other electrode. The counter electrodes are then moved in steps along the horizontal axis in the case of translation vibrations or rotated around $z$-axis in case of rotational excitations. At each step, the FEM capacitance of the unit cell is combined with the number of poles to calculate the FEM capacitance of the whole microgenerator.

The results of $C_{\text {FEM }}$ plotted in Figure 3.9 resemble a cosine function of the corresponding displacement, which is in a good agreement with (Boisseau et al. 2010). Therefore, under a translation excitation $x=X \sin \omega t, C_{\text {FEM }}$ of a microgenerator with electrode width $W$ can be approximated as

$$
\begin{equation*}
C_{\mathrm{FEM}}(x)=\frac{C_{\max }+C_{\min }}{2}-\frac{C_{\max }-C_{\min }}{2} \cos \left(\frac{\pi x}{W}\right) \tag{3.12}
\end{equation*}
$$

where $C_{\max }$ and $C_{\min }$ are the maximum and minimum capacitances calculated using


Figure 3.9. FEM capacitance results of (a) capacitance of the microgenerator in (Bartsch et al. 2009) under a constant speed rotation, and (b) the microgenerator in (Tsutsumino, Suzuki, Kasagi, Kashiwagi \& Morizawa 2006) under a translational excitation resemble sinusoidal functions.

FEM, respectively, and depend on the geometry of the microgenerator.
Similarly, under a constant speed rotational excitation at frequency $f, C_{\text {FEM }}$ can be approximated to

$$
\begin{equation*}
C_{\mathrm{FEM}}(x)=\frac{C_{\max }+C_{\min }}{2}-\frac{C_{\max }-C_{\min }}{2} \cos (n \theta) \tag{3.13}
\end{equation*}
$$

where $n$ is the number of pair of poles and $\theta=2 \pi f t$ is the angular displacement.
It is important to note that the $180^{\circ}$ out of phase between the formulas given in (3.12) or (3.13) and the expression presented in (Boisseau et al. 2010, equation (6)) is due to the difference of the initial overlapping area. Here, we define zero overlap at $x=0$ or $\theta=0$, while in (Boisseau et al. 2010), the theoretical overlapping area at $x=0$ or $\theta=0$ is 100 percent. This difference is purposely designed to ensure the consistency between the FEM based simulation and the assumption made in the analyses presented in Subsection 3.3 and Chapters 4 and 5 when formulating analytical models for the microgenerators.

Subsequently, numerical algorithms implemented into a numerical solver, such as Matlab, are used to solve equation (3.11) to calculate the output voltage and time
average power of the microgenerator. The algorithm flow is as the following. First, the input vibration is set as $x=X \sin \omega t$ for translational vibrations or $\theta=2 \pi f t$ for constant speed rotations. Second, the expression of FEM capacitance obtained in (3.12) or (3.13) is inserted into the differential equation (3.11). The equation is then solved in the time domain for the induced charge $Q(t)$ using a numerical solver. A sub-algorithm is defined to determine when the system reaches steady state. The obtained charge $Q_{\mathrm{FEM}}(t)$ is then used to calculate the output voltage using the following formula

$$
\begin{equation*}
V_{\mathrm{FEM}}\left(t_{n}\right)=-R_{L} \frac{Q_{\mathrm{FEM}}\left(t_{n}\right)-Q_{\mathrm{FEM}}\left(t_{n-1}\right)}{t_{n}-t_{n-1}} \tag{3.14}
\end{equation*}
$$

The result of $V_{\mathrm{FEM}}(t)$ is then employed to compute the root mean squared (RMS) voltage $V_{\text {RMS }}$. Finally, the time average power dissipated in the external load $R_{L}$ is calculated using the formula

$$
\begin{equation*}
P_{\mathrm{FEM}}=\frac{V_{\mathrm{RMS}}^{2}}{R_{L}} \tag{3.15}
\end{equation*}
$$

The procedure is repeated for various values of the external load $R_{L}$.
For a general case where the effect of parasitic capacitances induced by external harvesting circuits is included, equation (3.11) is replaced by the corresponding form of equation (3.9). In addition, the calculation of the output voltage is also changed to

$$
\begin{equation*}
V_{\mathrm{FEM}}\left(t_{n}\right)=V_{0}+\frac{Q_{\mathrm{FEM}}\left(t_{n}\right)}{\mathrm{C}_{\mathrm{FEM}}\left(t_{n}\right)} \tag{3.16}
\end{equation*}
$$

while the rest of the procedure is unchanged.
One popular application of this simulation is to numerically analyze and predict the performance of electret-based microgenerators. In addition, the method is also used in the validation of several analytical models formulated for the electret-based microgenerators in Sections 4.3 and 5.3. In this chapter, the simulation approach is demonstrated in Section 3.3 to validate an analytical model under a constant-speed
rotation - the simplest form of external excitations.

### 3.3 Analytical model under constant speed motions

Although the simulation presented in Subsection 3.2.3 provides a convenient way to analyze the performance of electret-based microgenerators, the method lacks insights and useful approximations to understand the operation mechanism of the microgenerators and the design trade-off involved. This section, therefore, presents a formulation of an analytical model for the microgenerators under the simplest type of excitation which is constant-speed rotational.

### 3.3.1 Theoretical model

For a rotational motion with constant frequency $f$, the overlapping area of a $n$-pair pole microgenerator is defined as

$$
A(t)= \begin{cases}2 A_{0} \frac{t}{T} & \text { for } \quad 0 \leq t<\frac{T}{2}  \tag{3.17}\\ 2 A_{0}\left(1-\frac{t}{T}\right) & \text { for } \quad \frac{T}{2} \leq t<T\end{cases}
$$

where $T=1 /(n f)$ is the cycle of the rotation. Hence, in the time domain, the overlapping area $A(t)$ is a triangular function.

Owing to the symmetry of the microgenerator structure and the periodic nature of the excitation, only a first half cycle is analyzed. The behavior in the second half cycle can be found by reversing the sign of solution in the first half cycle. Given these assumptions, the equation describe the electrodynamic characteristics of the microgenerator given in (3.8) can be rewritten as

$$
\begin{equation*}
\frac{d Q(t)}{d t}=-\left[\frac{Q(t)}{\frac{2 R_{L} C_{0} t}{T}}+\frac{V_{0}}{R_{L}}\right] . \tag{3.18}
\end{equation*}
$$

The solution of equation (3.18) can easily be obtained using integrating factor
method and presented as

$$
\begin{equation*}
Q(t)=c_{1} t^{-\frac{T}{2 R_{L} C_{0}}}-\frac{2 C_{0} V_{0} t}{2 R_{L} C_{0}+T}, \tag{3.19}
\end{equation*}
$$

where $c_{1}$ is an arbitrary constant. The "arbitrary" in this context means time-invariant.

At time $t=0$, there is no overlap between the two plates of the microgenerator, the induced charge $Q(0)=0$, and therefore $c_{1}=0$. We can also employ Ohm's law presented in (3.4) to calculate the theoretical output voltage of the microgenerator as

$$
\begin{equation*}
V_{R_{L}}=-R_{L} \frac{d Q(t)}{d t}=\frac{1}{1+\frac{T}{2 R_{L} C_{0}}} V_{0} . \tag{3.20}
\end{equation*}
$$

Here, it is more convenient to use linear circuit elements, such as resistors, capacitors or inductors, to model the microgenerator using the derived results in (3.20). The modeling approach, in this case, is analogous to Thevenin's theorem, which defines a correlation between the open circuit voltage and short circuit current. The open circuit voltage can be determined when the external load resistor, $R_{L}$, approaches infinity, while the short circuit current is calculated by setting zero load resistance at the output as given in (3.21) and (3.22), respectively.

$$
\begin{align*}
V_{\mathrm{oc}} & =\lim _{R_{L} \rightarrow \infty} V_{R_{L}}=V_{0}  \tag{3.21}\\
I_{\mathrm{sc}} & =\lim _{R_{L} \rightarrow 0} \frac{V_{R_{L}}}{R_{L}}=\frac{2 C_{0}}{T} V_{0} . \tag{3.22}
\end{align*}
$$

The results in (3.21) and (3.22) shows a direct time-invariant relation between the open circuit voltage, $V_{\mathrm{oc}}$, and the short circuit current, $I_{\mathrm{sc}}$, which is indeed a characteristic of a resistor. Therefore, the microgenerator can be modeled as a constant voltage source $V_{\text {oc }}$ in series with an internal resistance $R_{i}$ defined as

$$
\begin{equation*}
R_{i}=\frac{V_{\mathrm{oc}}}{I_{\mathrm{sc}}}=\frac{T}{2 C_{0}}=\frac{R_{0}}{2 n}, \tag{3.23}
\end{equation*}
$$



Figure 3.10. Under a rotational excitation, a microgenerator is equivalent to a squared-signal voltage source in series with a constant internal resistance. Parasitic capacitances induced by external harvesting circuitry and the generator itself are lumped into $C_{p}$ to refine the model for a more accurate prediction of output voltage and power.
where $R_{0}$ is defined as

$$
\begin{equation*}
R_{0}=\frac{1}{f C_{0}} . \tag{3.24}
\end{equation*}
$$

Remark. $R_{0}$ is directly analogous to the equivalent resistance of a switched capacitor $C_{0}$ at a switching frequency $f$ as presented in (Franco 2002). Hence, a switched capacitor circuit can be used as an analogy to illustrate the operating mechanism of capacitive microgenerators.

Although the theoretical model, particularly the equivalent circuit shown in Figure 3.10, is convenient to be used in the design and performance optimization of electret-based microgenerators, this model does not take into account the unavoidable parasitic capacitances which are the main error attribution in the predictions of the output voltage and power. The next subsection refines the model by taking stray capacitances into account and formulating a complete analytical model for a more accurate prediction.

### 3.3.2 Effect of parasitic capacitance

To practically model the microgenerator, Bartsch et al. (2009) proposed to lump parasitic capacitances to model the capacitive losses as a single stray capacitor $C_{p}$ connected in parallel with the external load $R_{L}$ as shown in Figure 3.10. The electrodynamics of the equivalent circuit in Figure 3.10, including $C_{p}$, can be described by the differential equation for the current flowing through $C_{p}$ in term of the charge $q_{c_{p}}(t)$
stored in $C_{p}$ and presented as

$$
\begin{equation*}
\frac{d q_{c_{p}}(t)}{d t}=-\frac{q_{c_{p}}(t)}{R_{p} C_{p}}+\frac{V_{0}}{R_{i}} \tag{3.25}
\end{equation*}
$$

where $R_{p}=R_{i} \| R_{L}$.
It is also worthy to note that $q_{c_{\mathrm{p}}}(t)$ is the charged induced in the lumped parasitic capacitance $C_{p}$, while $Q(t)$ presented in equation (3.8) is the charge generated on the electrodes of the microgenerator.

The boundary condition of equation (3.25) is the continuity of the charge induced in $C_{p}$, which requires the charge induced at the beginning equal to the one at the end of the output cycle, expressed as

$$
\begin{equation*}
q_{c_{p}}(0)=-q_{c_{p}}\left(\frac{T}{2}\right) \tag{3.26}
\end{equation*}
$$

The output voltage across the external load, $R_{L}$, can be calculated as

$$
\begin{equation*}
V_{R_{L}}(t)=\frac{q_{c_{p}}(t)}{C_{p}}=[1-\underbrace{\frac{2 \exp \left(-\frac{t}{R_{p} C_{p}}\right)}{1+\exp \left(-\frac{T}{2 R_{p} C_{p}}\right)}}_{\text {effect of parasitic capacitances }}] \frac{R_{p} V_{0}}{R_{i}} \tag{3.27}
\end{equation*}
$$

The effective power of the microgenerator can be calculated as the time average power within the first half cycle of the rotational excitation and presented as

$$
\begin{align*}
P_{\mathrm{avg}} & =\frac{2}{T} \int_{0}^{\frac{T}{2}} \frac{V_{R_{L}}^{2}(t)}{R_{L}} d t \\
& =[1-\underbrace{\frac{4 R_{p} C_{p}}{T} \tanh \left(\frac{T}{4 R_{p} C_{p}}\right)}_{\text {effect of parasitic capacitances }}]\left(\frac{R_{p}}{R_{i}}\right)^{2} \frac{V_{0}^{2}}{R_{L}} \tag{3.28}
\end{align*}
$$

The exponential and hyperbolic functions in (3.27) and (3.28) represents the effect of the lumped parasitic capacitance $C_{p}$. If $C_{p}$ is neglected, the responses given in

Table 3.2. The parameters of the device published in (Bartsch et al. 2009).

| Parameter | Description | Value |
| :---: | :--- | :--- |
| $\varepsilon$ | Dielectric constant of CYTOP | 2.1 |
| $\sigma$ | Charge density $\left(\mathrm{mC} / \mathrm{m}^{2}\right)$ | 0.93 |
| $A_{0}$ | Maximum overlapping area $\left(\mathrm{cm}^{2}\right)$ | 0.37 |
| $d$ | CYTOP film thickness $(\mu \mathrm{m})$ | 9.5 |
| $g$ | Air gap spacing $(\mu \mathrm{m})$ | 155 |
| $n$ | Number of poles | 2 |
| $f$ | Rotational frequency $(\mathrm{Hz})$ | 20 |

(3.27) and (3.28) will resemble the voltage divider model presented in Subsection 3.3.1.

### 3.3.3 Comparison between theory, simulation and experiment

The device used in this comparison is the prototype published in (Bartsch et al. 2009). The microgenerator consists of a two 2-pole parallel plates with the maximum overlapping area $A_{0}=0.37 \mathrm{~cm}^{2}$. A $9.5 \mu \mathrm{~m}$ thick CYTOP material with dielectric constant $\varepsilon=2.1$ is negatively corona-charged to form an electret with a charge density $\sigma=-0.93 \mathrm{mC} / \mathrm{m}^{2}$. The two plates are separated by an air gap $g=155 \mu \mathrm{~m}$. The experiment is then carried out by rotating one plate at a constant frequency $f=20$ Hz. Table 3.2 summarizes the set of the parameters used in the experiment.

A finite element modeling and numerical methods are also conducted to simulate the performance of the microgenerator. The FEM capacitance of the microgenerator geometry is obtained and shown in Figure 3.9a. The maximum and minimum FEM capacitances are 0.14 pF and 2.18 pF , respectively. In this case, the parasitic capacitance induced by the microgenerator itself is very small. As reported in (Bartsch et al. 2009), an intrinsic capacitance is measured across the microgenerator and reported to be 15 pF . Hence, in the numerical simulation, this amount of stray capacitance is added to $C_{\mathrm{par}}$.

The time average powers calculated using the analytical model presented in Section


Figure 3.11. The output power of the analytical model is in good agreement with the simulated results and experimental data at various values of parasitic capacitances (a) 15 pF (b) 37 pF and (c) 97 pF .
3.3, the simulation and the experimental data extracted from (Bartsch et al. 2009) are plotted in Figure 3.11. The results show a good match between the calculated and the experimental performances of the microgenerator. The difference of the numerical simulation from the analytical model and experimental data is due to the approximation of FEM capacitances made in Subsection 3.2.3. Nevertheless, both the analytical model and numerical simulation can provide accurate prediction and hence, can be employed further to design and optimize the performance of the electret-based microgenerator.

The output voltage of the microgenerator is also essential in this validation. Figure 3.12 shows a good agreement between the analytical mode, numerical simula-


Figure 3.12. The output voltage generated from the microgenerator shows a good match between the analytical model, simulated results and experimental data at different values of load resistors (a) $50 \mathrm{M} \Omega$ and (b) $200 \mathrm{M} \Omega$. Parasisitic capacitance used in the analytical model and simulation is 69 pF .
tion and experimental data at two different loads, 50 and $200 \mathrm{M} \Omega$, using the same lumped parasitic capacitance $C_{p}=69 \mathrm{pF}$ as in the experiment. One notable discrepancy is the degradation of the sharp peaks of the analytical model comparing with the rounded peaks of the numerical simulation and experimental data. This disagreement is due to the non-differentiation of the theoretical overlapping area at $t=\lambda T / 2$, where $\lambda$ is an integer, due to the definition of a triangle function presented in (3.17), while the numerical simulation with the approximation of $C_{\text {FEM }}$ as a sinusoidal function is differentiable everywhere.

In summary, the developed analytical model provides good predictions compared to experimental data and simulated results. The simplicity of the model also provides insights into the microgenerator operating mechanism, making the model widely adopted as a general guidance in several studies and designs of electret-based microgenerators.

### 3.4 Conclusions

Based on the discussion presented in this chapter, high-performance electrets can be fabricated by selecting appropriate materials and forming methods. The state-of-the-art has shown that electrets, when being implemented into microgenerators, can efficiently harvest energy and produce an adequate amount of energy to power microelectronics. To understand the principle of operation for further analyses and optimizations, the electrodynamics of electret-based microgenerators that correlates the relative motion of the electrodes to the induced charges is derived. The performance of these small-scale devices can, therefore, be examined numerically by employing a simulation which uses FEM combined with numerical methods. However, the simulation-based approach requires an extensive FEM and numerical computation. More importantly, the numeric results at the output of these numerical solvers lack a fundamental understanding. As a result, an analytical modeling is more favorable. The last part of the chapter, therefore, presents an example of an analytical model formulation for a microgenerator under a constant-speed rotation which is the simplest form of external vibrations. More complicated types of excitations will be investigated and formulated in Chapters 4 and 5.

## Chapter 4

## Microgenerator modeling and optimization: small sinusoidal excitations

The analytical model presented in Section 3.3 has been employed in designing and optimizing the performance of several electret-based microgenerators to power microelectronic devices (Tsutsumino, Suzuki, Kasagi \& Sakane 2006, Naruse et al. 2009, Masaki et al. 2011, Chen \& Suzuki 2013, Nakano et al. 2015). However, the analytical model is applicable for constant-speed rotations only, while in practice, mechanical stimuli resemble sinusoidal vibrations. Consequently, a combination of finite element modeling and numerical methods presented in Subsection 3.2.3 has been the primary approach to analyze and optimize the performance of electret-based microgenerators. Both approaches are time-consuming, costly and more importantly, limit the understanding of design trade-offs involved.

In this chapter, a practical analytical model that accurately predicts the output voltage and effective power generated by electret-based microgenerators under small sinusoidal excitations is formulated. The proposed model is validated using numerical simulations that show a good agreement with measured results published in the literature. In addition, the effects of electret thickness, air gap spacing between the two plates of the microgenerator, and electret surface potential with respect to material properties are investigated using the proposed model to optimize the performance of the electret-based microgenerator.

The content of this chapter was reviewed and accepted for publication in the Journal of Microsystem Technologies.

### 4.1 Theoretical model

The governing equation of the microgenerators derived in Subsection 3.2.2 is repeated here for convenience

$$
\begin{equation*}
\frac{d Q(t)}{d t}=-\left[\frac{Q(t)}{R_{L} C_{0}} \frac{A_{0}}{A(t)}+\frac{V_{0}}{R_{L}}\right] \tag{3.8}
\end{equation*}
$$

The induced charge $Q(t)$ in equation (3.8) relies on the instantaneous overlapping area $A(t)$, which depends on the type of the excitation. For a constant-speed rotation, within a half of a cycle, $A(t)$ is a linear function of time as defined in (3.17). Equation (3.8) can, therefore, be solved easily for a closed-form solution, while the situation is different for a sinusoidal function. Under a small sinusoidal excitation $x=X \sin \omega t$, where the amplitude $X$ is smaller than the electrode width, $W$, the overlapping area is defined as

$$
\begin{equation*}
A(t)=k A_{0}|\sin \omega t| \quad \text { where } k=\frac{X}{W} \leq 1 \tag{4.1}
\end{equation*}
$$

The harmonic non-linear term associated with the overlapping $A(t)$ complicates the integration of the equation (3.8) and consequently, places a roadblock that prevents obtaining an analytical solution of the induced charge $Q(t)$. To overcome this difficulty, an approximation of the sinusoidal function in (4.1) using a parabolic function is utilised and can be expressed as

$$
\begin{equation*}
A(t) \approx k A_{0} \frac{4 \omega t}{\pi}\left(1-\frac{\omega t}{\pi}\right) \tag{4.2}
\end{equation*}
$$

The dimensionless comparison between the two functions plotted in Figure 4.1 shows that the parabolic function can accurately approximate the sinusoidal variation of the overlapping area. In addition to simplify the analysis, the symmetry of the structure and the periodic nature of the excitation are utilized, so that, only the first half cycle of the vibration is investigated. Within this period, equation (3.8) is


Figure 4.1. The sinusoidal variation of overlapping area can be well approximated by a parabolic function.
rewritten as

$$
\begin{equation*}
\frac{d Q(t)}{d t}=-\left[\frac{Q(t)}{4 k R_{L} C_{0} \frac{\omega t}{\pi}\left(1-\frac{\omega t}{\pi}\right)}+\frac{V_{0}}{R_{L}}\right] \tag{4.3}
\end{equation*}
$$

We employ the integrating factor method to solve equation (4.3). Let $M(t)$ be a function such that

$$
\begin{equation*}
M(t)=\int_{\frac{\pi}{2 \omega}}^{t} \frac{d \tau}{4 k R_{L} C_{0} \frac{\omega \tau}{\pi}\left(1-\frac{\omega \tau}{\pi}\right)}=\frac{\pi}{4 k \omega R_{L} C_{0}} \ln \left(\frac{\omega t}{\pi-\omega t}\right) . \tag{4.4}
\end{equation*}
$$

The integrating factor is then defined as

$$
\begin{equation*}
\exp [M(t)]=\exp \left[\frac{\pi}{4 k \omega R_{L} C_{0}} \ln \left(\frac{\omega t}{\pi-\omega t}\right)\right]=\left(\frac{\omega t}{\pi-\omega t}\right)^{\frac{\pi}{4 \omega \omega R_{L} C_{0}}} \tag{4.5}
\end{equation*}
$$

The solution of charge $Q(t)$ induced in the counter electrode of the microgenerator can be expressed by

$$
\begin{align*}
Q(t) & =c_{1} \exp [-M(t)]+\exp [-M(t)] \int_{0}^{t} \exp [M(\tau)]\left(-\frac{V_{0}}{R_{L}}\right) d \tau \\
& =c_{1}\left(\frac{\pi-\omega t}{\omega t}\right)^{\frac{\pi}{4 \omega \omega R_{L} C_{0}}}-\frac{V_{0}}{R_{L}}\left(\frac{\pi-\omega t}{\omega t}\right)^{\frac{\pi}{4 \omega \omega R_{L} C_{0}}} \underbrace{\int_{0}^{t}\left(\frac{\omega \tau}{\pi-\omega \tau}\right)^{\frac{\pi}{4 \omega \omega R_{L} C_{0}}} d \tau}_{N(t)} \tag{4.6}
\end{align*}
$$

Comparing with the results derived for a constant-speed rotation, the nonlinearity
of the parabolic-profile overlapping area leads to the complicated integral $N(t)$ presented in (4.6). According to the result (3.194-1) given in (Gradshteyn \& Ryzhik 2014), $N(t)$ can be presented using a hypergeometric function ${ }_{2} \mathrm{~F}_{1}(a, b ; c ; z)$. Hypergeometric functions are a generalization of exponential functions that cannot be explicitly presented using elementary mathematical functions. However, the functions are well studied in the literature and can also be manipulated analytically. Here, we employ some derived properties of the functions to simplify and linearize the solution of equation (4.3) for further analysis.

We employ the result (3.194-1) in (Gradshteyn \& Ryzhik 2014) to rewrite $N(t)$ as

$$
\begin{align*}
N(t)= & \frac{\pi}{\omega\left(1+\frac{\pi}{4 k \omega R_{L} C_{0}}\right)}\left(\frac{\omega t}{\pi}\right)^{1+\frac{\pi}{4 k \omega R_{L} C_{0}}} \times \\
& { }_{2} \mathrm{~F}_{1}\left(\frac{\pi}{4 k \omega R_{L} C_{0}}, 1+\frac{\pi}{4 k \omega R_{L} C_{0}} ; 2+\frac{\pi}{4 k \omega R_{L} C_{0}} ; \frac{\omega t}{\pi}\right) . \tag{4.7}
\end{align*}
$$

We then use the Euler's transform of the hypergeometric function presented in (Weisstein 2002) to simplify further $N(t)$

$$
\begin{align*}
N(t)= & \frac{\pi}{\omega\left(1+\frac{\pi}{4 k \omega R_{L} C_{0}}\right)}\left(\frac{\omega t}{\pi}\right)^{1+\frac{\pi}{4 k \omega R_{L} C_{0}}}\left(1-\frac{\omega t}{\pi}\right)^{1-\frac{\pi}{4 k \omega R_{L} C_{0}}} \times \\
& { }_{2} \mathrm{~F}_{1}\left(1,2 ; 2+\frac{\pi}{4 k \omega R_{L} C_{0}} ; \frac{\omega t}{\pi}\right) . \tag{4.8}
\end{align*}
$$

Given $N(t)$ in (4.8), the solution of the charge $Q(t)$ in (4.6) can be expressed by

$$
\begin{align*}
Q(t)= & c_{1}\left(\frac{\pi-\omega t}{\omega t}\right)^{\frac{\pi}{4 k \omega R_{L} C_{0}}}-\frac{4 k \omega C_{0} V_{0} t}{4 k \omega R_{L} C_{0}+\pi}\left(1-\frac{\omega t}{\pi}\right) \times \\
& { }_{2} \mathrm{~F}_{1}\left(1,2 ; 2+\frac{\pi}{4 k \omega R_{L} C_{0}} ; \frac{\omega t}{\pi}\right) . \tag{4.9}
\end{align*}
$$

At time $t=0$, there is no overlap between the two plates of the microgenerator, the induced charge $Q(0)=0$, and therefore $c_{1}=0$. Here, it is more useful to consider the series expansion of the hypergeometric function specified in (Weisstein 2002) and
express $Q(t)$ as

$$
\begin{align*}
Q(t) & =-\frac{4 k \omega C_{0} V_{0} t}{4 k \omega R_{L} C_{0}+\pi}\left(1-\frac{\omega t}{\pi}\right) \times{ }_{2} \mathrm{~F}_{1}\left(1,2 ; 2+\frac{\pi}{4 k \omega R_{L} C_{0}} ; \frac{\omega t}{\pi}\right) \\
& =-\frac{4 k \omega C_{0} V_{0} t}{4 k \omega R_{L} C_{0}+\pi}\left(1-\frac{\omega t}{\pi}\right) \times\left(1+\frac{8 k \omega R_{L} C_{0}}{8 k \omega R_{L} C_{0}+\pi} \frac{\omega t}{\pi}+\ldots\right) . \tag{4.10}
\end{align*}
$$

For practical microgenerators, the maximum capacitance $C_{0}$ is only a few pF due to the micro scale of the generators, and the external load $R_{L}$ varies in the range of $\mathrm{M} \Omega$. As a result, the value of $R_{L} C_{0}$ is very small (less than $10^{-5} \mathrm{~s}$ ). In addition, the target of vibration energy harvesting is at low frequencies such as electrical powered machines (60-120 Hz (Roundy et al. 2003a)), human (less than 2.5 Hz (Hirasaki et al. 1999)) or animal motions (less than 3 Hz for sharks (Graham et al. 1990)). It is also worthy to note that $k$ is less than or equals to 1 . We can, therefore, employ the assumption of a very small $k \omega R_{L} C_{0}$ to approximate the hypergeometric function to the lowest order term and obtain the closed-form solution

$$
\begin{equation*}
Q(t) \approx-\frac{4 k \omega C_{0} V_{0} t}{4 k \omega R_{L} C_{0}+\pi}\left(1-\frac{\omega t}{\pi}\right) . \tag{4.11}
\end{equation*}
$$

The current $I(t)$ passing through the external load $R_{L}$ can be calculated by employing the result obtained in (4.11) and expressed as

$$
\begin{equation*}
I(t)=-\frac{d Q(t)}{d t}=\frac{4 k \omega C_{0} V_{0}}{4 k \omega R_{L} C_{0}+\pi}\left(1-\frac{2 \omega t}{\pi}\right) . \tag{4.12}
\end{equation*}
$$

The output voltage $V(t)$ generated across the external load $R_{L}$ between the two terminals of the microgenerator follows Ohm's law and therefore

$$
\begin{equation*}
V(t)=R_{L} I(t)=\frac{4 k \omega R_{L} C_{0} V_{0}}{4 k \omega R_{L} C_{0}+\pi}\left(1-\frac{2 \omega t}{\pi}\right) . \tag{4.13}
\end{equation*}
$$

We can now employ the results obtained in the formulations of current $I(t)$ and voltage $V(t)$ to model the generator using linear circuit elements. First, we investigate


Figure 4.2. A cross-wafer microgenerator is modeled as a saw-tooth voltage source $V_{\text {oc }}$ in series with an internal resistance $R_{i}$. Parasitic capacitance $C_{p}$ is included to refine the model for practical microgenerators.
the two important characteristics of a generator: short circuit current and open circuit voltage. The short circuit current is determined as the external load is set to zero

$$
\begin{equation*}
I_{\mathrm{Sc}}(t)=\lim _{R \rightarrow 0} I(t)=\left(1-\frac{2 \omega t}{\pi}\right) \frac{4 k \omega \mathrm{C}_{0} V_{0}}{\pi} \tag{4.14}
\end{equation*}
$$

The open circuit voltage is calculated as the external load $R_{L}$ approaches infinity, which results in

$$
\begin{equation*}
V_{\mathrm{oc}}(t)=\lim _{R \rightarrow \infty} V(t)=\left(1-\frac{2 \omega t}{\pi}\right) V_{0} . \tag{4.15}
\end{equation*}
$$

The derivations in (4.14) and (4.15) results in a time independent ratio between the open circuit voltage and short circuit current, which is indeed the characteristic of a resistor. The microgenerator can, therefore, be modeled as a voltage source $V_{\mathrm{oc}}(t)$ in series with an equivalent internal resistor $R_{i}$ defined as

$$
\begin{equation*}
R_{i}=\frac{V_{\mathrm{oc}}(t)}{I_{\mathrm{sc}}(t)}=\frac{R_{0}}{8 k}, \tag{4.16}
\end{equation*}
$$

where $R_{0}$ is defined as

$$
\begin{equation*}
R_{0}=\frac{1}{f C_{0}} \tag{3.24}
\end{equation*}
$$

and $f$ is the frequency of the excitation.

Remark. Under constant-speed rotations, a similar internal resistance for electret-based microgenerators is also observed in equation (3.23). The two equivalent resistances are different

Table 4.1. Analytical model of electret-based microgenerators under rotational and sinusoidal motions.

| Excitation type | Analytical model |  |
| :---: | :---: | :---: |
|  | Voltage source | Internal resistance |
| Rotational | $V_{0}$ | $\frac{R_{0}}{2 n}$ |
| Sinusoidal | $\left(1-\frac{2 \omega t}{\pi}\right) V_{0}$ | $\frac{R_{0}}{8 k}$ |

by a time-invariant factor which depends on the characteristics of excitations. Here, $R_{0}$ is directly analogous to the equivalent resistance of a switched capacitor $C_{0}$ at a switching frequency $f$ as presented in (Franco 2002). Hence, a switched capacitor circuit can be used as an analogy to illustrate the operation mechanism of capacitive microgenerators.

Under constant-speed rotations, Bartsch et al. (2009) employed the result derived by Boland et al. (2003) to model the microgenerator as a constant voltage source in series with an internal resistor. In contrast, we modeled the microgenerator under a small sinusoidal excitation as a saw-tooth voltage source in series with an internal resistor, illustrated in Figure 4.2. Therefore, the dynamic behaviors of the microgenerator can be presented under the two different forms of excitations as shown in Table 4.1.

### 4.2 Influence of parasitic capacitance

Although the theoretical model can be used to guide the designs of electret-based microgenerators, Bartsch et al. (2009) highlight that unavoidable parasitic capacitances affects the performance of the microgenerator, causing discrepancy between modeled and measured performance. To take this capacitance into account, all load capacitances are absorbed into $C_{p}$ connected in parallel to the external load $R_{L}$ as shown in Figure 4.2.

The governing equation of the equivalent circuit in Figure 4.2, including $C_{p}$, des-
cribes the current flowing through $C_{p}$ in term of the charge $q_{c_{p}}(t)$ stored in $C_{p}$

$$
\begin{equation*}
\frac{d q_{c_{p}}(t)}{d t}=\frac{1}{R_{i}}\left[V_{\text {oc }}(t)-\frac{q_{c_{p}}(t)}{C_{p}}\right]-\frac{q_{c_{p}}(t)}{R_{L} C_{p}} . \tag{4.17}
\end{equation*}
$$

The boundary conditions are based on the periodic nature of the overlapping area in which the induced charge at the beginning of the cycle, $q_{c_{p}}(0)$, equals to the induced charged at the half of the excitation cycle, $q_{c_{p}}(\pi / \omega)$, expressed as

$$
\begin{equation*}
q_{c_{p}}(0)=q_{c_{p}}\left(\frac{\pi}{\omega}\right) . \tag{4.18}
\end{equation*}
$$

The solution of equation (4.17) can be obtained analytically in the first half cycle of the excitation. The output voltage across $R_{L}$ equals to the voltage across $C_{p}$ and is calculated as

$$
\begin{equation*}
V_{R_{L}}(t)=\frac{q_{c_{p}}(t)}{C_{p}}=[1-\frac{2 \omega t}{\pi}+\underbrace{\frac{2 \omega R_{p} C_{p}}{\pi}+\frac{2 e^{\frac{-t}{R_{p} C_{p}}}}{e^{\frac{-\pi}{\omega R_{p} C_{p}}}-1}}_{\text {parasitic capacitance effect }}] \frac{R_{L}}{R_{L}+R_{i}} V_{0} \tag{4.19}
\end{equation*}
$$

where $R_{p}=R_{L} \| R_{i}$.
The effective power of the microgenerator can also be calculated as the average of instantaneous power

$$
\begin{align*}
P & =\frac{\omega}{\pi R_{L}} \int_{0}^{\frac{\pi}{\omega}} V_{R_{L}}^{2}(t) d t \\
& =\frac{V_{0}^{2} R_{L}}{\left(R_{L}+R_{i}\right)^{2}}\left[\frac{1}{3}+\frac{2 \omega R_{p} C_{p}}{\pi}\left(\frac{2 \omega R_{p} C_{p}}{\pi}-\frac{2}{e^{\omega R_{p} C_{p}}}-1\right.\right.  \tag{4.20}\\
& 1)] .
\end{align*}
$$

### 4.3 Comparison between theory and simulation

The microgenerator reported in (Tsutsumino, Suzuki, Kasagi \& Sakane 2006) is employed in this comparison. The device consists of two 20-by-10 $\mathrm{mm}^{2}$ plates separated


Figure 4.3. The effective power of the microgenerator predicted by the analytical model and the simulation at four different frequencies: (a) 5 Hz , (b) 10 Hz , (c) 15 Hz and (d) 20 Hz . $\mathrm{C}_{p}$ is evaluated as 2.27 pF .
by a $200 \mu \mathrm{~m}$ air gap. A $20 \mu \mathrm{~m}$ thick CYTOP with a total area of $100 \mathrm{~mm}^{2}$ is deposited on 1 mm wide electrodes and then charged to -600 V . The microgenerator is tested under a 2 mm peak-to-peak excitation with several different frequencies. All parameters related to this microgenerator are summarized in Table 5.2. The output voltage and effective power of the microgenerator calculated employing our formulated solution presented in Section 4.2 is compared with the simulation based method described in Subsection 3.2.3.

In order to evaluate the analytical model, lumped parasitic capacitance $C_{p}$ of the analytical solution must be determined. $C_{p}$ can be obtained either by measuring physical devices and harvesting circuits, or fitting the analytical model to numerical simulations or experimental data. In this section,the latter approach is employed


Figure 4.4. The output voltage of the microgenerator predicted by the analytical model and the simulation under two different loads: (a) $10 \mathrm{M} \Omega$ and (b) $500 \mathrm{M} \Omega$ at 20 Hz excitation. The shapes of the calculated and simulated signals are different due to the approximation of instantaneous overlapping area from a sinusoid to a parabolic function.
and a value of the lumped parasitic capacitance $C_{p}$ is found to be 2.27 pF . For the numerical simulation, $C_{\max }$ and $C_{\min }$ are computed as 4.7 pF and 1.9 pF , respectively.

The generated powers of the microgenerator calculated using the closed-form expression given in equation (4.20) and the numerical simulation are shown in Figure 4.3. The analytical solutions are in good agreement with the simulation results and in particular the ability to predict the peak power. The discrepancy between the analytical model and numerical simulation is due to the approximation from a pure sinusoid to a parabolic function made in (4.2). Nevertheless, the analytical model can well predict the effective power and can facilitate the needed understanding for the

Table 4.2. Parameters used to compare the analytical model and simulation

| Parameter | Description | Value |
| :---: | :--- | :--- |
| $\varepsilon_{d}$ | Dielectric constant of CYTOP | 2.1 |
| $n$ | Number of electrodes | 10 |
| $W$ | Width of one electrode | 1 mm |
| $L$ | Out-of-plane length of one electrode | 10 mm |
| $d$ | Electret thickness | $20 \mu \mathrm{~m}$ |
| $g$ | Air gap between two plates | $200 \mu \mathrm{~m}$ |
| $V_{0}$ | Electret surface potential | 600 V |
| $X$ | Amplitude of excitation | 1 mm |
| $f$ | Forcing frequency | $5,10,15$ and 20 Hz |



Figure 4.5. Theoretical overlapping area is non-differentiable when the counter electrode crosses origin, while the FEM overlapping area derived from $C_{\text {FEM }}$ is a smooth curve. This factor attributes to the sharp peaks observed in the analytical output voltage presented in Figure 4.4.
design trade-offs and ideally optimization, due to the low computational overhead when compared to a full FEM approach.

To further evaluate the proposed model, its output voltage is compared with the numerical simulation. The output voltages plotted in Figure 4.4 at $10 \mathrm{M} \Omega$ and 500 $\mathrm{M} \Omega$ shows an adequate prediction of the peak-to-peak voltages. The difference between the cotangent-like shape of simulated signal and the straightline response of the proposed model is due to the approximation made in (4.2). Another discrepancy is the sharp peaks of the analytical model as highlighted in both sub figures of Figure 4.4. This error is due to the non-differentiation of the theoretical overlapping area that occurs at every half cycle. As highlighted in Figure 4.5, the overlapping area defined in (4.2) is non-differentiable when the counter electrode crosses the origin point ( $x=0$ ), while the FEM overlapping area derived from $C_{\text {FEM }}$ is differentiable everywhere in the time domain. The consequence of that non-differentiation causes spike shapes between the two half cycles in the proposed model, compared with rounded peaks in the FEM simulation.

Even though the non-linear electrodynamics of cross-wafer microgenerators under sinusoidal vibration complicates the analysis and prevents obtaining precise results, the presented model allows the prediction of the microgenerator performance


Figure 4.6. Various thicknesses of the electret and surface potentials corresponding to the dielectric strength are used to calculate the output power of the microgenerator. Owing to the limitation of internal breakdown effect, reducing the thickness of electret does not always improve the output power.
with reasonable accuracy, especially output power estimation. In the next section, we employ the proposed model to investigate design parameter influence on the performance of the electret-based microgenerators.

### 4.4 Optimization strategy

The common approaches to improve electret-based microgenerator performance are to: (i) increase the overlapping area $A_{0}$; (ii) decrease the thickness $d$ of the electret; and/or (iii) reduce the air gap distance $g$ between the two plates of the microgenerator. While a larger $A_{0}$ results in a larger device, reducing $d$ or $g$ is desirable since that can further shrink down the microgenerator volume. However, excessive reduction of $d$ or $g$ can be problematic due to the limitation of material breakdown caused by the electret's high surface potential voltage, $V_{0}$.

In this section, the analytical model developed in Section 4.2 is employed to optimize the performance of the electret-based microgenerator described in Table 4.2 with respect to the electret thickness $d$, the air gap spacing $g$, and the electret surface potential $V_{0}$ under practical limitations imposed by material properties.

Depending on the dielectric strength of electret material, reducing $d$ can lead to the occurrences of internal breakdown. For example, the dielectric strength of Tef-


Figure 4.7. Breakdown voltage of air at atmospheric pressure. Data is taken from (Husain \& Nema 1982).
lon PTFE, a widely used material to make electret, is about 155-200 MV/m (Smith 2013) which imposes a 155 V limit when using a $1-\mu$ m-thick film. Figure 4.6 plots the output power with various values of Teflon PTFE thickness and the corresponding breakdown voltage. Based on the result, decreasing the thickness $d$ of the electret beyond a specific value might not result in an increase of the energy harvested. However, using a too thick electret film is also unfavorable since it would bring down the performance of the microgenerator. For a thin electret, Genter \& Paul (2012) reported that a smaller $d$ exacerbates charge decay. Based on their experimental result, a thickness between 11-23 $\mu \mathrm{m}$ was recommended to ensure charge stability while still obtaining a decent surface potential.

Reducing $g$ also leads to another breakdown as described in Paschen's law. One example of external voltage breakdown in electret-based microgenerators was observed in (Tsutsumino, Suzuki, Kasagi \& Sakane 2006) when a -950 V pre-charged electret was employed to assemble a microgenerator with $100 \mu \mathrm{~m}$ air gap. According to Paschen's law for air at atmospheric pressure as presented in Figure 4.7, a maximum voltage difference of 785.9 V can be used at $g=100 \mu \mathrm{~m}$ to avoid the external breakdown (Husain \& Nema 1982). Consequently, the surface potential of the electret in (Tsutsumino, Suzuki, Kasagi \& Sakane 2006) was reported to drop to -400 V. One solution is to fill the gap with different dielectric media that has higher Paschen's dis-


Figure 4.8. Various air gap distances and their corresponding Paschen's breakdown voltage are used to calculate the output power of the microgenerator. By including the effect of voltage breakdown, reducing $g$ does not always result in a better performance.
charge voltage such as vacuum or insulating gas ( $\mathrm{SF}_{6}$ in (Tsutsumino, Suzuki, Kasagi, Kashiwagi \& Morizawa 2006)). The downside of this method is the complication of the packaging process, resulting in a higher cost and lower yield. Nevertheless, air is still a preferable dielectric media due to the simplicity and economy of the packaging process.

Considering the effect of voltage breakdown on the microgenerator performance, the output power generated by the electret-based microgenerator with different values of $g$ and the corresponding maximum allowable voltage according to Paschen's law is calculated and shown in Figure 4.8. The results show that a smaller $g$ does not lead to a higher power harvesting. Hence, voltage breakdown effects should be considered carefully when designing and optimizing electret-based microgenerators.

By considering the dielectric strength of materials and voltage breakdown effects, the optimization of an electret-based microgenerator becomes a constrained
non-linear multi-variable problem expressed as

$$
\max P \text { such that }\left\{\begin{array}{l}
0<V_{0} \leq V_{\max }  \tag{4.21}\\
d_{\min } \leq d \leq d_{\max } \\
g_{\min } \leq g \leq g_{\max } \\
R_{\min } \leq R_{L} \leq R_{\max } \\
V_{0} \leq E_{0} d \\
V_{0} \leq V_{p}(g) \\
f=f_{0}
\end{array}\right.
$$

where $V_{\max }$ is the maximum voltage that can be used to charge the electret, $d_{\min }$, $d_{\max }, g_{\min }, g_{\max }, R_{\min }$ and $R_{\max }$ are the lower and upper limits of electret thichkness, air gap spacing between the two plates of the microgenerator and the external load, respectively, $E_{0}$ is the dielectric strength of the electret material and $V_{p}(g)$ is a function that describes the correlation between the external breakdown voltage and the air gap $g$ according to Paschen's law (Husain \& Nema 1982).

For practical applications of electret-based microgenerators, $d_{\text {min }}$ and $d_{\text {max }}$ can be set to $1 \mu \mathrm{~m}$ and $100 \mu \mathrm{~m}$, respectively. The lower and upper limits of air gap depends mostly on the standard processes used to assemble the microgenerator. For a practical MEMS process, $g_{\min }$ and $g_{\max }$ are set to 50 and $500 \mu \mathrm{~m}$, respectively. $V_{\max }$ is assumed to be 1000 V which is achievable if employing corona discharge method. Teflon PTFE is assumed to be the electret material used in this study, and hence, the dielectric strength is $E_{0}=155 \mathrm{MV} / \mathrm{m}$. The external load is assumed to vary from $R_{\min }=1 \mathrm{M} \Omega$ to $R_{\max }=1 \mathrm{G} \Omega$. The frequency of interest, $f_{0}$, is assumed to be 20 Hz in this optimization. In addition, there is a need to evaluate $C_{p}$ to include in the optimization. Given that $C_{p}$ is due to fringing effects at the edges of electrodes which is directly proportional to the FEM capacitance at zero overlapping $C_{\min }$, a numerical


Figure 4.9. The variation of the minumum FEM capacitance $C_{\text {min }}$ is insignificant (less than 0.15 pF ) for various values of effective gap spacing $d / \varepsilon_{d}+g$.
study for $C_{\text {min }}$ at various effective gap spacing $d / \varepsilon_{d}+g$ is performed and plotted in Figure 4.9. The results show only a slight variation of $C_{\min }$, especially at gap spacing below $250 \mu \mathrm{~m}$. As a result, the variation of $C_{p}$ is neglected in this optimization.

Figure 4.10 shows the output power generated by the microgenerator as the volume constrained by the dielectric and Paschen's breakdown voltages. The result of the optimization using a non-linear program solver shows that an optimal output power of $61.7 \mu \mathrm{~W}$ can be obtained when

$$
\begin{cases}d & =6.5 \mu \mathrm{~m}  \tag{4.22}\\ g & =143 \mu \mathrm{~m} \\ V_{0} & =1000 \mathrm{~V} \\ R_{L} & =765 \mathrm{M} \Omega\end{cases}
$$

This results in 4 times higher power harvested when compared to the non-optimal structure described in Table 5.2.

As expected, the optimal power generated by the microgenerator requires a balance between the electret thickness $d$, the air gap $g$ and the potential $V_{0}$ to ensure no material failure or discharging of the electret occur. In this case, $d=6.5 \mu \mathrm{~m}$, $g=143 \mu \mathrm{~m}$ and $V_{0}=1000 \mathrm{~V}$ satisfy all the requirements and result in the highest


Figure 4.10. Output power generated by the electret-based microgenerator is plotted with respect to electret thickness $d$, air gap $g$ and electret surface potential $V_{0}$ under a 2 mm peak-to-peak excitation at $f=20 \mathrm{~Hz}$. Due to the Paschen's breakdown voltage presented as the transparent blue surface on the left and dielectric breakdown voltage presented as the transparent green surface on the right, a smaller $d$ and $g$ do not result in the highest output power. In this case, the maximum power is determined as $61.7 \mu \mathrm{~W}$ when $d=6.5 \mu \mathrm{~m}$, $g=143 \mu \mathrm{~m}$ and $V_{0}=1000 \mathrm{~V}$ and $R_{L}=765 \mathrm{M} \Omega$.
output power. This, again, emphasizes the importances of breakdown effects when optimizing electret-based microgenerator performance.

### 4.5 Conclusions

In summary, this chapter presents the formulation and development an analytical model for electret-based microgenerators excited under small sinusoidal vibrations. The effect of parasitic capacitances is also included into the model to accurately predict the performance of practical microgenerators. Under a considered condition, the electrodynamics of the microgenerators is equivalent to a sawtooth-signal voltage in series with an internal resistance. The developed model is validated using a simulation which combines FEM and numerical methods and shows a good agreement. In addition, the analytical model combined with voltage breakdown effects is employed
to demonstrate the importance of material properties when designing and optimizing electret-based microgenerators. Future work will focus on extending the capability of the model that can be used for an arbitrary sinusoidal excitation compared with a very limited assumption of small excitation amplitudes.

## Chapter 5

## Microgenerator modeling: general sinusoidal excitations

Chapter 4 presented the analytical model that described the dynamic behavior of electret-based microgenerators under sinusoidal excitations with small excitation amplitudes; however, in practice, large excitation amplitudes do also exist (Tsutsumino, Suzuki, Kasagi \& Sakane 2006, Naruse et al. 2009, Chen \& Suzuki 2013). The effect of multiple electrode crossing has been numerically investigated in the literature, however, with little in-depth insight into the operation mechanism of such devices (Renaud et al. 2015). As a result, this opens an interesting opportunity if the initially developed model can be extended further to take into consideration a general excitation amplitude and provide an accurate prediction of power and voltage generated by the microgenerator. Hence, in this chapter, a generalization of the model presented in Chapter 4 is formulated to highlight the stated opportunity.

This chapter is presented in a similar layout as Chapter 4. First, the theoretical model of the microgenerator under a general sinusoidal excitation is developed. The formulation also includes the linearization in order to model the microgenerator using circuit elements. Second, the effect of parasitic capacitances induced by harvesting circuitry and the microgenerator itself are included to provide an accurate prediction of the voltage and power generated at the output. Finally, the proposed model is validated using the numerical simulation presented in Subsection 3.2.3.

The content of this chapter was submitted for a journal publication.


Figure 5.1. Schematic of an electret-based cross-wafer microgenerator.

### 5.1 Theoretical model

The electret-based microgenerator considered is a non-parametric structure in which the electrode width equals to the gap spacing between the two electrodes as illustrated in Figure 5.1. The governing equation of the microgenerator which correlates the relative movement of the counter electrodes to the charge induced was derived by Boland et al. (2003) is, again, repeated as

$$
\begin{equation*}
\frac{d Q(t)}{d t}=-\left[\frac{Q(t)}{R_{L} C_{0}} \frac{A_{0}}{A(t)}+\frac{V_{0}}{R_{L}}\right] . \tag{3.8}
\end{equation*}
$$

Equation (3.8) shows a dependency of the induced charge $Q(t)$ on the instantaneous overlapping area $A(t)$, which is directly related to the type of external excitations. Therefore, to investigate the performance of the electret-based microgenerator, it is


Figure 5.2. Instantaneous overlapping area $A(t)$ is a triangle wave with respect to the displacement $x(t)$.
essential to determine the correlation between the excitation $x(t)$ and instantaneous overlapping area $A(t)$. For the simplest case, which is a constant-speed rotation, the overlapping area is directly proportional to time and therefore, the solution of equation (3.8) can be easily obtained (Boland et al. 2003). For sinusoidal translations $x(t)=X \sin \omega t$, the correlation between $A(t)$ and $x(t)$ is a triangle wave shown in Figure 5.2, which is formulated as

$$
\begin{equation*}
A(t)=\frac{2 A_{0}}{\pi}\left|\arcsin \left[\sin \left(\frac{\pi x(t)}{2 W}\right)\right]\right|, \tag{5.1}
\end{equation*}
$$

where $W$ is the electrode width of the electret-based microgenerator. The absolute function is included in equation (5.1) to represent both the symmetry of the excitation and the non-negativity of instantaneous overlapping area $A(t)$. To investigate the performance of the electret-based microgenerator for a general value of $k$, a similar approach to the one considered in Section 4.1 is employed. The assumptions of periodic nature of the excitation and symmetry of the microgenerator are utilized, so that only a first half cycle of the excitation is analyzed. Within this time period, equation (5.1) can be represented using a piecewise function as follow

$$
\frac{A(t)}{A_{0}}=\left\{\begin{array}{lll}
\frac{x(t)}{W}-2 m & \text { if } & 2 m<\frac{x(t)}{W} \leq 2 m+1  \tag{5.2}\\
2 m+2-\frac{x(t)}{W} & \text { if } & 2 m+1<\frac{x(t)}{W} \leq 2 m+2
\end{array}\right.
$$

where $m$ is a natural number within $[0, k / 2)$ and $k=X / W$ is the ratio between the maximum excitation amplitude and the electrode width.

For example, when $k \in(0,1]$, which corresponds to the small amplitude excitation case, only one value of $m=0$ is satisfied and the overlapping area can be expressed as

$$
\begin{equation*}
\frac{A(t)}{A_{0}}=\frac{x(t)}{W}=k \sin \omega t \tag{5.3}
\end{equation*}
$$

which is consistent with the result in equation (4.1). It is important to note that the


Figure 5.3. Instantaneous overlapping area is represented by a piecewise function which is analogous to a sinusoidal function folded into $(k-1)$ segments between 0 and 1 in the $y$-axis.
expression in (5.3) is not associated with an absolute operator as the one presented in equation (4.1) due to the assumption which considers only a first half cycle of the vibration. When $k \in(1,2]$, there is also one value of $m=0$, but the overlapping area is a combination of two subfunctions given by

$$
\frac{A(t)}{A_{0}}=\left\{\begin{array}{lll}
k \sin \omega t & \text { if } & 0<\frac{x(t)}{W} \leq 1  \tag{5.4}\\
2-k \sin \omega t & \text { if } & 1<\frac{x(t)}{W} \leq 2
\end{array}\right.
$$

Table 5.1 provides a list of values of $m$ and the number of subfunctions used to describe $A(t)$ under different values of $k$. In general, the shape of the overlapping area, in the time domain, is analogous to a sinusoidal function that is folded $(k-1)$ times between 0 and 1 as illustrated in Figure 5.3. As a result, $A(t)$ is a combination

Table 5.1. Example of range of $m$ and the number of segments expressed the overlapping area $A(t)$ with different values of $k$.

| $k$ | Values of $m$ | Number of subfunctions |
| :--- | :--- | :---: |
| 1 | 0 | 1 |
| 2 | 0 | 2 |
| 3 | 0 and 1 | 3 |
| 4 | 0 and 1 | 4 |
| 5 | 0,1 and 2 | 5 |

of $(2 k-1)$ subfunctions.

For simplicity, the following analysis is carried out with integer values of $k$. Nonetheless, a non-integer $k$ can also be analyzed by replacing the value $k$ only in the superscript index notation presented in the following by the ceiling value of $k$, while all the calculations relate to $k$ are unchanged.

The expression of $A(t)$ given in (5.2) is substituted into equation (3.8) to solve for the induced charge $Q(t)$. However, the non-linearity of the sinusoidal function associated with the overlapping area $A(t)$ complicates the solution and places a roadblock for a further analysis. To reduce the non-linearity and ease the analysis, one common approach is to approximate the sinusoidal function using a polynomial. The higher the order of the polynomial used, the more accurate the approximation. However, a too high order polynomial also accompanies a sophisticated solution and consequently, undesirable. As shown in Figure 4.1, within the first half cycle of the excitation, a sinusoidal function can be approximated using a second order polynomial, also known as a parabolic function presented as

$$
\begin{equation*}
\sin \omega t \approx \frac{4 \omega t}{\pi}\left(1-\frac{\omega t}{\pi}\right) . \tag{5.5}
\end{equation*}
$$

Hence, equation (5.2) can be rewritten by replacing $x(t)$ by the parabolic function given in (5.5). The interval defining each subfunction of the piecewise function presented in (5.2) is also rewritten by solving the corresponding inequalities given in (5.2) and expressed in term of time instance $t_{j}$. The resulting overlapping area $A(t)$ is then given by

$$
\frac{A(t)}{A_{0}}= \begin{cases}4 k \frac{\omega t}{\pi}\left(1-\frac{\omega t}{\pi}\right)-2 m & \text { if } \quad t_{2 m} \leq t<t_{2 m+1} \quad \text { or } \quad t_{2 k-2 m} \leq t<t_{2 k+1-2 m}  \tag{5.6}\\ 2 m+2-4 k \frac{\omega t}{\pi}\left(1-\frac{\omega t}{\pi}\right) & \text { if } \quad t_{2 m+1} \leq t<t_{2 m+2} \quad \text { or } \quad t_{2 k-2 m-1} \leq t<t_{2 k-2 m}\end{cases}
$$



Figure 5.4. Illustration of different time intervals corresponding to different electrodynamic responses of the electret-based microgenerator.
where

$$
t_{j}=\left\{\begin{array}{lll}
\tau_{j} & \text { if } & 0 \leq j \leq k  \tag{5.7}\\
\frac{\pi}{\omega}-\tau_{2 k+1-j} & \text { if } & (k+1) \leq j \leq(2 k+1)
\end{array}\right.
$$

and $\tau_{j}$ is defined as

$$
\begin{equation*}
\tau_{j}=\left(1-\sqrt{1-\frac{j}{k}}\right) \frac{\pi}{2 \omega} \tag{5.8}
\end{equation*}
$$

Here, $t_{j}$ can also be understood as the time instance that satisfies $A\left(t_{j}\right)=0$ or $A\left(t_{j}\right)=$ $A_{0}$. The purpose of using the notation $\tau_{j}$ is to simplify the representation of the time instance $t_{j}$. Within each time interval $\left[t_{j}, t_{j+1}\right], A(t)$ can be presented by one continuous subfunction. However, with such definition of the time instance $t_{j}$ given in (5.7), there is a special case in which

$$
\begin{equation*}
t_{k}=t_{k+1}=\frac{\pi}{2 \omega} . \tag{5.9}
\end{equation*}
$$

This corresponds to the time instance at the middle cycle of the excitation and the duration of the time interval $\left[t_{k}, t_{k+1}\right]$ is, therefore, zero. As a result, the two time instances $t_{k}$ and $t_{k+1}$ are excluded from the following analysis. Thus, all of the notation indexes discussed later also exclude these two values.

The dynamic behavior of the microgenerator on each time interval as part of the overlapping area given in (5.6) is analyzed in the following sub-sections.

### 5.1.1 Time interval $t_{2 m} \leq t<t_{2 m+1} \quad$ or $\quad t_{2 k-2 m} \leq t<t_{2 k+1-2 m}$

Within this time interval, the overlapping area is defined according to equation (5.6). Equation (3.8) can, therefore, be written as

$$
\begin{equation*}
\frac{d Q_{1}(t)}{d t}=-\left[\frac{Q_{1}(t)}{k R_{L} C_{0}\left[\frac{4 \omega t}{\pi}\left(1-\frac{\omega t}{\pi}\right)-\frac{2 m}{k}\right]}+\frac{V_{0}}{R_{L}}\right] . \tag{5.10}
\end{equation*}
$$

The induced charge $Q_{1}(t)$ can be solved by employing integrating factor method combined with the result 3.194-1 in (Gradshteyn \& Ryzhik 2014) and the Euler's transform of hypergeometric functions in (Weisstein 2002). Further details of the solution are included in Appendix C.1. The solution of equation (5.10) can then be expressed as

$$
\begin{align*}
Q_{1}(t)= & \beta_{1}\left(\frac{t_{2 k+1-2 m}-t}{t-t_{2 m}}\right)^{\gamma_{2 m}}-\frac{V_{0}\left(t-t_{2 m}\right)\left(t_{2 k+1-2 m}-t\right)}{R_{L}\left(1+\gamma_{2 m}\right)\left(t_{2 k+1-2 m}-t_{2 m}\right)} \times \\
& { }_{2} \mathrm{~F}_{1}\left(1,2 ; 2+\gamma_{2 m} ; \frac{t-t_{2 m}}{t_{2 k+1-2 m}-t_{2 m}}\right) \tag{5.11}
\end{align*}
$$

where $\beta_{1}$ is an arbitrary constant, ${ }_{2} \mathrm{~F}_{1}(a, b ; c ; z)$ is a hypergeometric function and

$$
\begin{equation*}
\gamma_{j}=\frac{\pi}{4 k \omega R_{L} C_{0} \sqrt{1-\frac{j}{k}}} \tag{5.12}
\end{equation*}
$$

At time $t=t_{2 m}$, there is no overlap between the two plates of the electret-based microgenerator and therefore, no charge is induced or $Q_{1}\left(t_{2 m}\right)=0$. This results in $\beta_{1}=0$ and a simpler solution is obtained. In spite of that, the non-linearity of the hypergeometric function in equation (5.11) is quite complicated and consequently, does not allow to model the microgenerator using linear circuit elements. Therefore, the series expansion of hypergeometric functions is utilized to linearize the solution for further analysis. By expanding the hypergeometric function in (5.11), the solution
of charge $Q_{1}(t)$ can be written as

$$
\begin{align*}
Q_{1}(t) & =-\frac{V_{0}\left(t-t_{2 m}\right)\left(t_{2 k+1-2 m}-t\right)}{R_{L}\left(1+\gamma_{2 m}\right)\left(t_{2 k+1-2 m}-t_{2 m}\right)}{ }_{2} \mathrm{~F}_{1}\left(1,2 ; 2+\gamma_{2 m} ; \frac{t-t_{2 m}}{t_{2 k+1-2 m}-t_{2 m}}\right) \\
& =-\frac{V_{0}\left(t-t_{2 m}\right)\left(t_{2 k+1-2 m}-t\right)}{R_{L}\left(1+\gamma_{2 m}\right)\left(t_{2 k+1-2 m}-t_{2 m}\right)}\left[1+\frac{2}{2+\gamma_{2 m}} \frac{t-t_{2 m}}{t_{2 k+1-2 m}-t_{2 m}}+\ldots\right] . \tag{5.13}
\end{align*}
$$

Owing to the micro scale of the microgenerator, the system capacitance $C_{0}$ is small and often less than 10 pF . The external load $R_{L}$ can vary from a few $\mathrm{k} \Omega$ to a few hundred $\mathrm{M} \Omega$. In addition, the targeted vibration frequency from the application point of view is very low, which is in the order of 2 Hz for human motion (Yun et al. 2011). As a result, $\omega R_{L} C_{0}$ is very small, making the lowest order term in the series expansion become the dominant term. We can, therefore, approximate the hypergeometric function to the lowest order term to obtain a closed-form solution of induced charge $Q_{1}(t)$ as

$$
\begin{equation*}
Q_{1}(t)=-\frac{V_{0}\left(t-t_{2 m}\right)\left(t_{2 k+1-2 m}-t\right)}{R_{L}\left(1+\gamma_{2 m}\right)\left(t_{2 k+1-2 m}-t_{2 m}\right)} . \tag{5.14}
\end{equation*}
$$

Given the induced charge in equation (5.14), the current passing through the external load and the output voltage can respectively be calculated as

$$
\begin{align*}
& I_{1}(t)=-\frac{d Q(t)}{d t}=\frac{\pi V_{0}}{\omega R_{L}\left(1+\gamma_{2 m}\right)\left(t_{2 k+1-2 m}-t_{2 m}\right)}\left(1-\frac{2 \omega t}{\pi}\right)  \tag{5.15}\\
& V_{1}(t)=R_{L} I(t)=\frac{\pi V_{0}}{\omega\left(1+\gamma_{2 m}\right)\left(t_{2 k+1-2 m}-t_{2 m}\right)}\left(1-\frac{2 \omega t}{\pi}\right) . \tag{5.16}
\end{align*}
$$

We then investigate the two important characteristics of the microgenerator: short circuit current and open circuit voltage in order to utilize linear circuit elements to model the microgenerator. The short circuit current can be determined as the external load is set to zero, while the open circuit voltage is obtained when the load approaches infinity

$$
\begin{align*}
I_{\mathrm{sc}_{1}}(t) & =\lim _{R_{L} \rightarrow 0} I(t)=\frac{4 k \omega C_{0} V_{0}}{\pi}\left(1-\frac{2 \omega t}{\pi}\right)  \tag{5.17}\\
V_{\mathrm{oc}_{1}}(t) & =\lim _{R_{L} \rightarrow \infty} V(t)=\frac{V_{0}}{\sqrt{1-\frac{2 m}{k}}}\left(1-\frac{2 \omega t}{\pi}\right) . \tag{5.18}
\end{align*}
$$

The results in (5.17) and (5.18) show that the short circuit current is directly proportional to the open circuit voltage, which represents the characteristic of a resistor. The microgenerator can, therefore, be modeled as a reverse-sawtooth voltage source $V_{\mathrm{oc}_{1}}(t)$ in series with an equivalent internal resistance $R_{\mathrm{i}_{1}}$ defined as

$$
\begin{equation*}
R_{\mathrm{i}_{1}}=\frac{V_{\mathrm{oc}_{1}}(t)}{I_{\mathrm{sc}_{1}}(t)}=\frac{\pi}{4 k \omega C_{0} \sqrt{1-\frac{2 m}{k}}}=\frac{R_{0}}{8 k \sqrt{1-\frac{2 m}{k}}} \tag{5.19}
\end{equation*}
$$

where $R_{0}=1 /\left(f C_{0}\right)$.

Remark. Again, as stated in Subsection 3.3.1 and Section 4.1, $R_{0}$ is a direct analogy to the equivalent resistance of a switch capacitor $C_{0}$ at a switching frequency $f$ as presented in (Franco 2002). Therefore, the dynamic behavior of the electret-based microgenerator in this case is analogous to the operation mechanism of a switch capacitor.

The equivalent circuit of the electret-based microgenerator is presented in Figure 5.5a. In addition, as $k \leq 1$ for the case of small amplitude excitations, $m$ can only equal to 0 , the open circuit voltage and the equivalent internal resistance reduce to

$$
\left\{\begin{array}{l}
V_{\mathrm{oc}_{1}}(t)=V_{0}\left(1-\frac{2 \omega t}{\pi}\right)  \tag{5.20}\\
R_{i}=\frac{R_{0}}{8 k}
\end{array}\right.
$$

which is consistent with the results formulated in (4.15) and (4.16).

(a)

(b)

Figure 5.5. Under a sinusoidal excitation with angular frequency $\omega$, an electret-based microgenerator can be modeled as (a) a voltage source in series with an internal resistance, or (b) a current source, depending on the analyzed time interval. Lumped parasitic capacitance $C_{p}$ is added to refine the model for an accurate prediction.

### 5.1.2 Time interval $t_{2 m+1} \leq t<t_{2 m+2} \quad$ or $\quad t_{2 k-2 m-1} \leq t<t_{2 k-2 m}$

There is also a special case in the second subfunction of equation (5.6), which occurs when the ratio $k$ is an even number. In this case, the overlapping area has a repeated time instances $t_{k}$ and $t_{k+1}$, which is illustrated in Figure 5.4. As stated in the paragraph right after (5.9), these two time instances are excluded and the time interval considered will be $\left[t_{k-1}, t_{k+2}\right]$. In addition to these repeated time instances when $k$ is an even number, the integration in the time interval $\left[t_{k-1}, t_{k+2}\right]$ illustrated as the yellow-shaded region in Figure 5.4 is different and therefore, is presented separately. In the following sections, the term "special case" indicates the time interval $\left[t_{k-1}, t_{k+2}\right]$ when $k$ is even, while the "general case" will cover the rest.

## General case

The overlapping area in this case corresponds to the non-highlighted regions shown in Figure 5.4. Within this time interval, the overlapping area is defined according to (5.6) and hence, equation (3.8) can be rewritten as

$$
\begin{equation*}
\frac{d Q_{21}(t)}{d t}=-\left[\frac{Q_{21}(t)}{k R_{L} C_{0}\left[\frac{2 m+2}{k}-\frac{4 \omega t}{\pi}\left(1-\frac{\omega t}{\pi}\right)\right]}+\frac{V_{0}}{R_{L}}\right] \tag{5.21}
\end{equation*}
$$

Equation (5.21) can be solved using integrating factor method and the solution
can be expressed as

$$
\begin{align*}
Q_{21}(t)= & \beta_{21}\left(\frac{t-t_{2 m+2}}{t-t_{2 k-2 m-1}}\right)^{\gamma_{2 m+2}}-\frac{V_{0}\left(t-t_{2 m+2}\right)\left(t-t_{2 k-2 m-1}\right)}{R_{L}\left(1+\gamma_{2 m+2}\right)\left(t_{2 k-2 m-1}-t_{2 m+2}\right)} \times \\
& { }_{2} F_{1}\left(1,2 ; 2+\gamma_{2 m+2} ; \frac{t-t_{2 k-2 m-1}}{t_{2 m+2}-t_{2 k-2 m-1}}\right) . \tag{5.22}
\end{align*}
$$

The details of solving equation (5.21) can be found in Appendix C.2.
At time $t=t_{2 k-2 m-1}$, there is no area overlap, resulting in no charge induced and therefore, $\beta_{21}=0$. Similar to the approach presented in Subsection 5.1.1, the hypergeometric function in equation (5.22) is approximated to the lowest order term for the given reasons to obtain the closed-form solution as

$$
\begin{equation*}
Q_{21}(t)=-\frac{V_{0}\left(t-t_{2 m+2}\right)\left(t-t_{2 k-2 m-1}\right)}{R_{L}\left(1+\gamma_{2 m+2}\right)\left(t_{2 k-2 m-1}-t_{2 m+2}\right)} . \tag{5.23}
\end{equation*}
$$

Given the closed-form solution of the induced charge $Q_{21}(t)$ in equation (5.23), the output current and voltage are respectively calculated as

$$
\begin{align*}
I_{21}(t) & =-\frac{d Q_{21}(t)}{d t}=\frac{-\pi V_{0}}{\omega R_{L}\left(1+\gamma_{2 m+2}\right)\left(t_{2 k-2 m-1}-t_{2 m+2}\right)}\left(1-\frac{2 \omega t}{\pi}\right)  \tag{5.24}\\
V_{21}(t) & =R_{L} I_{21}(t)=\frac{-\pi V_{0}}{\omega\left(1+\gamma_{2 m+2}\right)\left(t_{2 k-2 m-1}-t_{2 m+2}\right)}\left(1-\frac{2 \omega t}{\pi}\right) . \tag{5.25}
\end{align*}
$$

The short circuit current and open circuit voltage of the electret-based microgenerator in this case can be written respectively as

$$
\begin{gather*}
I_{\mathrm{Sc}_{21}}(t)=\lim _{R_{L} \rightarrow 0} I_{21}(t)=-\frac{4 k \omega C_{0} V_{0}}{\pi}\left(1-\frac{2 \omega t}{\pi}\right)  \tag{5.26}\\
V_{\mathrm{oc}_{21}}(t)=\lim _{R_{L} \rightarrow \infty} V_{21}(t)=\frac{-V_{0}}{\sqrt{1-\frac{2 m+2}{k}}}\left(1-\frac{2 \omega t}{\pi}\right) . \tag{5.27}
\end{gather*}
$$

Similar to the result obtained in Subsection 5.1.1, the short circuit current given in (5.26) is directly proportional to the open circuit voltage given in (5.27), which is, again, the characteristic of a resistor. Hence, the microgenerator can be modeled as


Figure 5.6. An illustration of the superscript $n$ which corresponds to the time interval $\left[t_{n}, t_{n+1}\right]$ when $k=2$. The indexes $k$ and $(k+1)$ are excluded from the analysis.
a sawtooth voltage source $V_{\mathrm{Oc}_{21}}(t)$ in series with an equivalent internal resistance $R_{\mathrm{i}_{2}}$ illustrated in Figure 5.5a, where

$$
\begin{equation*}
R_{\mathrm{i}_{2}}=\frac{R_{0}}{8 k \sqrt{1-\frac{2 m+2}{k}}} \tag{5.28}
\end{equation*}
$$

To employ index-based notations to ease the further analysis, the internal resistances given in (5.19) and (5.28) can be rewritten as

$$
R_{i}^{(n)}= \begin{cases}\frac{R_{0}}{8 k \sqrt{1-\frac{n+(n \bmod 2)}{k}}} & \text { when } 0 \leq n \leq k-1  \tag{5.29}\\ \frac{R_{0}}{8 k \sqrt{1-\frac{(2 k-n)+[(2 k-n) \bmod 2]}{k}}} & \text { when }(k+2) \leq n \leq 2 k\end{cases}
$$

where mod is the modulo operator and the superscript ( $n$ ) indicates that the variables are applicable in the time interval $\left[t_{n}, t_{n+1}\right]$ as illustrated in Figure 5.6. Here, the values $k$ and $k+1$ are excluded from the superscript index $(n)$. The voltage sources specified in (5.18) and (5.27) can be rewritten in a single form as

$$
\begin{equation*}
V_{\mathrm{oc}}^{(n)}(t)=(-1)^{n} \frac{8 k R_{i}^{(n)}}{R_{0}} V_{0}\left(1-\frac{2 \omega t}{\pi}\right) . \tag{5.30}
\end{equation*}
$$

## Special case

In this case, $k$ is an even number and therefore, there is an existing value of $m$ such that $k=2 m+2$, resulting in a repeated or double time instance that causes the overlapping area to be zero, illustrated as the yellow-shaded region shown in Figure 5.4. The time interval considered for this case is presented as

$$
\begin{equation*}
t_{k-1} \leq t \leq t_{k+2} \tag{5.31}
\end{equation*}
$$

Equation (3.8) is, therefore, simplified to

$$
\begin{equation*}
\frac{d Q_{22}(t)}{d t}=-\left[\frac{Q_{22}(t)}{k R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)^{2}}+\frac{V_{0}}{R_{L}}\right] \tag{5.32}
\end{equation*}
$$

The solution of induced charge $Q_{22}(t)$ can be expressed as

$$
\begin{align*}
Q_{22}(t)= & \beta_{22} e^{\frac{-\pi}{2 k \omega R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)}}+\frac{\pi V_{0}}{2 \omega R_{L}}\left(1-\frac{2 \omega t}{\pi}\right)- \\
& \frac{V_{0}}{R_{L}} \frac{\pi^{2} e^{\frac{-\pi}{2 k \omega R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)}}}{4 k \omega^{2} R_{L} C_{0}} \operatorname{Ei}\left[\frac{\pi}{2 k \omega R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)}\right], \tag{5.33}
\end{align*}
$$

where $\beta_{22}$ is an arbitrary constant and $\operatorname{Ei}(z)$ is an exponential integral function. Appendix C. 3 presents the detailed formulation of the solution of equation (5.32).

Owing to the continuity of the overlapping area in this time interval, the induced charge $Q_{22}(t)$ is also continuous. This continuity requires the equality of the lefthanded limit to the right-handed limit, which can be expressed as

$$
\begin{equation*}
\lim _{t \rightarrow\left(\frac{\pi}{2 \omega}\right)^{-}} Q_{22}(t)=\lim _{t \rightarrow\left(\frac{\pi}{2 \omega}\right)^{+}} Q_{22}(t) . \tag{5.34}
\end{equation*}
$$

As a result of this continuity condition, $\beta_{22}=0$.
The assumption of a very small $\omega R_{L} C_{0}$ for practical microgenerator combined with the asymptotic representation of exponential integral function (Gradshteyn \&

Ryzhik 2014, result 8.215) is utilized to present the solution of induced charge $Q_{22}(t)$ as

$$
\begin{align*}
Q_{22}(t) & =\frac{\pi V_{0}}{2 \omega R_{L}}\left(1-\frac{2 \omega t}{\pi}\right)-\frac{V_{0}}{R_{L}} \frac{\pi^{2}}{4 k \omega^{2} R_{L} C_{0}} \frac{2 k \omega R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)}{\pi} \times \\
& {\left[1+\frac{2 k \omega R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)}{\pi}+2!\left(\frac{2 k \omega R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)}{\pi}\right)^{2}+\ldots\right] } \\
& =-\frac{V_{0}}{R_{L}} \frac{\pi}{2 \omega}\left(1-\frac{2 \omega t}{\pi}\right)\left[\frac{2 k \omega R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)}{\pi}+2!\left(\frac{2 k \omega R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)}{\pi}\right)^{2}+\ldots\right] \\
& \approx-2 k C_{0} V_{0}\left(1-\frac{2 \omega t}{\pi}\right)^{2} . \tag{5.35}
\end{align*}
$$

Given the linearized solution give in (5.35), the electrical current passing through the external load, $R_{L}$, can be calculated and presented as

$$
\begin{equation*}
I_{22}(t)=-\frac{d Q_{22}(t)}{d t}=-\frac{4 k \omega C_{0} V_{0}}{\pi}\left(1-\frac{2 \omega t}{\pi}\right) . \tag{5.36}
\end{equation*}
$$

The result in (5.36) shows that the output current is independent of the load resistance $R_{L}$, which is the characteristic of a current source. Therefore, the microgenerator, in this case, can be modeled as a current source $I_{22}(t)$ as shown in Figure 5.5b.

In summary, an electret-based microgenerator excited by a sinusoidal vibration can be modeled as a voltage source in series with an internal resistance as shown in Figure 5.5a. There is only one special case when $k$ is an even number, the microgenerator can be modeled as a pure current source within the time interval $\left[t_{k-1}, t_{k+2}\right]$ as shown in Figure 5.5b.

### 5.2 Effect of parasitic capacitances

The theoretical model developed in Section 5.1 neglects the effect of parasitic capacitances due to harvesting circuit wiring and fringe capacitance within the micro-
generator itself. Those unavoidable capacitances attribute to a substantial loss of the energy harvested. Consequently, the performance of the microgenerator is reduced, resulting in a notable discrepancy between the theoretical model prediction and measured data (Bartsch et al. 2009). To accurately predict the performance of the electret-based microgenerator, parasitic capacitances are lumped into a single capacitance $C_{p}$ connected in parallel with the external load, $R_{L}$, as shown in Figure 5.5. The governing equation of the circuit including $C_{p}$ as shown in Figure 5.5 a is given by

$$
\begin{equation*}
C_{p} \frac{d V_{R_{L}}^{(n)}(t)}{d t}=\frac{d V_{R_{L}}^{(n)}(t)}{R_{p}^{(n)}}-\frac{V_{\mathrm{oc}}^{(n)}(t)}{R_{L}} \tag{5.37}
\end{equation*}
$$

where $R_{p}^{(n)}=R_{L} \| R_{i}^{(n)}$. The solution of equation (5.37) can be expressed by

$$
\begin{equation*}
V_{R_{L}}^{(n)}(t)=c^{(n)} e^{\frac{-t}{R_{p}^{(n)} c_{p}}}+\phi^{(n)}(t) \tag{5.38}
\end{equation*}
$$

where $\phi^{(n)}(t)$ is the steady state response defined as

$$
\begin{equation*}
\phi^{(n)}(t)=\frac{(-1)^{n} 8 k R_{p}^{(n)} V_{0}}{R_{0}}\left(1-\frac{2 \omega t}{\pi}+\frac{2 \omega R_{p}^{(n)} C_{p}}{\pi}\right) \tag{5.39}
\end{equation*}
$$

and $c^{(n)}$ is an arbitrary constant and will be determined using the boundary conditions presented in (5.43). The "arbitrary" in this context means time invariant.

For the special time interval $\left[t_{k-1}, t_{k+2}\right]$ when $k$ is even, the microgenerator is equivalent to the circuit shown in Figure 5.5b in which the governing equation is given by

$$
\begin{equation*}
C_{p} \frac{d V_{R_{L}}^{(k-1)}(t)}{d t}+\frac{V_{R_{L}}^{(k-1)}(t)}{R_{L}}=I_{22}(t) \tag{5.40}
\end{equation*}
$$

The solution of equation (5.40) can be presented as

$$
\begin{equation*}
V_{R_{L}}^{(k-1)}(t)=c^{(k-1)} e^{\frac{-t}{R_{L} c_{p}}}+\psi(t) \tag{5.41}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi(t)=-\frac{4 k \omega R_{L} C_{0} V_{0}}{\pi}\left(1-\frac{2 \omega t}{\pi}+\frac{2 \omega R_{L} C_{p}}{\pi}\right), \tag{5.42}
\end{equation*}
$$

and $c^{(k-1)}$ is similar to $c^{(n)}$, which is an arbitrary constant and will be determined when applying boundary conditions presented in (5.43).

To obtain a complete solution that includes the effect of parasitic capacitance $C_{p}$, the constants $c^{(n)}$ in equations (5.38) and $c^{(k-1)}$ in (5.41) must be determined by applying the condition of continuity of the output voltage $V_{R_{L}}^{(n)}(t)$, which means that $V^{(n)}\left(t_{n+1}\right)$, the voltage at the end of the current time interval $\left[t_{n}, t_{n+1}\right]$, must equal to $V^{(n+1)}\left(t_{n+1}\right)$, the voltage at the beginning of the next time interval $\left[t_{n+1}, t_{n+2}\right]$. In addition, the voltage at the end of the output cycle must be the same as the voltage at the beginning of the output cycle. These conditions can be mathematically presented as

$$
\left\{\begin{align*}
V_{R_{L}}^{(n)}\left(t_{n+1}\right) & =V_{R_{L}}^{(n+1)}\left(t_{n+1}\right), \quad \text { where } \quad 0 \leq n \leq 2 k-1  \tag{5.43}\\
V_{R_{L}}^{(0)}(0) & =V_{R_{L}}^{(2 k)}\left(\frac{\pi}{\omega}\right) .
\end{align*}\right.
$$

Equation (5.43) results in a system of $(2 k-1)$ linear equations in term of $c^{(n)}$ and can be presented as

$$
\begin{equation*}
\mathbf{A c}=\mathbf{b} \tag{5.44}
\end{equation*}
$$

where $\mathbf{A}$ is a $(2 k-1)$-by- $(2 k-1)$ matrix, $\mathbf{c}$ is a vector containing $(2 k-1)$ constants $c^{(n)}$, and $\mathbf{b}$ is a $(2 k-1)$-dimensional vector. For a general case without the repeated time instances causing zero overlapping area, the matrix $\mathbf{A}$ is given in (5.45). Each row of the matrix $\mathbf{A}$ has only two non-zero elements, one is on the diagonal and one is next to the right of the diagonal. The last row is different, in which one element is still on the diagonal, while the other is in the first column. Here, it is important to note that the supercript indexes $k$ and $(k+1)$ are excluded. That means the $k$-th row
has two elements with their respective superscript indexes are $(k-1)$ and $(k+2)$.

$$
\mathbf{A}=\left[\begin{array}{ccccc}
\frac{-t_{1}}{e^{(0)} c_{p}} & -e^{\frac{-t_{1}}{R_{p}^{(1)} c_{p}}} & 0 & \cdots & 0  \tag{5.45}\\
0 & e^{\frac{-t_{2}}{R_{p}^{1(1)} c_{p}}} & -e^{\frac{-t_{2}}{R_{p}^{(2)} c_{p}}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & e^{\frac{-t_{2 k}}{R_{p}^{(2 k-1)} c_{p}}} & -e^{\frac{-t_{2 k}}{R_{p}^{(2 k)} c_{p}}} \\
-e^{\frac{-t_{0}}{R_{p}^{(0)} c_{p}}} & 0 & \cdots & 0 & e^{\frac{-t_{2 k+1}^{R_{p}} R_{p} c_{p}}{c}}
\end{array}\right] .
$$

The general form of vector $\mathbf{b}$ is presented in (5.46). Similar to matrix $\mathbf{A}$, the element on the $k$-th row of vector $\mathbf{b}$ is the subtraction of two terms with their indexes as $(k+2)$ and $(k-1)$.

$$
\mathbf{b}=\left[\begin{array}{c}
\phi^{(1)}\left(t_{1}\right)-\phi^{(0)}\left(t_{1}\right)  \tag{5.46}\\
\phi^{(2)}\left(t_{2}\right)-\phi^{(1)}\left(t_{2}\right) \\
\vdots \\
\phi^{(2 k)}\left(t_{2 k-1}\right)-\phi^{(2 k-1)}\left(t_{2 k-1}\right) \\
\phi^{(0)}\left(t_{0}\right)-\phi^{(2 k)}\left(t_{2 k}\right)
\end{array}\right]
$$

For the special case where the ratio $k$ is an even number, the representation of the matrices $\mathbf{A}$ and $\mathbf{b}$ are slightly different from the general case given in (5.45) and (5.46). The only modification needed is in $(k-1)$-th and $k$-th rows as highlighted in (5.47), while the rest is unchanged.

$$
\underbrace{\left[\begin{array}{ccc}
e^{\frac{-t_{k-1}}{R_{p}^{(k-2)} c_{p}}} & -e^{\frac{-t_{k-1}}{R_{p}^{k-1)}} c_{p}} & \cdots  \tag{5.47}\\
\cdots & e^{\frac{-t_{k+2}}{R_{p}^{(k-1)} c_{p}}} & -e^{\frac{-t_{k+2}}{R_{p}^{(k+2)} c_{p}}}
\end{array}\right]}_{\text {general case }} \rightarrow \underbrace{\left[\begin{array}{ccc}
e^{\frac{-t_{k-1}}{R_{p}^{(k-2)} c_{p}}} & -e^{\frac{-t_{k-1}}{R_{L} C_{p}}} & \cdots \\
\cdots & e^{\frac{-t_{k+2}}{R_{L} c_{p}}} & -e^{\frac{-t_{k+2}}{R_{p}^{(k+2)} c_{p}}}
\end{array}\right]}_{\text {special case }}
$$

Given the exact result of the output voltage by solving the system of linear equation (5.44), the time average power can then be calculated as the total energy gene-

Table 5.2. Parameters of the device presented in (Tsutsumino, Suzuki, Kasagi \& Sakane 2006) are used to validate the analytical model.

| Parameter | Value |
| :---: | :--- |
| $A_{0}$ | $100 \mathrm{~mm}^{2}$ |
| $W$ | 0.5 mm |
| $\varepsilon_{d}$ | 2.1 |
| $V_{0}$ | -100 V |
| $d$ | $20 \mu \mathrm{~m}$ |
| $g$ | 100,175 and $200 \mu \mathrm{~m}$ |
| $f$ | 20 Hz |
| $X$ | 1 and 1.5 mm |

rated in each time interval divided by the output cycle, which can be presented as

$$
\begin{equation*}
P_{\mathrm{avg}}=\frac{2}{T} \int_{0}^{\frac{T}{2}} \frac{\left[V_{R_{L}}^{(n)}(t)\right]^{2}}{R_{L}} d t \tag{5.48}
\end{equation*}
$$

where $T=2 \pi / \omega$ is the cycle of the excitation.

### 5.3 Validation and discussion

An electret-based microgenerator with the parameters shown in Table 5.2 is utilized to validate the proposed analytical model developed in Section 5.2. The device consists of two conductive plates separated by various values of air gap $g$ as shown in Table 5.2. The out-of-plan length of the two plates is 10 mm . Each plate is etched and patterned with twenty $0.5-\mathrm{mm}$ wide electrodes, resulting in an active overlapping area $A_{0}=100 \mathrm{~mm}^{2}$. A $20 \mu \mathrm{~m}$ thick electret made from Teflon PTFE with dielectric constant $\varepsilon=2.1$ is corona-charged to obtain a surface potential of -100 V and attached to one plate. Sinusoidal vibrations with amplitudes equal to 1 and 1.5 mm , corresponding to $k=2$ and $k=3$, respectively, are applied to create relative motion between the two plates for electric power generation. The analytical results of the considered microgenerator are then calculated and compared with the numerical simulation results obtained from the finite element modeling (FEM) and numerical
methods presented in (Boisseau et al. 2010). The lumped parasitic capacitance $C_{p}$ can be determined either by measuring the intrinsic capacitance of the energy harvesting system or fitting the numerical results of time average power. In this section, we employ the latter approach to obtain $C_{p}$ as shown in Table 5.3. The values of the minimum and maximum capacitances, $C_{\min }$ and $C_{\max }$, used in the simulation are also summarized in Table 5.3.

Figure 5.7 shows the calculated time-average output power generated from the microgenerator using the proposed analytical model and the numerical simulation. In general, the analytical results are in good agreements with the numerical simulation, particularly, the ability to accurately predict the effective power peak generated from the microgenerator. The discrepancy between the analytical model and numerical simulation is mainly due to the approximation made in (5.5). At a small value of air gap, for example $g=100 \mu \mathrm{~m}$ as shown in Figure 5.7a and 5.7d, the analytical model can accurately predict the output power at low values of load resistance, while notable errors can be observed at larger values of $R_{L}$. This is consistent with the assumption of small $R_{L} C_{0}$ made in (5.14). As the air gap increases, the stray capacitances induced by fringing fields become more significant compared with the maximum overlapping capacitances. Since the developed analytical model does include the effect of parasitic capacitances presented in Section 5.2, the analytical results at higher $C_{p}$ provide a more accurate prediction of the power peaks and the optimal load resistances as shown in Figure 5.7b - 5.7f. In practice, the parasitic capacitances induced by external

Table 5.3. Lumped capacitances used in the analytical calculation and FEM capacitances used in the numerical simulation under different air gap distances and $k$, units are in $\mu \mathrm{m}$ for air gap $g$ and pF for capacitances.

| $g$ | $C_{\min }$ | $C_{\max }$ | $C_{p}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | $k=2$ | $k=3$ |
| 100 | 1.92 | 8.58 | 3.0 | 0.2 |
| 150 | 1.89 | 6.02 | 3.15 | 1.8 |
| 200 | 1.87 | 4.70 | 3.5 | 2.7 |



Figure 5.7. Output powers generated from the microgenerator using the analytical model are in good agreement with the simulation under various excitation amplitudes and air gap distances. The left figures are for $k=2$, while the right ones are for $k=3$. The air gap values from top row to bottom row are respectively 100,150 and $200 \mu \mathrm{~m}$.


Figure 5.8. The calculated output voltage using the analytical model shows an adequate fit to the numerical simulation under two different excitation eamplitudes, (a) $k=2$ and (b) $k=3$, with the same load resistance $R_{L}=100 \mathrm{M} \Omega$ and the same air gap distance $g=200 \mu \mathrm{~m}$. The discrepancy is due to the approximation from sinusoidal functions to parabolic functions and the linearization presented in Section 5.1.
harvesting circuitry and the microgenerator itself are often in the order to 10 pF , while the capacitances of microgenerators are only a few pF (Bartsch et al. 2009, Chen \& Suzuki 2013). The analytical model is, therefore, capable of predicting the effective power generated from practical electret-based microgenerators.

The estimated output voltage obtained for the given microgenerator is also evaluated. The results in Figure 5.8 shows an adequate fit between the analytical model and the numerical simulation. The difference between the two signal shapes is, again, due to the approximation and the linearization made in Section 5.1. Another discrepancy is the sharp peaks of the output voltage at each time instance compared with the rounded curve of the numerical simulation. This mismatch is due to the nondifferentiation of the theoretical overlapping area $A(t)$ at each time instance $t_{j}$ in the analytical model as highlighted by the black circles shown in Figure 5.9. Nevertheless, the analytical model can provide a good prediction of the output voltage with reasonable accuracy.


Figure 5.9. The non-differentitation of theoretical overlapping area highlighted in circles attributes to the discrepancy of sharp peaks in the analytical model comparing with smooth curve in the numerical simulation.

### 5.4 Conclusions

The generalized model presented in this chapter is more complicated than the simple case of small sinusoidal vibrations formulated in Chapter 4 due to the multi-electrode crossing effect. Hence, the instantaneous overlapping area cannot be described using a single function, but a piecewise function consist of several subfunctions. A similar modeling technique is then applied to different time intervals where the instantaneous overlapping area is represented by a single continuous function. Within these time intervals, the microgenerator can be modeled as a sawtooth voltage source in series with an equivalent resistance. There is a special time interval in which the microgenerator can be considered as a current source. Nonetheless, the significance of the analytical model is the in-depth insights into the operating mechanism and trade-off involved when designing an electret-based microgenerator.

## Chapter 6

## Conclusions and future works

### 6.1 Conclusions

This thesis has presented a novel approach to analytically model electret-based microgenerators under a sinusoidal translation - a practical excitation which is very close to ambient vibrations. The goal is to provide an understanding and insight into the operating mechanism and optimize the performance of these small-scale structures. There are two major contributions in this research.

First, the electrodynamics of electret-based microgenerators under the case of small sinusoidal excitations in which the vibration amplitude is smaller or equal to the width of an electrode. The modeling result shows that an electret-based microgenerator can be considered as a resistor in series with a sawtooth voltage source. The effect of parasitic capacitances induced by external harvesting circuitry and the microgenerator itself is then integrated into the model to obtain an accurate prediction of the output voltage and power. The analytical model is validated using a simulation which combines FEM and numerical methods published in the literature and shows a good agreement. In addition, the proposed model is then utilized and combined with the limitation of material properties, and voltage breakdown effect to optimize the power harvested at the output.

Second, the proposed model is then extended further and generalized to predict the electrodynamic behavior of electret-based microgenerators for an arbitrary sinusoidal vibration in which multiple electrode crossing might occur. A similar modeling approach to the previously developed model is then applied to model the microgenerator in different time intervals where the instantaneous overlapping area is a
continuous function. Within these time intervals, the electrodynamics of a microgenerator changes from a regular to a reverse sawtooth voltage source in series with an equivalent internal resistance or to a pure current source.

The research, however, has not presented an application of the generalized model. In addition, a fully functional microgenerator has yet been demonstrated. These are included in the future works.

### 6.2 Future works

Given these important understandings, the future works will focus on further optimizations, and hardware fabrications and integrations. These intended works are summarized as follows.

The first one is the optimization of ratio $k$ which is the ratio between the excitation amplitude and the electrode width of a microgenerator. In the other words, given a fixed overlapping area and vibration amplitude, the idea is to determine the optimal number of electrodes to obtain the highest output power. One of the reasons for this work is the observation of the proportion of ratio $k$ to the output power in the theoretical model for the case of a small sinusoidal excitation presented in Chapter 4. This means that as the number of electrodes increases, the theoretical output power might also increase. However, that also leads to an increase of stray capacitances induced by fringing fields at the edges of those electrodes. Hence, it is essential to find the optimal $k$ that balances these effects.

The second work will focus more on hardware fabrications and experiments. The aim is to develop a liquid-based microgenerator employing the effect of the liquid sloshing phenomenon as presented in Appendix B. The reason is that the proposed concept can operate at very low-frequency excitations (2-5 Hz) (Choi et al. 2011) and provide a usable output voltage. The challenge is, however, the balance between the stability of charge retained in the electret and the amount of energy harvested at
the output. As reported by Wu et al. (2010), without coating an insulation layer on the bottom plate of a liquid-based microgenerator, the surface potential of the electret used exacerbates quickly, and consequently, shortens the operating lifetime. One of the solutions to overcome this problem is to introduce a 5-mm layer of parylene-C on the top surface of the bottom plate to prevent the charge decaying. The trade-off if using this solution is the reduction of system capacitance, resulting in a tiny power generated at the output. Thus, the question is to find a solution that maintaining the charges trapped inside the electret, while minimizing the impact to the output power.
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## Appendix

B

## A liquid sloshing electret-based microgenerator

This chapter presents the design of an electret-based microgenerator employing a conductive liquid to vary the system capacitance for power generation. Matlab

Simulink is employed to numerically simulate the performance of the microgenerator. The last part of the chapter outlines the fabrication of a prototype and a preliminary experiment result.

## B. 1 Concept

of
the
microgenerator

The microgenerator proposed in this work is similar to the one presented in (Choi et al. 2011), except electret is used to initiate the power generation. The proposed microgenerator consists of two conductive plates with electret embedded onto one plate. The gap between the two plate is partially filled with a conductive liquid such as mercury or gallium or salt water (also known as sodium chloride). Figure B.1a illustrates the simplest design of the microgenerator in a planar configuration, which can operate efficiently under translational excitations or rotations along the out-of-plane axis.

The principle of the microgenerator operation is based on the sloshing phenomenon of the conductive liquid used, which acts as a flexible-shape electrode. At the initial state shown in Figure B.1a, the capacitance of the microgenerator is very low due to the presence of the air gap between the top plate and the conductive liquid,


Figure B.1. The electret-based microgenerator proposed employs the sloshing phenominon of a conductive liquid to vary the system capacitance for power generation, (a) stationary condition, and the sloshing conditions, including (b) non-contact and (c) in contact with the electret.

$$
\begin{gather*}
\text { presented as } \\
C_{\text {init }}=\frac{\varepsilon \varepsilon_{0} A_{0}}{d_{e}+\varepsilon d_{a}} \tag{B.1}
\end{gather*}
$$

where $A_{0}$ is the overlapping area between the two conductive plates, $d_{e}$ is the thickness of the electret, $d_{a}$ is the initial air gap, $\varepsilon$ is the dielectric constant and $\varepsilon_{0}$ is the permittivity of free space.

Under a translational excitation or a rotation along the out-of-plane axis, the liquid sloshes back and forth as illustrated in Figure B.1b. As the liquid is in contact with the electret attached to the top plate as shown in Figure B.1c, the capacitance of the microgenerator becomes

$$
\begin{equation*}
C_{\text {contact }}=\frac{\varepsilon \varepsilon_{0}\left(A_{0}-A_{\text {contact }}\right)}{d_{e}+\varepsilon\left(d_{a}+d_{l}\right)}+\frac{\varepsilon \varepsilon_{0} A_{\text {contact }}}{d_{e}}, \tag{B.2}
\end{equation*}
$$

where $A_{\text {contact }}$ is the contact area between the conductive liquid and electret and $d_{l}$ is
the thickness or height of the liquid at stationary condition.
One simple way to estimate the performance of the microgenerator is to consider the capacitance ratio between the initial and excited states. For simplicity, the electret thickness, $d_{e}$, is assumed to be very small compared with the initial air gap, $d_{a}$, and the liquid height, $d_{l}$. Given these assumptions, the capacitance ratio $\lambda$ can, therefore, be expressed and simplified to

$$
\begin{equation*}
\lambda=\frac{C_{\text {contact }}}{C_{\text {init }}} \approx \frac{\varepsilon \varepsilon_{0} A_{\text {contact }}}{d_{e}} \cdot \frac{d_{a}}{\varepsilon_{0} A_{0}} \approx \frac{A_{\text {contact }}}{A_{0}} \frac{\varepsilon d_{a}}{d_{e}} . \tag{B.3}
\end{equation*}
$$

While the ratio between $A_{\text {contact }}$ and $A_{0}$ mostly depends on the excitation acceleration and the viscosity of the liquid used, the capacitance ratio, $\lambda$, can be increased further by designing a very small $d_{e}$ compared with $d_{a}$. As reported in (Choi et al. 2011), under a 2.5 cm peak-to-peak acceleration at 5 Hz , a $1-\mathrm{cm}^{3}$ prototype with $d_{e}=1 \mu \mathrm{~m}$ resulted in $\lambda=2000$, leading to a very high voltage potentially generated at the output.

The key point to achieve the potential capacitance change as reported is to ensure that the conductive liquid can be in contact with the electret. Without this condition, the capacitance variation is very small, resulting in a tiny power generated at the output. Hence, the microgenerator needs to be designed in such a way that allows the repeated occurrence of this event.

To gain more insights into the microgenerator performance, a combination of finite element modeling and numerical method is carried out in the following section to simulate the electrodynamics for output voltage and power prediction.

## B. 2 Simulation

The simulation described in this section is very similar to the one presented in Subsection 3.2.3. The principle of this simulation is to employ a finite element solver
to calculate the capacitance of the microgenerator at various values of displacement. The computed capacitance is then substituted into equation (3.11) to solve for the charge $Q(t)$ induced in the microgenerator electrode. Thus, the only change of this current simulation compared with the one presented in Subsection 3.2.3 is the capacitance computation due to the difference of the microgenerator geometry.

In general, Computational Fluid Dynamic (CFD) is the desirable tool to investigate the sloshing phenomenon of the liquid used. The resulting geometry of the free surface or the interface between the liquid and air is then entered into electrostatics finite element solver to calculate the capacitance of the microgenerator. Although the whole process can provide more accurate results, the utilization of CFD is complicated and requires extensive modeling and computation. Hence, to ease the analysis, the motion of the liquid is simplified to rigid-body motions (Munson et al. 2012, Section 2.12), in which the free surface is a straight line as illustrated in Figure B.1b. In addition, the effect of the collision when the liquid hits the electret on top is also ignored. In such situation, the slope of the free surface can be calculated as

$$
\begin{equation*}
\tan \alpha=-\frac{a_{x}}{g+a_{y}} \tag{B.4}
\end{equation*}
$$

where $a_{x}, a_{y}$ are respectively the external accelerations applying on the x and y direction, $g$ is the gravitational acceleration and $\alpha$ is the angle formed by the free surface and the horizontal axis. The minus sign indicates that the major mass of the liquid moves to the opposite direction of the input acceleration. In case of a pure horizontal translation excitation, there is no acceleration occur in the vertical direction, hence, $a_{y}=0$.

Given the slope of the free surface, the angle at which the free surface starts to be in contact with the electret, $\alpha_{\text {contact }}$, is an interest. Depending on the amount of the liquid filled in the microgenerator as illustrated in Figure B.2, the expression of

(a)

(b)

Figure B.2. Illustration of different scenarios where the liquid is filled with (a) less than half of the container, and (b) more than or equal to half of the container.
$\alpha_{\text {contact }}$ in term of the microgenerator's dimensions is different. In general, the expression of $\alpha_{\text {contact }}$ can be expressed as

$$
\tan \left(\alpha_{\text {contact }}\right)=\left\{\begin{array}{lll}
\frac{d_{a}+\min \left(d_{a}, d_{l}\right)}{l_{0}} & \text { if } & d_{a} \leq d_{l}  \tag{B.5}\\
\frac{\left(d_{a}+d_{l}\right)^{2}}{2 d_{l} l_{0}} & \text { if } & d_{a}>d_{l}
\end{array}\right.
$$

where $l_{0}$ is the length of the microgeneration in the horizontal direction.
Given results in (B.4) and (B.5), the minimum acceleration required to enable the occurrence of the contacting state between the liquid and the electret is expressed as

$$
\begin{equation*}
a_{x-\text { contact }}=-g \tan \left(\alpha_{\text {contact }}\right) . \tag{B.6}
\end{equation*}
$$

To achieve a high variation of system capacitance or ensure the occurrence of the contacting state, at some time instance, the input acceleration must be greater than $a_{x-\text { contact. }}$ In case of a sinusoidal excitation $x=X \sin \omega t$, the required condition becomes

$$
\begin{align*}
& \max \left(\left|a_{x}\right|\right)>\left|a_{x-\text { contact }}\right| \\
& \Longrightarrow \omega^{2} X>g \tan \left(\alpha_{\text {contact }}\right) . \tag{B.7}
\end{align*}
$$

Hence, it is essential to appropriately design the microgenerator to meet the


Figure B.3. FEM capacitances of the liquid based microgenerator under a $2.5-\mathrm{cm}$ peak-to-peak vibration at 5 Hz with a 1 and $10 \mu \mathrm{~m}$ thick electrets made from Teflon PTFE.
required condition derived in (B.7) in order to enable the contacting state between the conductive liquid and the electret to obtain a high ratio of capacitance change, so that a higher performance can be achieved.

Given the considered assumptions, the simulation is undertaken on a $1-\mathrm{cm}^{3}$ microgenerator half-filled with a conductive liquid. Thin film electrets with different
thicknesses are glued to one plate of the microgenerator and corona-charged to obtain a surface potential of -100 V . The microgenerator is then undergone a $2.5-\mathrm{cm}$ peak-to-peak translation excitation at 5 Hz . In this case, the maximum acceleration of the external vibration is $12.3 \mathrm{~m} / \mathrm{s}^{2}$, while the minimum acceleration required to enable the contacting state is $9.81 \mathrm{~m} / \mathrm{s}^{2}$. Hence, the condition given in (B.7) is satisfied.

The simulation procedure is similar to the one in 3.2.3. The geometry of the microgenerator at different angle $\alpha$ is generated in a finite element solver to compute the capacitances between the two plates. At each value of $\alpha$, the FEM capacitance is recorded and plotted in Figure B. 3 as a function of translational displacement $x$. The conversion from $\alpha$ to $x$ is done by employing the relation given in (B.4) combined with

$$
\begin{equation*}
a_{x}=-\omega^{2} x . \tag{B.8}
\end{equation*}
$$

Figure B. 3 shows the capacitances when using two different electret thicknesses, 1 and $10 \mu \mathrm{~m}$ obtained from the FEM solver. At a displacement less than 1 cm , the liquid is not in contact with the electret, and hence, the capacitance variation is almost flat. However, when the displacement is larger than 1 cm , the contact between the liquid and electret is observed, resulting in a very large capacitance change. The ratio between the maximum and minimum capacitances of the $1 \mu \mathrm{~m}$ PTFE film is 1130, which is reasonable with the result reported by (Choi et al. 2011). The difference between the FEM value and the measurement result reported in (Choi et al. 2011) is due to the difference of materials used. If a material with a higher dielectric is used, for example when $\varepsilon=7$, a ratio of up to 3000 can be obtained. Although a thin electret film is desirable to achieve a higher power generated, it complicates the fabrication processes, especially for a quick prototype. A too thin film also has a potential of reliability for a long term operation due to wearing. However, as the thickness of the electret increases, the maximum capacitance is decreased, while the minimum capacitance is unchanged as shown in Figure B.3. As a result, a small ratio of capacitances is observed, leading to a reduction of power generated at the output. Hence, the choice of electret thickness needs to balance all of these concerns, power and reliability. Another important note is the irregular shape of the capacitance, which cannot be approximated using a sinusoidal function as the one presented in Subsection 3.2.3. The simulation is, therefore, carried out by using linear interpolation to represent the value of FEM capacitances.

The simulation is implemented into Matlab Simulink as shown in Figure B. 4 to solve for the output voltage across the external load $R_{L}$. A sub program is also included in the simulation to determine when the system reaches steady state. The obtaining output voltage is then used to compute the root-mean-square (RMS) voltage $V_{\text {rms }}$. Finally, the time average power is calculated following the same formula given in

Figure B. 5 shows the result of time average power under a 2.5 cm peak-to-peak


Simulate a liquid-based device proposed by Choi et al. (2010)
Figure B.4. The Matlab Simulink-based model of the liquid-sloshing microgenerator with 100 V per-charged electret under 2.5 cm peak-to-peak vibration at 5 Hz .


Figure B.5. Time average output power of the liquid microgenerator with $1-\mu \mathrm{m}$ thick PTFE electret with and without the effect of parasitic capacitances induced by external harevsting circuitry.
translational excitation at 5 Hz . Owing to the high capacitance ratio, the liquid-based microgenerator can generate more than $200 \mu \mathrm{~W}$. However, as a 5 pF lumped parasitic capacitance is added to simulate the effect induced by external harvesting circuitry, the power is reduced to $168 \mu \mathrm{~W}$; nonetheless, this amount of power generated is still sufficient to power microelectronic devices. The output voltage is also analyzed and shown in Figure B.6a. The shape of the output voltage is similar to a sawtooth signal presented in Chapter 4. The hypothesis for this signal shape is the parabolic-like capacitance variation of the microgenerator in the time domain as shown in Figure B.6b, and hence, the output signal can be approximated as a sawtooth shape following the formulation presented in Chapter 4. The horizontal line with zero volt represents the non-contact


Figure B.6. (a) Output voltage of the liquid-based microgenerator with 5 pF parasitic capacitance at $R_{L}=10 \mathrm{M} \Omega$, and (b) FEM capacitance variation in the time domain is similar to a parabolic wave, leading to a similar output voltage signal presented in Chapter 4.
period in which the capacitance variation is tiny.
Given the simulated resutls in this section, the liquid-based microgenerator is capable of producing adequate amount of energy to power microelectronic devices.

The following section will outline the fabrication to prototype a liquid-based microgenerator.

## B. 3 Fabrication

and
experiment

This section presents the fabrications of electrets and the liquid-based microgenerator proposed in Appendix B. 1 and a preliminary testing result. The section starts with the setup of a corona-discharge station to form electret. The fabrication and assembly of the liquid-based microgenerator is then followed. The final part is the preliminary testing result and a discussion.

## B.3.1 Fabrication

For a quick prototype, a $100 \mu \mathrm{~m}$ thick adhesive PTFE tape (3M PTFE Skived Film Tape 5480) is utilized as the dielectric material to form electret. The fabrication process of the prototype is as follows: First, the PTFE adhesive tape is bonded on a


Figure B.7. A prototype of the liquid-based microgenerator, (a) a PMDS housing is bonded with a copper substrate, and (b) the completed assembly of the prototype.

1-by- $1 \mathrm{~cm}^{2}$ copper substrate. The sample is then corona-charged with the grid voltage of -1 kV . As reported in (Wu et al. 2010), it is necessary to coat the electret with an insulation layer to prevent the retained charges from exacerbating. In this study, PDMS is employed to spin-coat the electret using a rotation speed of 500 rpm for 2 minutes. Second, a PDMS housing is casted and bonded with another prepare substrate as shown in Figure B.7a. A liquid consists of 25 percent sodium chloride mass is then half-filled the cavity. Finally, the substrate with the PDMS-coated electret is bonded with the housing to obtain the encapsulated structure shown in

Figure B.7b.

Due to the limited resources available at the university facility, a few parameters of the prototype cannot be determined. The first one is the surface potential of the fabricated electret. Hence, it is assumed to be equal to the gird voltage supplied. The second one is the thickness of the PDMS coated to protect the electret tape. This very thin layer does affect to the performance of the prototype. As a result, future work will need to employ an electrostatic volt meter and a profiler to obtain precise values of these parameters to be able to compare the experimental results with the simulation presented in Appendix B.2.


Figure B.8. The liquid-based prototype using Gallium as the conductive liquid can generate up to 1.6 V peak-to-peak voltage when being hand-shaken.

## B.3.2 Experiment

As analyzed in Appendix B.2, a small increase of the electret thickness or the insulation layer coated leads to a significant reduction of the output voltage and power. Hence, a $100 \mu \mathrm{~m}$ thick PTFE tape combined with a PDMS layer coated in this
experiment is expected to result in a very low performance. Nevertheless, this prototype is to demonstrate the proof-of-concept of this liquid-based microgenerator. The prototype is tested using a non-standard method by using hand-shaking as the external excitation. For the sodium chloride liquid, the open circuit voltage is barely observable through a $20-\mathrm{M} \Omega$ oscilloscope. The reason is due to the large thickness of the electret and protective layer used. Hence, another prototype using Gallium as the conductive liquid is made and tested under the same condition without the protective layer. The open circuit voltage result shown in Figure B. 8 demonstrates
that the prototype can generate up to 1.6 V peak-to-peak.
The signal shape shown in Figure B. 8 is different from the simulation results shown in Figure B.6a. The discrepancy is mainly caused by the assumption of rigid-body motion of the liquid. Hence, a refiner model taking the effect of liquid sloshing should be developed to provide a better prediction.

## Appendix

# Detailed solutions of differential equations presented in Chapter 

To employ the integrating factor to solve equation (5.10), we define a the function

$$
M_{1}(t) \text { such that }
$$

$$
\begin{align*}
M_{1}(t) & =\int \frac{d t}{4 k R_{L} C_{0}\left[\frac{\omega t}{\pi}\left(1-\frac{\omega t}{\pi}\right)-\frac{m}{2 k}\right]} \\
& =\frac{1}{2 k R_{L} C_{0}} \int \frac{d t}{\frac{-2 \omega^{2}}{\pi^{2}} t^{2}+\frac{2 \omega}{\pi} t-\frac{m}{k}} \\
& =\frac{1}{2 k R_{L} C_{0}} \frac{\pi}{2 \omega \sqrt{1-\frac{2 m}{k}}} \ln \left|\frac{\frac{-2 \omega^{2}}{\pi^{2}} t+\frac{\omega}{\pi}-\frac{\omega}{\pi} \sqrt{1-\frac{2 m}{k}}}{\frac{-2 \omega^{2}}{\pi^{2}} t+\frac{\omega}{\pi}+\frac{\omega}{\pi} \sqrt{1-\frac{2 m}{k}}}\right| \\
& =\frac{\pi}{4 k \omega R_{L} C_{0} \sqrt{1-\frac{2 m}{k}}} \ln \left[\frac{\frac{2 \omega t}{\pi}-\left(1-\sqrt{1-\frac{2 m}{k}}\right)}{\left(1+\sqrt{1-\frac{2 m}{k}}\right)-\frac{2 \omega t}{\pi}}\right] \\
& =\gamma_{2 m} \ln \left(\frac{t-t_{2 m}}{t_{2 k+1-2 m}-t}\right), \tag{C.1}
\end{align*}
$$

where $\gamma_{j}$ is given in (5.12).

The integrating factor can be calculated using the result of $M_{1}(t)$ and presented as

$$
\begin{equation*}
\exp \left[M_{1}(t)\right]=\left(\frac{t-t_{2 m}}{t_{2 k+1-2 m}-t}\right)^{\gamma_{2} m} \tag{C.2}
\end{equation*}
$$

The solution of equation (5.10) can, therefore, be given by

$$
\begin{align*}
Q_{1}(t)= & \beta_{1} \exp \left[-M_{1}(t)\right]-\frac{V_{0}}{R_{L}} \exp \left[-M_{1}(t)\right] \int_{t_{2 m}}^{t-t_{2 m}} \exp \left[M_{1}(t)\right] d t \\
= & \beta_{1}\left(\frac{t_{2 k+1-2 m}-t}{t-t_{2 m}}\right)^{\gamma_{2 m}}-\frac{V_{0}}{R_{L}}\left(\frac{t_{2 k+1-2 m}-t}{t-t_{2 m}}\right)^{\gamma_{2 m}} \times \\
& \underbrace{\int_{t_{2 m}}^{t-t_{2 m}}\left(\frac{t-t_{2 m}}{t_{2 k+1-2 m}-t}\right)^{\gamma_{2 m}} d t}_{N_{1}(t)} . \tag{C.3}
\end{align*}
$$

It is worthy to note that the interval of the integral given in $N_{1}(t)$ is chosen in this case for the time interval $\left[t_{2 m}, t_{2 m+1}\right]$. Similar approach can be carried out for the interval $\left[t_{2 k-2 m}, t_{2 k+1-2 m}\right]$ by replacing the time instance $t_{2 m}$ by $t_{2 k-2 m}$ in the interval of the interval $N_{1}(t)$.
$N_{1}(t)$ has to be rewritten in such a form which can be calculated using the result (3.194-1) in (Gradshteyn \& Ryzhik 2014). Let $z=t-t_{2 m}$, the representation of the integral $N_{1}(t)$ in this case is

$$
\begin{align*}
N_{1}(t) & =\int_{t_{2 m}}^{t-t_{2 m}}\left(\frac{z}{t_{2 k+1-2 m}-t_{2 m}-z}\right)^{\gamma_{2 m}} d z \\
& =\left(t_{2 k+1-2 m}-t_{2 m}\right)^{-\gamma_{2 m}} \int_{0}^{z}\left(\frac{z}{1-\frac{z}{t_{2 k+1-2 m}-t_{2 m}}}\right)^{\gamma_{2 m}} d z \\
= & \frac{z^{\gamma_{2 m}+1}}{\left(\gamma_{2 m}+1\right)\left(t_{2 k+1-2 m}-t_{2 m}\right)^{\gamma_{2 m}} \times} \\
& { }_{2} F_{1}\left(\gamma_{2 m}, \gamma_{2 m}+1 ; \gamma_{2 m}+2 ; \frac{z}{t_{2 k+1-2 m}-t_{2 m}}\right) . \tag{C.4}
\end{align*}
$$

$N_{1}(t)$ can be simplified by applying the Euler's transformation of hypergeometric

## functions (Temme 2011) to present as

$$
\begin{align*}
N_{1}(t) & =\frac{z^{\gamma_{2 m}+1}}{\left(\gamma_{2 m}+1\right)\left(t_{2 k+1-2 m}-t_{2 m}\right)^{\gamma_{2 m}}}\left(1-\frac{z}{t_{2 k+1-2 m}-t_{2 m}}\right)^{1-\gamma_{2 m}} \times \\
& =\frac{z^{\gamma_{2 m}+1}\left(t_{2 k+1-2 m}-t_{2 m}-z\right)^{1-\gamma_{2 m}}}{\left(\gamma_{2 m}+1\right)\left(t_{2 k+1-2 m}-t_{2 m}\right)}{ }_{2} F_{1}\left(1,2 ; \gamma_{2 m}+2 ; \frac{z}{t_{2 k+1-2 m}-t_{2 m}}\right) \\
& =\frac{\left(t-t_{2 m}\right)^{\gamma_{2 m}+1}\left(t_{2 k+1-2 m}-t\right)^{1-\gamma_{2 m}}}{\left(\gamma_{2 m}+1\right)\left(t_{2 k+1-2 m}-t_{2 m}\right)}{ }_{2} F_{1}\left(1,2 ; \gamma_{2 m}+2 ; \frac{t-t_{2 m}}{t_{2 k+1-2 m}-t_{2 m}}\right) .
\end{align*}
$$

Given the expression of $N_{1}(t)$, the solution $Q_{1}(t)$ can be expressed as

$$
\begin{align*}
Q_{1}(t)= & \beta_{1}\left(\frac{t_{2 k+1-2 m}-t}{t-t_{2 m}}\right)^{\gamma_{2 m}}-\frac{V_{0}\left(t-t_{2 m}\right)\left(t_{2 k+1-2 m}-t\right)}{R_{L}\left(1+\gamma_{2 m}\right)\left(t_{2 k+1-2 m}-t_{2 m}\right)} \times \\
& { }_{2} \mathrm{~F}_{1}\left(1,2 ; 2+\gamma_{2 m} ; \frac{t-t_{2 m}}{t_{2 k+1-2 m}-t_{2 m}}\right) \tag{5.11}
\end{align*}
$$

## C. 2 Solution

A similar approach as the one presented in Appendix C. 1 is employed to solve equation (5.21). A function $M_{2}(t)$ is defined such that

$$
\begin{align*}
M_{21}(t)= & =\int \frac{d t}{2 k R_{L} C_{0}\left(\frac{2 \omega^{2}}{\pi^{2}} t^{2}-\frac{2 \omega}{\pi} t+\frac{m+1}{k}\right)} \\
& =\frac{\pi}{4 k \omega R_{L} C_{0} \sqrt{1-\frac{2 m+2}{k}}} \ln \left|\frac{\frac{2 \omega^{2}}{\pi^{2}} t-\frac{\omega}{\pi}-\frac{\omega}{\pi} \sqrt{1-\frac{2 m+2}{k}}}{\frac{2 \omega^{2}}{\pi^{2}} t-\frac{\omega}{\pi}+\frac{\omega}{\pi} \sqrt{1-\frac{2 m+2}{k}}}\right| \\
& =\gamma_{2 m+2} \ln \left(\frac{t-t_{2 k-2 m-1}}{t-t_{2 m+2}}\right) . \tag{C.6}
\end{align*}
$$

The integrating factor is calculated using the result of the function $M_{2}(t)$ and
expressed as

$$
\begin{equation*}
\exp \left[M_{21}(t)\right]=\left(\frac{t-t_{2 k-2 m-1}}{t-t_{2 m+2}}\right)^{\gamma_{2 m+2}} \tag{C.7}
\end{equation*}
$$

The induced charge $Q_{21}(t)$ of equation (5.21) can, therefore, be written as

$$
\begin{align*}
Q_{21}(t)= & \beta_{21} \exp \left[-M_{21}(t)\right]-\frac{V_{0}}{R_{L}} \exp \left[-M_{21}(t)\right] \int_{t_{2 k-2 m-1}}^{t-t_{2 k-2 m-1}} \exp \left[M_{2}(t)\right] d t \\
= & \beta_{21}\left(\frac{t-t_{2 m+2}}{t-t_{2 k-2 m-1}}\right)^{\gamma_{2 m+2}}-\frac{V_{0}}{R_{L}}\left(\frac{t-t_{2 m+2}}{t-t_{2 k-2 m-1}}\right)^{\gamma_{2 m+2}} \times \\
& \underbrace{\int_{t_{2 k-2 m-1}}^{t-t_{2 k-2 m-1}\left(\frac{t-t_{2 k-2 m-1}}{t-t_{2 m+2}}\right)^{\gamma_{2 m+2}} d t} .}_{N_{21}(t)} . \tag{C.8}
\end{align*}
$$

$N_{21}(t)$ is then rearranged as

$$
\begin{align*}
N_{21}(t) & =\int_{t_{2 k-2 m-1}}^{t-t_{2 k-2 m-1}}\left(\frac{t-t_{2 k-2 m-1}}{t-t_{2 m+2}}\right)^{\gamma_{2 m+2}} d t \\
& =\int_{t_{2 k-2 m-1}}^{t-t_{2 k-2 m-1}}\left[\frac{t-t_{2 k-2 m-1}}{\left(t_{2 k-2 m-1}-t_{2 m+2}\right)+\left(t-t_{2 k-2 m-1}\right)}\right]^{\gamma_{2 m+2}} d t \\
& =\left(t_{2 k-2 m-1}-t_{2 m+2}\right)^{-\gamma_{2 m+2}} \int_{t_{2 k-2 m-1}}^{t-t_{2 k-2 m-1}}\left(\frac{z_{2}}{1+\frac{z_{2}}{t_{2 k-2 m-1}-t_{2 m+2}}}\right)^{\gamma_{2 m+2}} d z_{2} \tag{C.9}
\end{align*}
$$

$$
\text { where } z_{2}=t-t_{2 k-2 m-1} .
$$

Applying the result (3.194-1) in (Gradshteyn \& Ryzhik 2014) gives

$$
\begin{align*}
N_{21}(t)= & \frac{z_{2}^{\gamma_{2 m+2}+1}}{\left(1+\gamma_{2 m+2}\right)\left(t_{2 k-2 m-1}-t_{2 m+2}\right)^{\gamma_{2 m+2}}} \times \\
& { }_{2} F_{1}\left(\gamma_{2 m+2}, \gamma_{2 m+2}+1 ; \gamma_{2 m+2}+2 ; \frac{-z_{2}}{t_{2 k-2 m-1}-t_{2 m+2}}\right) . \tag{C.10}
\end{align*}
$$

Applying Euler's transform gives

$$
\begin{align*}
& N_{21}(t)= \frac{\left(t-t_{2 k-2 m-1}\right)\left(t-t_{2 m+2}\right)}{\left(1+\gamma_{2 m+2}\right)\left(t_{2 k-2 m-1}-t_{2 m+2}\right)}\left(\frac{t-t_{2 k-2 m-1}}{t-t_{2 m+2}}\right)^{\gamma_{2 m+2}} \times \\
&{ }_{2} F_{1}\left(1,2 ; 2+\gamma_{2 m+2} ; \frac{t_{2 k-2 m-1}-t}{t_{2 k-2 m-1}-t_{2 m+2}}\right) . \tag{C.11}
\end{align*}
$$

Therefore, the solution $Q_{21}(t)$ can be obtained as

$$
\begin{align*}
Q_{21}(t)= & \beta_{21}\left(\frac{\frac{2 \omega t}{\pi}-\alpha_{2 m+2}}{\frac{2 \omega t}{\pi}-\alpha_{2 k-2 m-1}}\right)^{\gamma_{2 m+2}}-\frac{V_{0}\left(t-t_{2 k-2 m-1}\right)\left(t-t_{2 m+2}\right)}{R_{L}\left(1+\gamma_{2 m+2}\right)\left(t_{2 k-2 m-1}-t_{2 m+2}\right)} \times \\
& { }_{2} F_{1}\left(1,2 ; 2+\gamma_{2 m+2} ; \frac{t_{2 k-2 m-1}-t}{t_{2 k-2 m-1}-t_{2 m+2}}\right) . \tag{5.22}
\end{align*}
$$

## C. 3 Solution

The integrating factor of equation (5.32) can be calculated as

$$
\begin{equation*}
M_{22}(t)=\int \frac{d t}{k R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)^{2}}=\frac{\pi}{2 k \omega R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)} . \tag{С.12}
\end{equation*}
$$

Hence, the solution of equation (5.32) is given by

$$
\begin{equation*}
Q_{22}(t)=\beta_{22} e^{\frac{-\pi}{2 k \omega R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)}}-\frac{V_{0}}{R_{L}} e^{\frac{-\pi}{2 k \omega R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)}} \underbrace{\int e^{\frac{\pi}{2 k \omega R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)} d t} . . . . . ~ . ~}_{N_{22}(t)} \tag{C.13}
\end{equation*}
$$

To obtain the solution, $N_{22}(t)$ must be determined. To achieve that, let

$$
\begin{align*}
z_{22} & =\frac{\pi}{2 k \omega R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)} \\
\rightarrow t & =\frac{\pi}{2 \omega}\left(1-\frac{\pi}{2 k \omega R_{L} C_{0} z_{22}}\right)  \tag{C.14}\\
\rightarrow d t & =\frac{\pi^{2}}{4 k \omega^{2} R_{L} C_{0} z_{22}^{2}} d z_{22}
\end{align*}
$$

$N_{22}(t)$ can be rewritten as

$$
\begin{equation*}
N_{22}(t)=\frac{\pi^{2}}{4 k \omega^{2} R_{L} C_{0}} \int \frac{e^{z_{22}}}{z_{22}^{2}} d z_{22} \tag{C.15}
\end{equation*}
$$

According to (Gradshteyn \& Ryzhik 2014, result 2.325-2), $N_{22}(t)$ can be expressed as

$$
\begin{align*}
N_{22}(t) & =\frac{\pi^{2}}{4 k \omega^{2} R_{L} C_{0}}\left[\operatorname{Ei}\left(z_{22}\right)-\frac{e^{z_{22}}}{z_{22}}\right] \\
& =\frac{\pi^{2}}{4 k \omega^{2} R_{L} C_{0}} \operatorname{Ei}\left[\frac{\pi}{2 k \omega R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)}\right]-\frac{\pi}{2 \omega}\left(1-\frac{2 \omega t}{\pi}\right) e^{\frac{\pi}{2 k \omega R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)}}, \tag{C.16}
\end{align*}
$$

where $\operatorname{Ei}(z)$ is an exponential integral function defined as

$$
\begin{equation*}
\operatorname{Ei}(z)=-\int_{z}^{\infty} \frac{e^{-y}}{y} d y \tag{С.17}
\end{equation*}
$$

Hence, the solution $Q_{22}(t)$ of equation (5.32) can be given by

$$
\begin{align*}
Q_{22}(t)= & \beta_{22} e^{\frac{-\pi}{2 k \omega R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)}}+\frac{\pi V_{0}}{2 \omega R_{L}}\left(1-\frac{2 \omega t}{\pi}\right)-\frac{\pi^{2} V_{0}}{4 k \omega^{2} R_{L}^{2} C_{0}} \times \\
& \operatorname{Ei}\left[\frac{\pi}{2 k \omega R_{L} C_{0}\left(1-\frac{2 \omega t}{\pi}\right)}\right] . \tag{5.33}
\end{align*}
$$
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