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Abstract

Supersymmetry (SUSY) is currently one of the best motivated extensions of the Stan-
dard Model (SM) of particle physics. Softly broken SUSY naturally stabilises the
electroweak scale against large quantum corrections, without the unnatural fine tun-
ing required in the SM. However, experimental searches for superpartners and the
observed 125 GeV Higgs mass now imply that large corrections again arise in the min-
imal supersymmetric standard model (MSSM), reintroducing the need for fine tuning.

In this thesis, we study a class of non-minimal E6 inspired SUSY models that
are partially motivated by solving these and other problems of the MSSM. A unified
E6 gauge group at high energies is assumed to lead to a low-energy theory with one
or more additional U(1) gauge symmetries and extra matter content compared to the
MSSM. To facilitate the study of these and other Beyond the Standard Model theories,
we implement several extensions to existing automated tools, significantly improving
their capabilities and range of applicability.

In the simplest E6 inspired models, additional contributions to the Higgs mass
reduce the need for large radiative corrections but introduce a new source of fine
tuning associated with a massive Z ′ boson. By considering several such models at low
energies, we show that experimental limits on the mass of this state imply a minimal
amount of fine tuning is required to reproduce the electroweak scale. The severity of
this fine tuning is also shown to depend strongly on the details of the gauge symmetry
breaking.

We next consider an alternative E6 model with a single, exact custodial symmetry.
This custodial symmetry, combined with an automatically conserved matter parity,
implies the existence of two dark matter candidates in the model. We explore the
parameter spaces of constrained versions of this model and the MSSM in which one
dark matter candidate is a MSSM-like mixed bino-Higgsino or pure Higgsino state.
We find that the dark matter relic density may be reproduced while satisfying exper-
imental constraints, and that light exotics may be discoverable at the Large Hadron
Collider. We conclude by investigating the impacts of current and future direct detec-
tion searches on the parameter spaces of both models.
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Chapter 1

Introduction

In recent decades, extraordinary progress has been made in understanding the nature
of the fundamental constituents of matter and their interactions. The theoretical
framework that has been assembled, known as the Standard Model (SM) of particle
physics [1–7], is a phenomenally successful description of the properties of matter at
the energy scales probed so far. The SM is a four-dimensional renormalisable quantum
field theory (QFT), in which the allowed interactions are determined by requiring that
the model respects a certain set of symmetries. The continuous symmetries of the SM
include invariance under spacetime transformations belonging to the Poincaré group
and, separately, invariance under the action of local gauge transformations1 belonging
to the group

GSM = SU(3)C × SU(2)L × U(1)Y . (1.1)

The gauge symmetries of the SM collectively describe all but one of the known in-
teractions between elementary particles. In Eq. (1.1), invariance under SU(3)C de-
scribes the strong interactions, mediated by the gauge fields known as gluons. The
corresponding gauge theory is referred to as quantum chromodynamics (QCD). The
SU(2)L × U(1)Y symmetry unifies the electromagnetic and weak interactions into a
single electroweak (EW) force, with the corresponding gauge bosons eventually giving
rise to the photon and the Z and W± bosons.

The matter fields of the SM are not uniquely specified by this collection of sym-
metries. Empirically it is known [8–19] that these must include three generations of
spin-1/2 charged leptons and neutrinos, and three generations of spin-1/2 up- and
down-type quarks. All of these states interact via the electroweak interactions, but

1Hence, the SM is an example of a gauge theory.

1



2 Chapter 1. Introduction

only the quarks are strongly interacting. In the SM, these fermion fields are accom-
panied by one additional spin-0 particle, the Higgs boson. This state arises from an
SU(2)L doublet of elementary scalar fields that is responsible for the breakdown of
electroweak symmetry, SU(2)L × U(1)Y , to the familiar electromagnetic interactions
described by an Abelian U(1)em gauge symmetry. Electroweak symmetry breaking
(EWSB) occurs in the SM through the Higgs mechanism [20–25], in which a compo-
nent of the Higgs doublet develops a non-zero vacuum expectation value (VEV) in the
vacuum state. In this process non-zero masses for the Z and W± gauge bosons are
generated, along with those for the SM fermions through Yukawa interactions with
the Higgs field. Following the recent discovery of a new particle [26, 27] with a mass
of mexp.

h = 125.09 ± 0.21 ± 0.11 GeV [28] and properties consistent with a SM Higgs
[29–31] the existence of all of the constituents of the SM has now been established.

The prediction of the Higgs is just one of the many successes of the SM. The model
is in excellent agreement with almost all available experimental results. Yet the SM
as it currently stands must be incomplete. To start with, the observation of neutrino
oscillations [32–51] implies that neutrinos must have small but non-zero masses [52–
54]. Neutrinos are massless in the SM, however, and so the model must be modified
to allow for massive neutrinos. Moreover, a satisfactory Beyond the Standard Model
(BSM) theory should provide some explanation as to why the observed neutrino masses
are so small. For instance, the SM can be extended with a set of massive right-handed
neutrinos, which do not participate in gauge interactions, to generate small neutrino
masses via a see-saw mechanism [55–59]. At least in this case, the incorrect prediction
of the SM can be fixed with a relatively minor extension of the model.

Beyond this, though, there are also aspects of Nature about which the SM simply
makes no predictions or provides no explanation for. The most obvious is the omission
of gravity; the development of a consistent quantum theory of gravity is still an active
area of research. In parallel with this, our classical understanding of gravity when
applied to astrophysical observations, such as measurements of the rotation curves
of galaxies [60–65] and gravitational lensing studies [66], indicates that much of the
mass of the Universe must be in the form of non-luminous, non-baryonic matter,
appropriately called dark matter (DM). The standard model of cosmology, known as
“Λ Cold Dark Matter” or ΛCDM, provides a good fit to observations such as satellite
measurements [67–70] of the cosmic microwave background (CMB) if DM presently
accounts for approximately 26% [70] of the total mass-energy density of the Universe.
By comparison, in this model ordinary baryonic matter amounts to only ∼ 5%, with
the remainder corresponding to unknown dark energy. Currently, one of the favoured
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Figure 1.1: Examples of generic diagrams involving a fermion (left-most diagram) or
scalar loop that contribute to the Higgs self-energy. Here h denotes the SM Higgs,
while f and S denote general fermion or scalar fields, respectively.

explanations for DM is that it is composed of a new particle that does not interact
electromagnetically, referred to as a weakly interacting massive particle (WIMP). The
SM contains no viable WIMP candidate (for reviews of various DM candidates see,
e.g., Refs. [71, 72]); thus, if DM is made up of a new particle or particles2 then the
SM encompasses only a very small fraction of the Universe indeed. A BSM theory is
required to describe the rest.

One of the next areas in which further shortcomings of the SM might be revealed
is in the Higgs sector responsible for EWSB. In the wake of the Higgs discovery, an
important experimental task is to determine if the mechanism of EWSB is consistent
with that predicted in the SM. Experimentally, this aspect of the SM is the least tested.
Theoretically, it is one of the most puzzling. The conceptual problems associated
with having a fundamental scalar in the theory have been known since shortly after
the Higgs mechanism was proposed [77–81]. Unlike mass terms for fermions, which
are protected by chiral symmetry3, a scalar mass parameter receives quadratically
divergent loop corrections from diagrams such as those shown in Figure 1.1. Upon
introducing a naïve cutoff ΛNP that is of the order of the scale at which any new BSM
physics appears to regulate the loop integrals in Figure 1.1, the leading correction to
the Higgs mass parameter m2

H is found to be proportional to Λ2
NP . Since the SM must

at least be extended to include gravity, ΛNP may be of the order of the Planck scale,
MPl ∼ 1018 GeV, at which gravitational interactions are expected to be relevant. The
resulting value for the Higgs mass should then also be of the order of the Planck scale.
Since m2

H sets the size of the Higgs VEV and hence also the physical gauge boson
2An alternative to postulating a particle physics origin for DM is to suppose that it has macro-

scopic astrophysical origins, such as being composed of the class of objects collectively known as
massive compact halo objects (MACHOs), or that the laws of gravity are modified [73], as in modi-
fied Newtonian dynamics (MOND) [74]; however, it is for example challenging to explain cosmological
data [75] with these solutions, and many scenarios can be tightly constrained [76].

3Chiral symmetry in a relativistic field theory, in which each fermion is accompanied by its an-
tiparticle, implies that the radiative corrections to a fermion mass mf are proportional to mf , so that
when mf → 0 chiral symmetry is restored at all orders in perturbation theory, see, e.g., Ref. [82].
Fermion mass terms are therefore “technically natural”, in the sense of Ref. [81].
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masses MZ and MW , this implies that these should also be similarly large. The fact
that they are not implies that the bare mass parameter, m2

H0 , must be very carefully
fine tuned to cancel this correction to obtain MZ ∼ 91 GeV.

For the sake of illustration, ΛNP has been introduced as a cutoff scale, which can be
removed when the theory is renormalised. However, the problem remains that any new,
heavy degrees of freedom in the model that couple directly or indirectly to the Higgs
will generate substantial corrections to the Higgs mass. For example, the fact that the
SM gauge couplings nearly unify at a scale MGUT ∼ 1016 GeV may indicate that at
this scale the SM can be embedded in a Grand Unified Theory (GUT) [83], in which
a single unified gauge group G is broken near MGUT down to GSM . In this case, the
heavy states associated with the breaking of G with masses that are MG ∼ O(MGUT )
should generate corrections to the Higgs mass that are proportional toM2

G �M2
Z [84].

The essential problem is that the Higgs mass is (quadratically) sensitive to the highest
mass scale in the theory, and it appears that mH should naturally be of the order of
that scale. In the SM it is very difficult to maintain the observed hierarchy between
the EW scale, characterised by MZ for example, and any higher energy scales without
resorting to extreme fine tuning. This is known as the hierarchy problem; resolving it
without invoking unnatural cancellations is a key motivation for many BSM physics
models.

One elegant possibility for stabilising the EW scale against corrections from heavy
states is to consider BSM theories that possess a new spacetime symmetry known as
supersymmetry (SUSY) [85–87]. According to the Haag-Łopuszánski-Sohnius (HLS)
theorem [88], SUSY is the most general extension of the Poincaré group, which is
otherwise forbidden from being non-trivially combined with the internal symmetries,
e.g., GSM , by the Coleman-Mandula (CM) theorem [89]. Amazingly, this extension of
the spacetime symmetry of the theory also has the effect of protecting the EW scale
from quadratic divergences. The diagrams shown in Figure 1.1 are each individually
quadratically divergent, but the fermion and scalar diagrams contribute with oppo-
site signs and can cancel provided appropriate relations exist between the relevant
coupling constants. It is a consequence of SUSY that the number of fermionic and
bosonic degrees of freedom in a SUSY invariant model must be equal. Therefore in
a supersymmetric model, each fermion loop diagram such as that in Figure 1.1 is ac-
companied by the scalar loop diagrams, and vice versa. In fact, SUSY can do better
than simply ensuring these diagrams are present so that some cancellation can occur.
Exact SUSY automatically implies relations among the coupling constants of the the-
ory such that the resulting correction to the Higgs mass completely vanishes [90–94].
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Thus unbroken SUSY naturally solves the hierarchy problem without any fine tuning.
Naturalness is therefore a major motivation for considering SUSY models.

Unfortunately, unbroken SUSY would also require that the fermions and their bo-
son partners are degenerate in mass, but no such superpartners have been observed
[95]. SUSY, if realised in Nature, must be a broken symmetry. A natural solution to
the hierarchy problem can still be achieved provided that SUSY is only softly broken
[96], i.e., broken only by operators in the Lagrangian with couplings having positive
mass dimension. In this case, the worst quadratic divergences are still cancelled, leav-
ing only much milder logarithmic divergences that are proportional to the splitting
between the fermion and boson masses. Provided that this splitting is not too large,
the EW scale remains low without substantial fine tuning. Phenomenologically viable
models of SUSY are constructed from a set of SUSY preserving interactions, supple-
mented by some set of soft SUSY breaking interactions as required by experiment. The
introduction of new fields and interactions also has many interesting consequences for
some of the other problems of the SM; for example, many SUSY models are found to
contain promising DM candidates.

In Chapter 2, we review the simplest such model, known as the minimal super-
symmetric standard model (MSSM). While the MSSM successfully addresses the SM
hierarchy problem, in light of the Higgs discovery and unsuccessful searches for super-
partners the simplest versions of the MSSM also appear to suffer from a fine tuning
problem known as the little hierarchy problem. This, along with some of the other
shortcomings of the MSSM, is described in Section 2.6. Although the MSSM is the
simplest viable model of low-energy SUSY, it is also possible to consider other non-
minimal models, some of which have compelling motivations. In this thesis, we focus
on one such class of models based on an underlying E6 GUT group at high energies
that lead to extensions of the MSSM with an additional U(1)′ symmetry. These E6

inspired models can emerge naturally from theories of gravity based on superstring
theory, and contain exotic matter that can potentially lead to spectacular signals at
experimental facilities such as the Large Hadron Collider (LHC).

The low-energy properties of E6 inspired models are reviewed in Chapter 3, with
a focus on the specific example known as the exceptional supersymmetric standard
model (E6SSM). In this chapter we describe how these models more easily accommo-
date a 125 GeV Higgs and so are able to solve the little hierarchy problem as well
as other issues in the SM and MSSM, providing additional good reasons to study
this type of model. In particular, the E6SSM is also able to account for non-zero
neutrino masses, as well as explain the observed asymmetry between matter and anti-
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matter. The details of EWSB in the E6SSM and the resulting particle spectrum are
then summarised. We highlight the potential for a new source of fine tuning in the
E6SSM, associated with the presence of a heavy Z ′ boson, whose mass contributes to
the prediction for the EW scale at tree-level.

One of the main challenges in studying non-minimal SUSY models such as the
E6SSM, and many other new BSM models for that matter, is in handling the many
new states and interactions that may be introduced. Carrying out calculations at the
level of precision needed to draw reliable conclusions is difficult. It is not uncommon,
for example, for simplifying assumptions to be made to avoid having to implement a
full numerical calculation by hand, which is a time consuming and error prone process
even when only considering the lowest order in perturbation theory. However, these
simplified calculations also risk missing important features of a model. Recently, new
tools have become available that automate the process of performing fully general
numerical calculations at one- and two-loop order. Before proceeding to study E6

models in details, in Chapter 4 we describe work undertaken to extend one of these
tools, a “spectrum generator generator” called FlexibleSUSY, to handle these and
similar models. The work presented in this chapter forms one part of a large set of
improvements to FlexibleSUSY that are to be publicly released as FlexibleSUSY-2.0
[97]. The implementation in FlexibleSUSY of a calculation of loop-induced diphoton
and digluon decays in general BSM models [98], and its validation in a large number
of models, is also described.

In Chapter 5, we report the results of applying some of these numerical tools to
study the problem of fine tuning in the E6SSM at low energies [99]. We show in
this chapter that the usual sources of fine tuning responsible for the little hierarchy
problem depend strongly on assumptions made about the model at high energies. The
fine tuning associated with the Z ′ mass, on the other hand, is a tree-level effect that
is unaffected by these assumptions. By defining both the MSSM and the E6SSM
at low energies, we minimise the model dependent contributions to fine tuning and
demonstrate that experimental searches for the Z ′ can be used to set a conservative
lower bound on the degree of fine tuning in these E6 inspired models. The severity
of this bound is set by the specific U(1)′ that is present at low energies. We also
show that the competing effects of the reduced Higgs mass fine tuning and the new
Z ′ contribution mean that exactly which model, out of the MSSM and the E6SSM, is
more fine tuned depends on high-scale assumptions. In the E6SSM, where the limits on
the Z ′ mass are by now quite high, the minimal fine tuning at low energies is already
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quite significant, which poses a problem for naturalness in the simplest variants of this
model.

The E6SSM is notable for the particular U(1)′ symmetry that results at low en-
ergies, allowing to explain the neutrino masses and baryogenesis, and for its relative
simplicity. Alternative E6 inspired models with the same choice of U(1)′ can also
be constructed in the context of orbifold GUT models. In Chapter 6, we review the
construction of one such model, which we refer to as the singlet-extended E6SSM
(SE6SSM). This model, in addition to retaining the successful features of the E6SSM,
has several attractive features, one of which includes suppressing the terms responsible
for large fine tunings in the E6SSM. A novel consequence of the construction of the
model is that the SE6SSM contains multiple possible DM candidates. We discuss some
of its advantages before explaining the expected particle spectrum in a constrained
version of the model at tree-level and its possible collider signatures.

In Chapter 7, we investigate in detail how the constrained SE6SSM can address
the major open question of DM [100, 101]. Using our improvements to FlexibleSUSY,
in combination with other numerical tools, we study the regions of parameter space
compatible with a 125 GeV SM-like Higgs and other constraints. The DM candidates in
the model are studied and directly compared with analogous states in the constrained
version of the MSSM. We find that, while DM can be explained in both models, results
from direct detection experiments already impose rather stringent constraints. The
so-called “well-tempered” neutralino scenario, in which the DM candidate is a mixture
of the superpartners of the U(1)Y gauge boson and the neutral Higgs bosons, is found
to already be excluded by the current limits. A heavier DM candidate, with a mass
of ∼ 1 TeV and composed purely of the neutral Higgs superpartners, can still explain
the DM relic abundance despite the direct detection constraints. However, the next
generation of experiments will also be able to explore a large portion of this part of the
parameter space. The extended Higgs and exotic sectors of the SE6SSM mean that this
model has some interesting features compared to the MSSM. We find that, when other
comparable parameters are matched between the two models, a lighter DM candidate
can be viable in the SE6SSM due to resonant annihilations with a pseudoscalar Higgs
boson. These scenarios would evade direct detection searches but can be tested at
the LHC. In general, direct detection searches stand posed to probe much heavier
SUSY mass spectra, and null results from these experiments would push constrained
MSSM and SE6SSM into regions of their respective parameter spaces that are almost
inaccessible at the LHC. However, we show that the exotic states in the SE6SSM can
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still be within reach, preserving a potentially distinctive discovery channel for this
model.

Finally, in Chapter 8, we conclude by summarising our results and discussing the
outlook for the E6 inspired models discussed in the preceding chapters.



Chapter 2

The Minimal Supersymmetric
Standard Model

2.1 Field Content and Interactions

The ordinary SM is not compatible with low-energy N = 1 SUSY. This can be seen,
for example, by noting that SUSY would commute with the internal symmetries of the
SM, and thus the components of each supermultiplet must have the same SU(3)C ×
SU(2)L×U(1)Y quantum numbers. However, the SM contains no colour octet fermion
that could play the role of the superpartner of the gluon, and the same is true for
the other gauge bosons as well. Similarly, attempts to construct supermultiplets by
grouping existing SM states, such as might be formed from the left-handed leptons
and Higgs scalars [102], are not phenomenologically viable [103]. Therefore acceptable
SUSY models must extend the field content of the SM with new superpartners for all
of the known SM fields, at least. The minimal such extension of the SM is achieved
by promoting the matter fields of the SM to chiral superfields. Anomaly cancellation
requires that the single SU(2)L doublet Higgs of the SM should be replaced by two
chiral superfields Ĥu and Ĥd with opposite U(1)Y hypercharges [103]. Similarly, for
each of the gauge fields a vector superfield is introduced. The resulting model [91, 92] is
known as the MSSM1. The chiral and vector superfields of the MSSM are summarised
in Table 2.1 and Table 2.2, respectively.

With the field content of the SM extended in this fashion, the required Yukawa
and gauge interactions arise in the MSSM from the supersymmetric interactions of the
chiral and vector superfields. A minimal superpotential for the MSSM, which retains

1Extensive reviews of the MSSM may be found in Refs. [103–105].
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Supermultiplet Spin-0 Spin-1/2 SU(3)C SU(2)L
√

5
3QY ZM

2

Q̂i

(
ũL
d̃L

)
i

(
uL
dL

)
i

3 2 1
6 −

ûci ũ∗iR uciR 3 1 −2
3 −

d̂ci d̃∗iR dciR 3 1 1
3 −

L̂i

(
ν̃L
ẽL

)
i

(
νL
eL

)
i

1 2 −1
2 −

êci ẽ∗iR eciR 1 1 1 −

Ĥd

(
H0
d

H−d

) (
H̃0
d

H̃−d

)
1 2 −1

2 +

Ĥu

(
H+
u

H0
u

) (
H̃+
u

H̃0
u

)
1 2 1

2 +

Table 2.1: Summary of the chiral superfields of the MSSM, showing their representa-
tions under SU(3)C and SU(2)L and their U(1)Y charges. The transformation prop-
erty of each under the discrete symmetry ZM

2 , defined in the text, is also shown.
Here and throughout this thesis, Roman indices i, j, . . . = 1, 2, 3, while Greek indices
α, β, . . . = 1, 2.

the usual set of SM Yukawa couplings and is phenomenologically viable, reads

ŴMSSM = yUij û
c
iĤu · Q̂j + yDij d̂

c
iQ̂j · Ĥd + yEij ê

c
i L̂j · Ĥd + µĤd · Ĥu . (2.1)

Here and below we denote superfields with hats, and adopt the convention Â · B̂ ≡
εαβÂ

αB̂β = Â2B̂1 − Â1B̂2 for the SU(2) dot product. Of the terms in Eq. (2.1),
the first three lead to the SM Yukawa interactions between the SM fermions and
Higgs scalars, as well as corresponding trilinear and quartic interactions involving the
superpartners of these states. Note that the requirement that the superpotential is a
holomorphic function of the chiral superfields2 implies that Ĥu may not have Yukawa
interactions with both the up-type quarks and down-type quarks and leptons; this is
an additional reason for why the MSSM must contain two Higgs doublets. Moreover,
the neutral components of both Higgs scalar doublets must develop VEVs to generate
masses for all of the SM fermions3. The last term in Eq. (2.1), generally referred to as
the µ-term, furnishes a supersymmetric mass term for the superpartners of the Higgs

2 A brief review of this and similar restrictions in supersymmetric model building is given in
Appendix A; further details can be found in, e.g., Ref. [84].

3Assuming that the masses are generated at tree-level, which is not necessarily the case [106, 107].
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Supermultiplet Spin-1/2 Spin-1 SU(3)C SU(2)L
√

5
3QY ZM

2

Ĝ g̃ g 8 1 0 +
Ŵ W̃±, W̃ 0 W±, W 0 1 3 0 +
B̂ B̃ B 1 1 0 +

Table 2.2: Summary of the vector superfields of the MSSM and their transformation
properties under the gauge symmetries and ZM

2 .

scalars, the Higgsinos. A non-zero value of µ is required for successful EWSB and to
avoid unacceptable axions in the particle spectrum [108].

The superpotential Eq. (2.1) is not the most general allowed by gauge and SUSY
invariance. Unlike in the SM, additional terms may be written down that are consistent
with all of the gauge symmetries but that violate conservation of baryon number, B,
or lepton number, L. These read [109, 110]

Ŵ�R
MSSM = −εiL̂i · Ĥu + 1

2ρijkL̂i · L̂j ê
c
k + ρ′ijkL̂i · Q̂j d̂

c
k + 1

2ρ
′′
ijkû

c
i d̂
c
j d̂
c
k . (2.2)

Simultaneous non-negligible values for the couplings ρ′ijk and ρ′′ijk would result in a
proton lifetime far shorter than current experimental limits [111] due to new squark4

mediated decays [112, 113]. It is therefore common to forbid all of these dangerous
terms by imposing an exact discrete Z2 matter parity [91, 114–116], ZM

2 , defined by

ZM
2 = (−1)3(B−L) . (2.3)

This may alternatively be expressed at the level of the component fields in terms of
invariance under R–parity [117], where the R–parity of a field Φ is given by

RΦ = (−1)3(B−L)+2s , (2.4)

where s is the spin of the component field Φ. All of the terms in Eq. (2.2) that would
lead to rapid proton decay are then forbidden by the assumed matter- or R–parity
invariance. In the R–parity conserving MSSM, to which we restrict ourselves in this
thesis, the allowed terms are therefore simply those given in Eq. (2.1). It should be kept
in mind, however, that R–parity conservation is an additional assumption imposed

4The names of the superpartners of the SM fermions follow from prepending an “s” to the name
of the corresponding SM state; hence the scalar partners of quarks are squarks, those of leptons are
sleptons, and so on. The superpartners of the SM scalar and vector bosons are named by adding the
suffix “-ino”, leading to gauginos and Higgsinos.
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on the MSSM. R–parity violating models, in which the problematic combinations of
couplings are suppressed by other means, may also be considered [118–124].

The presence of a discrete Z2 symmetry has important consequences for the phe-
nomenology of the model. By construction, the R–parity odd states in the MSSM
correspond to the as-yet unobserved superpartners of the SM particles. Invariance of
the Lagrangian under R–parity implies that these R–parity odd states would be pair
produced at colliders, and that an R–parity odd state must decay into an odd number
of R–parity odd states. In particular, this means that the lightest R–parity odd state
must be absolutely stable. If this state, called the lightest supersymmetric particle
(LSP), is also electrically neutral, then it would be a very attractive candidate for DM
[125]. Under the assumption of a standard thermal history of the Universe, a weakly
interacting, stable LSP would be expected to have been in thermal equilibrium with
the SM states in the early Universe. Due to its stability, a sufficient number should
then remain at present times to account for the observed relic abundance of DM pro-
vided that the LSP mass is less than a few hundred TeV [126]. Thus R–parity has
the benefit of providing a natural DM candidate in the MSSM, as well as preventing
rapid proton decay.

The details of the particle spectrum in the MSSM, including the identity of the
LSP, depend on the parameters appearing in Eq. (2.1) and on the interactions respon-
sible for the soft breaking of SUSY. From a theoretical point of view, it is preferable
to have a model that can explain the origin of the latter set of interactions. This
can be done by assuming that SUSY is an exact symmetry of the theory that is bro-
ken spontaneously in the vacuum state, thereby generating the necessary soft SUSY
breaking parameters. Mass sum rules [127] relating the masses of all particles within
a supermultiplet imply [91] that spontaneous breaking of SUSY cannot be achieved
solely with the superfields of the MSSM without contravening experimental limits.
Therefore models of spontaneous SUSY breaking (SSB) introduce additional super-
fields that are singlets under the SM gauge group and so form a hidden sector. The
spontaneous breaking of SUSY in this sector at some scale is then transmitted to the
visible sector, consisting of the MSSM superfields, via shared interactions or an ad-
ditional messenger sector. The form of the resulting soft SUSY breaking Lagrangian
is dependent on the particular model of SSB that is constructed in this way. Apart
from this, the interactions of the hidden sector with the visible sector are assumed to
be suppressed so that the low-energy phenomenology, below the SSB scale, does not
depend on the hidden sector states. Many models of SSB have been proposed in the
literature, which differ in the nature of the hidden sector and messenger interactions.
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Common examples include gravity mediated [128–134], gauge mediated [135–140], and
anomaly mediated [141–146] SUSY breaking.

However, for the purposes of studying the low-energy phenomenology of the MSSM,
it is often more convenient to simply introduce a generic set of interactions that break
SUSY explicitly rather than choose a particular SUSY breaking mechanism at high
energies. The couplings associated with these interactions must have positive mass
dimension so as to break SUSY softly. Including only the standard set [96] of possible
soft terms allowed by gauge invariance, the soft SUSY breaking Lagrangian for the
MSSM in this approach is given by

−LsoftMSSM = m2
Qij
Q̃†iQ̃j +m2

ucij
(ũci)†ũcj +m2

dcij
(d̃ci)†d̃cj +m2

Lij
L̃†i L̃j +m2

ecij
(ẽci)†ẽcj

+m2
Hu |Hu|2 +m2

Hd
|Hd|2 + (BµHd ·Hu + h.c.)

+
(
TUij ũ

c
iHu · Q̃j + TDij d̃

c
iQ̃j ·Hd + TEij ẽ

c
i L̃ ·Hd + h.c.

)
+ 1

2
(
M1B̃B̃ +M2W̃W̃ +M3G̃G̃+ h.c.

)
. (2.5)

In this expression, the last line contains soft breaking masses for the superpartners of
the gauge fields, the gauginos, and the second-to-last line contains trilinear scalar inter-
actions corresponding to the allowed trilinear superpotential interactions in Eq. (2.1).
Similarly, Bµ is a soft SUSY breaking bilinear corresponding to the supersymmetric
µ term. The remaining parameters in Eq. (2.5) are soft squared-masses for the Higgs
scalars and the scalar partners of the SM fermions, the sfermions.

2.2 The Phenomenological MSSM

With appropriate choices for the parameters appearing in Eq. (2.5), the masses of the
superpartners can be raised as required by experimental bounds, allowing, in principle,
for phenomenologically viable MSSM scenarios to be constructed. Unfortunately, the
MSSM with the general soft SUSY breaking interactions in Eq. (2.5) is described
by 124 independent parameters [147]. This obviously makes detailed studies of the
full parameter space infeasible. The number of free parameters can be substantially
reduced, while still remaining agnostic about the mechanism of SSB, by assuming
certain restrictions on the parameters that follow from experimental constraints. For
example, one set of possible assumptions may be that

• There should be no new sources of CP-violation. Additional sources of CP-
violation, beyond that in the SM quark sector, are tightly constrained by mea-
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surements of electric dipole moments [148–151] and quark flavour changing pro-
cesses [152]. The simplest way to be consistent with these limits is to require
that all new phases in the MSSM vanish.

• There should be no flavour-changing neutral currents (FCNCs). FCNCs are
expected to be highly suppressed in the SM through the GIM mechanism [153],
and this is borne out by the current experimental bounds [95, 154]. Flavour off-
diagonal elements appearing in the soft breaking Lagrangian of the MSSM would
be expected to produce FCNCs in violation of these limits. To prevent this, the
model can be required to satisfy the principle of minimal flavour violation (MFV)
[155], in which flavour violation is determined only by the structure of the SM
Yukawa couplings. This can be achieved by taking all soft scalar masses and
trilinears to be flavour diagonal.

• The first and second generation sfermions should be degenerate. The mass split-
tings of the first and second generation squarks are similarly constrained by
limits from flavour physics [156]. These limits can be satisfied by taking the
scalar masses for the first and second generation sfermions to be the same. A
similar assumption can be made for the soft breaking trilinears.

Taken together, the above assumptions lead to the framework that has become known
as the phenomenological MSSM (pMSSM) [157, 158]. The pMSSM is characterised
by O(20) free parameters in addition to those of the SM, and therefore is significantly
easier to study than the general MSSM.

The exact final number of parameters depends on how the assumptions are im-
posed. Typically, the first and second generation trilinears are taken to be propor-
tional to the corresponding Yukawa couplings. As a result of the smallness of these
couplings, the first and second generation trilinears are usually unimportant for phe-
nomenological calculations, so that they may be set to zero. This leaves only the third
generation trilinears TU33, TD33 and TE33 non-zero, which read

TU33 = yU33A
U
33 ≡ ytAt , TD33 = yD33A

D
33 ≡ ybAb , TE33 = yE33A

E
33 ≡ yτAτ , (2.6)

where we have introduced the parameters Afij = T fij/y
f
ij for f = U,D,E. For conve-

nience when discussing only the third generation, we use the shorter notation yt = yU33,
yb = yD33 and yτ = yE33 to denote the top, bottom and tau Yukawa couplings. Requir-
ing that the soft scalar squared-masses are flavour diagonal with degenerate first and
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second generation entries leads to real squark soft breaking squared-masses of the form

m2
Q =


M2

q̃L
0 0

0 M2
q̃L

0
0 0 m2

Q3

 , m2
uc =


M2

ũR
0 0

0 M2
ũR

0
0 0 m2

uc3

 ,

m2
dc =


M2

d̃R
0 0

0 M2
d̃R

0
0 0 m2

dc3

 ,

(2.7)

and similarly for the slepton soft squared-masses,

m2
L =


M2

L̃L
0 0

0 M2
L̃L

0
0 0 m2

L3

 , m2
ec =


M2

ẽR
0 0

0 M2
ẽR

0
0 0 m2

ec3

 . (2.8)

The gaugino masses M1, M2 and M3 remain unconstrained. Of the parameters µ,
m2
Hd

, m2
Hu and Bµ, two can be fixed in terms of the other parameters by requiring

that correct EWSB occurs, as will be discussed in Section 2.4. Taking these to be m2
Hd

and m2
Hu , µ and Bµ remain free. Note that, in addition to the Lagrangian parameters,

it is also necessary to specify the two VEVs of the neutral Higgs scalar fields. Since
the magnitude of these VEVs may be fixed in terms of the known gauge boson masses,
only the ratio tan β of the two VEVs need be specified. Thus, for our purposes the
pMSSM is characterised by 19 real parameters beyond the SM parameters, namely
the gaugino masses M1, M2, M3, the trilinears Af , f = t, b, τ , the soft squared-masses
M2

q̃L
,m2

Q3 ,M
2
ũR
,m2

uc3
,M2

d̃R
,m2

dc3
,M2

L̃L
,m2

L3 ,M
2
ẽR
,m2

ec3
, and the Higgs sector parameters

µ, Bµ and tan β. The significantly reduced size of the pMSSM parameter space is
certainly much more amenable to detailed studies, though complete explorations of
it are still non-trivial exercises and require numerical methods with various levels of
sophistication (see, e.g., Refs. [159–161]). When only particular sectors of the MSSM
are of interest, more parameters can be eliminated or ignored on the basis that they
have only minor impacts on the relevant observables. An example of such a case is
the so-called “pMSSM-7” [162], in which only those parameters relevant to the Higgs
sector are varied while the remaining parameters take fixed values.
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2.3 The Constrained MSSM

The pMSSM is undoubtedly successful in reducing the number of free parameters that
must be considered in the MSSM Lagrangian. However, from a theoretical perspective
it would be preferable to explain the origin of the soft SUSY breaking parameters,
rather than simply fixing them to phenomenologically acceptable values. In “top-
down” models, a particular mechanism for SSB is assumed and the large number
of soft parameters are expressed in terms of a much smaller number of underlying,
fundamental parameters at high energies. From a practical perspective these models
have far fewer free parameters than the pMSSM, making thorough explorations of
the parameter space feasible. This necessarily comes at the cost of losing some of
the range of possible physical scenarios, since the assumed relationships between the
model parameters cannot realise all of the parameter configurations in the general
model. This means that constrained models are more predictive than “bottom-up”
models such as the pMSSM or general MSSM. The reduced size of the parameter
space also lends itself to interpreting experimental searches, and allows for more robust
exclusions bounds to be applied in constrained models5.

As was noted in Section 2.1, in viable models of SSB a hidden sector is constructed
that breaks SUSY spontaneously in the vacuum state. A necessary and sufficient
condition for SUSY to be spontaneously broken [90, 164] can be obtained from the
super-Poincaré algebra; see in particular Eq. (A.8e) in Appendix A. By solving the
expression given there for Pµ and considering the µ = 0 component, it follows that
the Hamiltonian H = P0 can be expressed in terms of the supersymmetric generators
Qα, Qα̇,

H = 1
4
(
{Q1, Q1̇}+ {Q2, Q2̇}

)
. (2.9)

The condition that SUSY be unbroken in the vacuum state |Ω〉 is equivalent to the
fact that Qα, Qα̇ annihilate |Ω〉, i.e., Qα|Ω〉 = 0 and Qα̇|Ω〉 = 0, and hence H|Ω〉 = 0.
In other words, the vacuum state necessarily has zero energy if SUSY is unbroken.
If the vacuum state is not SUSY invariant so that Qα|Ω〉 6= 0, Qα̇|Ω〉 6= 0, then the
vacuum state must have positive energy, i.e., 〈Ω|H|Ω〉 > 0, since Q = Q†. When
this non-zero VEV does not develop via the formation of condensates or spacetime
effects, for example when SUSY is not broken dynamically [90, 165, 166, 166–168], it

5For general soft SUSY breaking terms, the alternative is to produce limits in the context of
simplified models [163], in which restrictions are placed on the masses and branching ratios in the
model. Experimental analyses can then be optimised to target the resulting signal, so that the
reported limits are strongest when the assumptions of the simplified model are approximately met,
and (often significantly) weaker when this is not the case.
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follows that the potential energy in the spontaneous SUSY breaking vacuum is non-
vanishing, 〈Ω|V |Ω〉 > 0. The scalar potential in models with unbroken SUSY is a
sum of squares of F - and D-terms associated with the chiral and vector superfields,
as can be seen from Eq. (A.42). SUSY will therefore be spontaneously broken if it
can be arranged that at least one of these contributions has a non-zero VEV for all
possible field configurations. To achieve this, models of SSB are constructed in such a
way that at least one hidden sector superfield develops a non-zero VEV for its F -term
or D-term. In the latter case, a non-zero VEV, 〈D〉, for the D-term of an Abelian
vector superfield may be introduced through a Fayet-Iliopoulos term [169, 170] in the
Lagrangian, L ⊃ −2κ[V̂ ]D = −κD. Alternatively, the F -terms of one or more chiral
superfields can be arranged to develop non-zero VEVs 〈Fi〉. Models in this category are
known as O’Raifeartaigh models [171], and have the benefit of avoiding some of the
difficulties associated with successfully implementing SSB with the Fayet-Iliopoulos
mechanism [103].

Once SUSY has been broken in the hidden sector, this breaking must be trans-
mitted to the visible sector. The choice of a mediation method that does this sets
the pattern of the resulting soft SUSY breaking parameters, but otherwise does not
impact the visible sector phenomenology. Gravity mediated SUSY breaking models
are one of the simplest ways to transmit SUSY breaking to the visible sector. This
is because the role of the required messenger interactions is played by gravitational
strength interactions between the hidden and visible sectors. These are automatically
included in the theory once global SUSY is promoted to local SUSY, usually referred
to as supergravity (SUGRA) [103, 172–178]. The connection to gravity can be seen
from the super-Poincaré algebra; from Eq. (A.8e) it follows that invariance under lo-
cal SUSY transformations also implies diffeomorphism invariance6. Generalising the
globally SUSY invariant action to one that also respects local SUSY requires the intro-
duction of a spin-3/2 gravitino that forms a supermultiplet with the massless spin-2
graviton. The breakdown of local SUSY by the VEV of a hidden sector F -term leads
to the former becoming massive through the super-Higgs mechanism [179]. At the
same time, soft SUSY breaking interactions for the visible sector fields are generated
via non-renormalisable interactions with the hidden sector fields. These interactions
are Planck scale suppressed, so that for sufficiently large F -term VEVs the soft masses
may be at the weak or TeV scale.

6More explicitly, Eq. (A.8e) indicates that the effect of successive local SUSY transformations
is equivalent to a local coordinate transformation generated by Pµ ∝ ∂µ, and thus a theory that is
invariant under the action of local SUSY transformations must also be invariant under local coordinate
transformations.
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To illustrate this point [104], it is possible to consider a simple model in which
the chiral superfields Φ̂ are divided into a set of visible sector fields Ẑ and hidden
sector fields X̂. In SUGRA models, the Lagrangian depends7 on the so-called Kähler
potential,

G = M2
Pl

[
K

(
φI
MPl

,
φ†I

MPl

)
− ln |W (φI)|2

M6
Pl

]
, (2.10)

where the φI are the scalar components of the superfields, W is the superpotential
with ΦI → φI , and K is a real function of the scalar fields. The F -term contribution
to the scalar potential can be shown to be given by

VF = − exp
(
− G
M2

Pl

) [
M2

PlGI(G−1)IJGJ + 3M4
Pl

]
, (2.11)

where the shorthand notation

GI = ∂G
∂φI

, GJ = ∂G
∂φ†J

, GJ I = ∂2G
∂φI∂φ†J

,

has been used. The Kähler potential can then be taken to be of the form

G = −zIz†I −H(xI , x†I)−M2
Pl ln

|W (zI , xI)|2
M6

Pl

, (2.12)

where zI , xI are the scalar components of the visible and hidden sector superfields,
respectively. The choice of the simple form −zIz†I for the contribution of the visible
sector fields to the non-superpotential part of the Kähler potential is made so that
the soft SUSY breaking terms that will eventually result are flavour universal [131],
to avoid violating constraints on FCNCs. The superpotential, on the other hand, is
only assumed to be decomposable into a sum of terms each involving only fields in the
visible or hidden sectors,

W (zI , xI) = Wo(zI) +Wh(xI) . (2.13)

The hidden sector superpotential is then constructed so that one or more of the hidden
sector fields have F -terms that develop VEVs, 〈FXI 〉 6= 0, to spontaneously break
SUSY. The corresponding gravitino mass that results from the super-Higgs mechanism

7A detailed discussion of the rather involved process of constructing a SUGRA model is not
necessary for the work described in this thesis, and so will be omitted; further details can be found
in, e.g., Refs. [103, 180].
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is [177, 179, 181]

m3/2 = MPl exp
(
− 〈G〉
M2

Pl

)
. (2.14)

By substituting Eq. (2.12) into Eq. (2.11) and taking the “flat limit”, MPl → ∞ ,
keeping m3/2 fixed, one finds for this simple example that the surviving terms contain
both the ordinary F -term contribution to the scalar potential in global SUSY, as
well as soft SUSY breaking terms of the types given in Eq. (2.5) that are universal:
all soft scalar masses m2

ij = m2
3/2, all soft trilinears Aijk = A0, all soft bilinears

Bij = B0 = A0 −m3/2, and the soft gaugino masses8 Mi = M1/2 at some high-scale
MX . MPl. As an approximation, this is often taken to be the GUT scale MGUT .
The sizes of the so-generated soft terms are controlled by the value of the gravitino
mass, which can be chosen so that the soft SUSY breaking couplings are at the TeV
scale. Allowing for slightly more general forms [182–186] of the Kähler potential than
that in Eq. (2.12), it is possible to slightly relax the universality conditions to be of
the form

m2
ij(MX) = m2

0δij , Aijk(MX) = A0 , Bij = B0(MX) , Mi(MX) = M1/2 . (2.15)

Note that the flavour universality of the soft terms is, however, not maintained for
arbitrary Kähler potentials; additional assumptions must still be imposed to achieve
this. Applied to a model with a visible sector corresponding to the MSSM field con-
tent, one arrives at the soft term boundary conditions defining the constrained MSSM
(CMSSM),

m2
Q(MX) = m2

uc(MX) = m2
dc(MX) = m2

L(MX) = m2
ec(MX) = m2

01 , (2.16a)
m2
Hd

(MX) = m2
Hu(MX) = m2

0 , (2.16b)
M1(MX) = M2(MX) = M3(MX) = M1/2 , (2.16c)
T f (MX) = yf (MX)A0 , (f = U,D,E) , (2.16d)

Bµ(MX) = B0µ(MX) . (2.16e)

In Eq. (2.16a) note that 1 indicates a 3 × 3 identity matrix. The CMSSM is thus
characterised by only seven soft parameters, if A0, B0 and M1/2 are allowed to be
complex. If in addition it is required that there are no new sources of CP-violation,
the soft SUSY breaking sector of the CMSSM is determined in terms of the four

8Strictly speaking, knowledge of the resulting soft gaugino masses also requires that an addi-
tional function, the gauge kinetic function fab(Φ̂I), is specified. Universal gaugino masses follow, for
example, if 〈fab〉 ∝ δab [104].
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soft parameters m2
0, A0, B0 and M1/2. This is of course a drastic reduction in the

number of soft parameters compared to the general MSSM, and is also substantially
more constrained than the pMSSM. The CMSSM is accordingly much more predictive,
with a parameter space that is more easily covered in numerical scans. With flavour
universal, real soft terms at MX , the model is also able to evade the most stringent
constraints on FCNCs [187] and CP-violation [188–190].

In passing, it should be noted that this strategy can be used to generate not only
the soft SUSY breaking parameters but also the bilinear visible sector superpotential
couplings, µIJ ẐIẐJ . For example, the Kähler potential may be assumed to contain
non-renormalisable couplings between the visible and hidden sector fields of the form

G = −zIz†I −
[
Γ(xI , x†I , zI) + h.c.

]
−M2

Pl ln
|W (zI , xI)|2

M6
Pl

. (2.17)

with the additional couplings taking the form

Γ(xI , x†I , zI) = cMN(xI , x†I)zMzN . (2.18)

One finds that, once the hidden sector fields develop VEVs, SUSY preserving bilinear
terms µIJ(MX) are generated with a scale that is naturally of the same order as the soft
breaking terms; that is, this scale is set by the gravitino mass as well. Explicit bilinear
couplings can then be forbidden in the visible sector superpotential by imposing, for
example, a U(1) Peccei-Quinn (PQ) symmetry, so that the visible sector superpotential
contains only trilinear couplings,

W (zI , xI) = Y IJKzIzJzK +Wh(xI) . (2.19)

Generating the SUSY bilinear couplings in this way is known as the Giudice-Masiero
mechanism [191]. It provides a natural way to arrange for a non-zero µ term in the
MSSM that is of a similar size to the soft breaking masses, to which it otherwise
might appear to be unrelated and might naturally be expected to be of order MPl, for
example.

2.4 Electroweak Symmetry Breaking

Once the set of MSSM soft parameters has been determined, for example by choosing
a particular high-energy boundary condition and evolving the model to low energies
using the renormalisation group equations (RGEs), or by working in the pMSSM
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framework, the particle mass spectrum can be determined and the properties of the
model at low energies studied. Like in the SM, the physical mass eigenstates arise
once the EW symmetry SU(2)L×U(1)Y is broken down to U(1)em. In the MSSM, the
spontaneous breaking of EW symmetry involves both Higgs scalar fields Hu and Hd

acquiring (in general) non-zero VEVs at the physical minimum of the scalar potential.
The relevant Higgs potential for EWSB in the MSSM contains F - and D-term

contributions, per Eq. (A.42), as well as a subset of the soft SUSY breaking terms
involving Hu and Hd,

VMSSM = V F
MSSM + V D

MSSM + V soft
MSSM + ∆VMSSM . (2.20)

These three pieces are given by

V F
MSSM = |µ|2(|Hu|2 + |Hd|2) , (2.21)

V D
MSSM = ḡ2

8
(
|Hu|2 − |Hd|2

)2
+ g2

2
2 |H

†
dHu|2 , (2.22)

V soft
MSSM = m2

Hd
|Hd|2 +m2

Hu |Hu|2 + (BµHd ·Hu + h.c.) . (2.23)

In these expressions, g2 and g1 are the SU(2)L and GUT-normalised U(1)Y gauge
couplings, ḡ2 = g2

2 + 3
5g

2
1, and ∆VMSSM contains the higher-order corrections to the

effective potential, ∆VMSSM = ∆V (1)
MSSM + ∆V (2)

MSSM + . . ., ∆V (n)
MSSM being the n-loop

contribution. Near the physical minimum of the potential, the Higgs fields can be
written

Hd =
 |H0

d |eiθ
0
d

|H−d |eiθ
−
d

 , Hu =
|H+

u |eiθ
+
u

|H0
u|eiθ

0
u

 . (2.24)

By making a local SU(2)L gauge transformation of the form [192]

U1 =
 u11 u12

−u∗12 u∗11

 , (2.25)

with
u11 = |H0

u|√
|H0

u|2 + |H+
u |2

,

u12 = − |H+
u |√

|H0
u|2 + |H+

u |2
ei(θ

+
u−θ0

u) ,

(2.26)
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it is possible to set 〈H+
u 〉 = 0 at the physical minimum. After doing so, the Higgs

fields have the form

Hd =
 |H0

d |eiθ
0
d

|H−d |eiθ
−
d

 , Hu =
 0
|H0

u|eiθ
0
u

 ,

where for simplicity the same symbols as in Eq. (2.24) have been used, but it should be
noted that they do not refer to the same quantities following the gauge transformation
U1. A second SU(2)L × U(1)Y transformation, of the form

U2 =
e−iθ0

d 0
0 e−iθ

−
d

 , (2.27)

allows the phases of the components of Hd to be removed,

Hd =
 |H0

d |
|H−d |

 , Hu =
 0
|H0

u|eiθ
0
u

 ,

and then a trivial rephasingHu → e−iθ
0
uHu can eliminate the phase ofH0

u. Therefore at
the physical minimum, the VEVs 〈H0

d〉 and 〈H0
u〉 can be taken to be real and positive,

〈H0
d〉 = v1√

2
, 〈H0

u〉 = v2√
2
, (2.28)

where v1, v2 > 0. The freedom to make these field redefinitions also allows any phase in
the parameter Bµ to be absorbed to make Bµ ≥ 0, in which case all of the parameters
in the Higgs scalar potential are real. In particular, this means that the MSSM Higgs
potential does not contain any new sources of CP-violation at tree-level [193].

With 〈H+
u 〉 = 0 at the minimum of the potential, U(1)em remains unbroken, that

is,
Q〈Hd〉 = Q〈Hu〉 = 0 , (2.29)

where Q = T3 + Y is the electric charge operator, provided that 〈H−d 〉 = 0 as well9.
It is easily checked that 〈H−d 〉 = 0 leads to a stationary point of the potential when
〈H+

u 〉 = 0, for arbitrary values of v1 and v2. The condition for the U(1)em symmetric
vacuum to not be unstable reduces to the condition that the physical, charged Higgs
state has positive mass.

9It is also necessary to ensure that at the minimum of the full scalar potential other scalar fields
do not develop VEVs that break electromagnetism [194].
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The conditions that must be satisfied to have a minimum of the potential at finite
values of the neutral Higgs VEVs can then be worked out with 〈H+

u 〉 = 〈H−d 〉 = 0.
Firstly, it should be required that the scalar potential be bounded from below so
that such a minimum exists. In particular, along the D-flat direction |H0

u| = |H0
d |,

H+
u = H−d = 0, the quartic terms in Eq. (2.22) vanish. Requiring that VMSSM > 0 for

large field values along this direction imposes the restriction

2|µ|2 +m2
Hd

+m2
Hu > 2Bµ , (2.30)

assuming Bµ is real and positive. Using the shorthand ∂V/∂〈Φ〉 = ∂V/∂Φ|Φ=〈Φ〉, the
EWSB conditions for a stationary point of the potential read

∂VMSSM

∂v1
=
(
|µ|2 +m2

Hd

)
v1 + ḡ2

8
(
v2

1 − v2
2

)
v1 −Bµv2 + ∂∆VMSSM

∂v1
= 0 , (2.31a)

∂VMSSM

∂v2
=
(
|µ|2 +m2

Hu

)
v2 −

ḡ2

8
(
v2

1 − v2
2

)
v2 −Bµv1 + ∂∆VMSSM

∂v2
= 0 . (2.31b)

The corresponding conditions for the VEVs of the imaginary parts of the neutral Higgs
fields are satisfied for 〈ImH0

d〉 = 〈ImH0
u〉 = 0, consistent with the observation that v1,

v2 can be chosen real and positive. Eqs. (2.31a) and (2.31b) are also satisfied, at least
at tree-level, for v1 = v2 = 0. Taking second derivatives of the scalar potential leads
to the condition for the origin in field space to be an unstable point,

(|µ|2 +m2
Hu)(|µ|2 +m2

Hd
) < (Bµ)2 . (2.32)

Provided this is the case, the stable EWSB minimum is expected to occur with v1, v2 6=
0 given by the solutions of the above EWSB conditions.

The four complex scalar fields in the Higgs sector correspond to 8 real degrees of
freedom, three of which are absorbed to produce the longitudinal polarisations of the
W± and Z gauge bosons, as in the SM. For v1, v2 > 0, it is convenient to define the
combinations

v2 = v2
1 + v2

2 , tan β = v2

v1
. (2.33)

The running gauge boson masses10 mDR
W and mDR

Z are then given by the expressions

mDR
W = g2v

2 , mDR
Z = ḡv

2 , (2.34)

10In this thesis, we use a superscript DR to explicitly denote running tree-level masses, which is
left off for physical masses. In some cases, a different symbol is used for the physical masses, e.g.,
MZ , MW , MZ′ and Mt.
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which are the same as in the SM with the replacement of the single SM Higgs VEV
vSM → v. The DR masses are related to the known pole masses [95] MZ and MW by

M2
Z = (mDR

Z )2 − Re ΠMSSM
ZZ,T (M2

Z) , (2.35)

and similarly forMW , where ΠMSSM
ZZ,T (p2) and ΠMSSM

WW,T (p2) are the transverse self-energies
evaluated with external momentum p2. An important feature of EWSB in the MSSM
is that the EWSB conditions lead to a prediction for the EW scale, characterised by
the Higgs VEV v or the Z boson mass, in terms of the superpotential and soft SUSY
breaking parameters. This can be seen by taking linear combinations of Eq. (2.31a)
and Eq. (2.31b), with the result that

(mDR
Z )2

2 = −|µ|2 +
m̄2
Hd
− m̄2

Hu tan2 β

tan2 β − 1 , (2.36)

sin 2β = 2Bµ
m̄2
Hd

+ m̄2
Hu + 2|µ|2 . (2.37)

Traditionally when scanning the parameter space of the MSSM, the EWSB conditions
written in this form are used to trade the parameters µ and Bµ forMZ and tan β; that
is, Eq. (2.36) and Eq. (2.37) are solved to obtain µ and Bµ as functions of MZ and
tan β. This allows the experimentally measured value of MZ to be used as an input
parameter, thus automatically excluding the many (phenomenologically uninteresting)
parts of the parameter space that do not reproduce the observed gauge boson masses.
For brevity, the corrections to the effective potential have here been absorbed by
writing

m̄2
Hd

= m2
Hd

+ 1
v1

∂∆VMSSM

∂v1
, m̄2

Hu = m2
Hu + 1

v2

∂∆VMSSM

∂v2
. (2.38)

The inclusion of ∆VMSSM is extremely important for studying EWSB in the MSSM.
The tree-level potential in the MSSM is known to be extremely sensitive to radiative
corrections [195], which means that the one- and two-loop corrections to the effective
potential are required to draw robust conclusions. At one-loop, the corrections can be
expressed concisely as [195, 196]

∆V (1)
MSSM = 1

64π2 STr
[
M4

(
lnM

2

Q2 −
3
2

)]

≡ 1
64π2

∑
Φ

(−1)2sΦ(2sΦ + 1)m4
Φ

(
ln m

2
Φ

Q2 −
3
2

)
. (2.39)
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HereM is a field-dependent mass matrix encompassing all those states with masses
that depend on the Higgs VEVs, and STr(A) denotes the supertrace. The eigenvalues
of M, mΦ, are the field-dependent running masses of the component fields Φ, with
sΦ being the spin of the state, and Q is the renormalisation scale. The supertrace
in the first line and the sum in the second line are thus carried out over all states
Φ whose masses depend on the Higgs VEVs. The two-loop contributions to ∆VMSSM

are somewhat more involved. Nevertheless, they have been computed for general
renormalisable theories [196] and have been specialised to the MSSM [195], where
their impact was found to be significant.

2.5 The Particle Spectrum of the MSSM

In addition to generating mass terms for the gauge bosons, following the breakdown
of EW symmetry the other states in the spectrum also receive contributions to their
masses from the Higgs VEVs. For example, the masses for the remaining SM states,
namely the SM fermions, arise in a very similar fashion to that which occurs in the
SM. The mass terms come from the superpotential Yukawa couplings, leading to DR
mass matrices with elements

(Mu)ij =
yUjiv2√

2
, (Md)ij =

yDjiv1√
2
, (Me)ij =

yEjiv1√
2
, (2.40)

which are basically identical to those in the SM with the obvious difference that the
masses of the down-type quarks and leptons are generated by the VEV v1, while those
of the up-type quarks involve v2. Diagonalising these mass matrices in the usual way,
i.e., by diagonalising the Yukawa coupling matrices via

yUdiag = U †u(yU)TVu , yDdiag = U †d(yD)TVd , yEdiag = U †e (yE)TVe , (2.41)

leads to the tree-level masses for the SM fermions, with VCKM = V †uVd and UPMNS =
V †e Vν being the ordinary CKM [197, 198] and PMNS [52–54, 199] matrices, and where
Vν would diagonalise the 3 × 3 matrix of Majorana neutrino masses if such a term
were present in the Lagrangian11. In some instances it is sufficient to neglect flavour
violating effects, in which case the off-diagonal Yukawa couplings will be neglected

11As will be discussed in Section 2.6, in the MSSM neutrinos are massless and Vν is undefined;
the convention we follow here for its definition is that of the SUSY Les Houches Accord [200, 201],
in which unspecified high-scale physics is assumed to generate a set of effective Majorana neutrino
masses.
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and the diagonal elements of Eq. (2.40) yield the tree-level masses. The physical
pole masses must be obtained by including the self-energy corrections to the mass
matrices, which can be significant for some states. The use of tree-level expressions,
neglecting flavour violation, is nevertheless helpful for deriving analytic insights into
the spectrum. For numerical calculations, the inclusion of the self-energies is facilitated
by the use of the precision spectrum generators to be discussed in Chapter 4. This
also holds true for those masses that are either significantly modified compared to
their values in the SM, or are entirely new.

2.5.1 The MSSM Higgs Sector

The presence of an extra Higgs doublet in the MSSM means that the Higgs sector
is extended compared to the SM. Assuming the absence of CP-violating couplings at
tree-level, the remaining five degrees of freedom in this sector after EWSB lead to two
physical charged states H±, a physical CP-odd pseudoscalar state A, and two CP-even
states h,H.

The charged states arise from linear combinations of the fields H+
u and H−d , which

do not mix with the other Higgs states due to the unbroken U(1)em. The squared mass
matrix is obtained by taking second derivatives of VMSSM with respect to H+

u and H−d ,
and reads

M2
H± =

(
Bµ

v1v2
+ g2

2
4

) v2
2 v1v2

v1v2 v2
2

 (2.42)

in the basis (H−d , H+∗
u ), after eliminating the soft Higgs masses using the EWSB con-

ditions. The requirement that 〈H+
u 〉 = 〈H−d 〉 = 0 is not a local maximum of the

potential implies that the eigenvalues of this matrix should be non-negative; in this
case, detM2

H± = 0, indicating the existence of the massless Goldstone bosons G±

that are absorbed as the longitudinal degrees of freedom of the W± bosons, while the
charged Higgs mass is given by

(mDR
H±)2 = (mDR

W )2 + 2Bµ
sin 2β ≥ (mDR

W )2 , (2.43)

when Bµ ≥ 0, since 0 ≤ β ≤ π/2. The corresponding mass eigenstate is given by the
linear combinations

H+ = H−∗d sin β +H+
u cos β , (2.44)

while the orthogonal combination makes up G±.
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Similarly, if CP is not violated in the Higgs sector at tree-level, the real and
imaginary parts of H0

u and H0
d do not mix with each other. The imaginary parts

ImH0
d = σd/

√
2 and ImH0

u = σu/
√

2 mix to form the Goldstone boson G0, absorbed
as the longitudinal degree of freedom of the Z boson, and the CP-odd scalar A,

G0 = (−σd cos β + σu sin β) ,
A = (σd sin β + σu cos β) .

(2.45)

In the basis (σd, σu) the tree-level squared mass matrix reads

M2
A = Bµ

tan β 1
1 1

tanβ

 , (2.46)

from which it follows that m2
G0 = 0, and

(mDR
A )2 = 2Bµ

sin 2β . (2.47)

On the other hand, the real parts ReH0
d = (v1 + φd)/

√
2 and ReH0

u = (v2 + φu)/
√

2
mix with each other to produce two massive, CP-even scalars h and H. These are
related by an orthogonal transformation,h

H

 = Uh

φd
φu

 =
− sinα cosα

cosα sinα

φd
φu

 , (2.48)

where the matrix Uh diagonalises the tree level squared mass matrix for the CP-even
Higgs states. In the basis (S1, S2), where

φd
φu

 =
cos β − sin β

sin β cos β

S1

S2

 , (2.49)

this is found to have elements

(M2
h)11 = (mDR

Z )2 cos2 2β , (2.50a)

(M2
h)12 = (M2

h)21 = −(mDR
Z )2

2 sin 4β , (2.50b)

(M2
h)22 = (mDR

A )2 + (mDR
Z )2 sin2 2β . (2.50c)
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The diagonalisation in this case can be done analytically; the tree-level masses are
found to be

(mDR
h,H)2 = 1

2

{
(mDR

A )2 + (mDR
Z )2

∓
√[

(mDR
A )2 + (mDR

Z )2
]2
− 4(mDR

Z )2(mDR
A )2 cos2 2β

}
, (2.51)

where by convention m2
h < m2

H , and the tree-level mixing angle α satisfies [104]

sin 2α = −
(mDR

H )2 + (mDR
h )2

(mDR
H )2 − (mDR

h )2

 sin 2β , (2.52a)

cos 2α = −
(mDR

A )2 − (mDR
Z )2

(mDR
H )2 − (mDR

h )2

 cos 2β , (2.52b)

tan 2α = (mDR
A )2 + (mDR

Z )2

(mDR
A )2 − (mDR

Z )2
tan 2β , (2.52c)

from which it follows that −π/2 ≤ α ≤ 0.
The mass of the lightest CP-even Higgs, m2

h, is always bounded from above by the
smallest diagonal element in the squared mass matrix. From Eq. (2.50) it is clear that

mDR
h ≤ mDR

Z | cos 2β| . (2.53)

The fact that mDR
h < mDR

Z indicates that, in the MSSM, an acceptable Higgs mass
can only be achieved with the help of large radiative corrections [202–204]. The size
of these corrections has potentially significant consequences for the theory, as shall be
discussed in Section 2.6. Additionally, because the loop corrections to mh are sizeable,
obtaining a precise estimate for the Higgs mass requires calculations to be done at as
high a loop order as possible, which is theoretically challenging. Even when computed
to two-loop order, the theory uncertainty on mh is expected to be several GeV (see, for
example, Ref. [205]), substantially larger than the current experimental uncertainty
[28]. The heavy CP-even state, on the other hand, has its mass bounded from below
by mDR

A , and so in phenomenologically viable scenarios is expected to be somewhat
heavier, mDR

A ,mDR
H > mDR

Z .

2.5.2 The Neutralino and Chargino Sectors

The fermion partners of the extended Higgs sector, the Higgsinos, mix with the EW
gauginos after the breaking of SU(2)L × U(1)Y → U(1)em. The superpartners of the
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charged Higgs states, H̃+
u and H̃−d , mix with the charged winos W̃± to form a set of

chargino mass eigenstates χ̃±1,2. The contributions to the chargino mass matrix consist
of contributions from the superpotential couplings, cf. Eq. (A.41), and from the soft
SUSY breaking Lagrangian. The resulting 2 × 2 mass matrix can be diagonalised
analytically, with the result that

(mDR
χ̃±1,2

)2 = 1
2

{
|M2|2 + |µ|2 + 2(mDR

W )2

∓
√[
|M2|2 + |µ|2 + 2(mDR

W )2
]2
− 4

∣∣∣µM2 − (mDR
W )2 sin 2β

∣∣∣2} . (2.54)

The remaining neutral Higgsinos H̃0
d and H̃0

u mix with the neutral wino, W̃3, and
bino B̃, to produce four physical neutralinos. The 4 × 4 mass matrix in the basis
(H̃0

d , H̃
0
u, W̃3, B̃),

Mχ̃0 =


0 −µ g2v1

2 −g1v1
2

√
3
5

−µ 0 −g2v2
2

g1v2
2

√
3
5

g2v1
2 −g2v2

2 M2 0
−g1v1

2

√
3
5

g1v2
2

√
3
5 0 M1

 , (2.55)

is diagonalised by the mixing matrix N to obtain the DR masses,

diag(mDR
χ̃0

1
, . . . ,mDR

χ̃0
4

) = N∗Mχ̃0N † . (2.56)

In this convention, the physical neutralinos are given by the linear combinations of
the gauge eigenstates,

χ̃0
i = Ni1H̃

0
d +Ni2H̃

0
u +Ni3W̃3 +Ni4B̃ . (2.57)

The mixings Nij play an important role in determining the couplings of the neutralinos
to other states, and various aspects of the phenomenology associated with a parameter
point depend strongly on the relative sizes of the mixing elements. This is particularly
important in the context of studying the implications of the MSSM for DM. Since the
neutralinos are R–parity odd, if χ̃0

1 is the LSP then it is a potential DM candidate. The
behaviour of this DM candidate, from the present day relic density to its scattering
cross section in direct detection experiments, is then heavily influenced by the sizes of
the quantities N1j, i.e., the composition of χ̃0

1. It is convenient to characterise this by
the bino, wino and Higgsino fractions, |Ni4|2, |Ni3|2 and |Ni1|2 + |Ni2|2, respectively.
When |Ni4|2 � |Ni3|2, |Ni1|2 + |Ni2|2, for example, χ̃0

i is predominantly B̃ and is
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said to be bino-like. Similar statements hold for the case of a wino- or Higgsino-like
neutralino candidate; otherwise, when one or more fractions are comparable then the
state is highly mixed. In general, the mass and mixing matrix elements are governed
only by the parameters M1, M2, µ and tan β. In models such as the CMSSM, where
M1 and M2 are not independent, the neutralino sector is characterised by only the
three12 parameters M1/2, µ and tan β. While analytic expressions are known for the
diagonalised masses [206–208], approximate expressions for the masses and mixings
can be obtained using perturbation theory when the LSP is an almost pure state [209–
211]. For example, if |M1| � |µ|, |M2|, it is found that χ̃0

1 is approximately pure B̃,
with |N14| → 1, while if |µ| � |M1|, |M2|, then χ̃0

1 is a pure Higgsino state.
Unlike the EW gauginos, the gluino does not mix with any other states in the

model, being the only colour octet fermion. The expression for the tree-level gluino
mass is accordingly rather simple,

mDR
g̃ = M3 . (2.58)

The quantity M3 runs quickly with scale, since the gluino is strongly interacting, and
the radiative corrections must be included to obtain the scale-independent, physical
gluino mass,

mg̃ = M3(Q) + ∆g̃(Q) . (2.59)

The corrections ∆g̃ are also large, yielding a contribution of up to 30% of the total mass
[212] in parts of the parameter space, and thus are essential for accurately estimating
the expected gluino mass.

2.5.3 The Sfermions

The remaining mass eigenstates in the MSSM, the scalar partners of the SM fermions,
receive contributions to their masses from the soft SUSY breaking Lagrangian and from
EWSB. In the most general case, the masses of the up-type squarks, down-type squarks
and sleptons are obtained by diagonalising the three corresponding 6× 6 matrices, as
well as a 3 × 3 matrix for the sneutrinos, since the pairs of states coming from each
generation share the same colour representation, electric charge, and R–parity and
are able to mix. However, if flavour violating effects can be taken to be negligible,
as occurs when it is assumed that the soft scalar squared masses m2

Qij
, m2

Lij
, . . . are

flavour diagonal and the trilinears T fij are proportional to the corresponding Yukawa
12The gauge couplings and v being fixed by low-energy data.
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couplings, then the mass matrices substantially simplify. In this case, diagonalising
each 6× 6 matrix reduces to instead diagonalising three 2× 2 matrices. Moreover, the
small size of the first and second generation Yukawa couplings implies that the mixing
within these generations is also small, and can reasonably be neglected. The resulting
states are thus approximately the left- and right-handed gauge eigenstates, and the
DR masses can then be read off from the diagonal mass matrix elements. This leads
to the approximate sneutrino and first and second generation sfermion masses (where
we note again that i = 1, 2, 3, α = 1, 2, and below no sum over repeated indices is
implied)

(
mDR
d̃Lα

)2
≈ m2

Qαα +
(
−1

2 + 1
3 sin2 θW

)
(mDR

Z )2 cos 2β , (2.60)(
mDR
d̃Rα

)2
≈ m2

dcαα
− 1

3(mDR
Z )2 sin2 θW cos 2β , (2.61)(

mDR
ũLα

)2
≈ m2

Qαα +
(1

2 −
2
3 sin2 θW

)
(mDR

Z )2 cos 2β , (2.62)(
mDR
ũRα

)2
≈ m2

ucαα
+ 2

3(mDR
Z )2 sin2 θW cos 2β , (2.63)(

mDR
ẽLα

)2
≈ m2

Lαα +
(
−1

2 + sin2 θW

)
(mDR

Z )2 cos 2β , (2.64)(
mDR
ẽRα

)2
≈ m2

ecαα
− (mDR

Z )2 sin2 θW cos 2β , (2.65)(
mDR
ν̃i

)2
≈ m2

Lii
+ 1

2(mDR
Z )2 cos 2β . (2.66)

Compared to the first and second generations, the sizeable third generation Yukawa
couplings are usually expected to lead to large mixings between the third generation
states. The masses must be found by diagonalising the appropriate 2×2 mass matrices,
leading to the DR masses for the stops, sbottoms and staus,

(
mDR
t̃1,2

)2
= 1

2

m2
Q33 +m2

uc33
+ 1

2(mDR
Z )2 cos 2β + 2

(
mDR
t
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∓
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Q33 −m2
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+
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2 −
4
3 sin2 θW
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(mDR

Z )2 cos 2β
]2

+ 4X2
t

 , (2.67)
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∓
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)
(mDR

Z )2 cos 2β
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+ 4X2
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 , (2.68)
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(
mDR
τ̃1,2

)2
= 1
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2(mDR
Z )2 cos 2β + 2

(
mDR
τ
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m2
L33 −m2
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(
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(mDR

Z )2 cos 2β
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+ 4X2
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 . (2.69)

In these expressions, the mixing parameters Xt, Xb and Xτ are defined by

Xt = TU33v2√
2
− yU33µv1√

2
, (2.70)

Xb = TD33v1√
2
− yD33µv2√

2
, (2.71)

Xτ = TE33v1√
2
− yE33µv2√

2
, (2.72)

and the corresponding third generation fermion masses are taken to be those that
result when flavour mixing is neglected, i.e., the (3, 3) components of Eq. (2.40). The
potentially large mixings, together with the impact of the large Yukawa couplings on
the evolution of the soft masses from high energies, mean that it is often the case that
the third generation sfermions are found to be considerably lighter than their first
and second generation counterparts. They have been the subjects of many searches
at colliders, see, e.g., Refs. [213–216].

2.6 Why Might the MSSM not be Enough?

By virtue of their large couplings to the Higgs, the stops in particular also play an im-
portant role in the radiative corrections mentioned above that are necessary to repro-
duce the observed Higgs mass. For example, one method13 to compute the Higgs mass
makes use of the higher-order corrections to the MSSM effective potential, Eq. (2.39).
In scenarios where m2

Q33 = m2
uc33

= M2, the result for the lightest Higgs mass at
two-loop, leading-log order can then be written [218]

m2
h = (mDR

Z )2 cos2 2β
(

1− 3
8π2

m̄2
t

v2 ln M
2
S

m̄2
t

)
+ 3

4π2
m̄4
t

v2

[
X̃t

2 + ln M
2
S

m̄2
t

+ 1
16π2

(
3m̄2

t

2v2 − 8g2
3

)(
X̃t ln M

2
S

m̄2
t

+ ln2 M
2
S

m̄2
t

)]
, (2.73)

13Other approaches include direct diagrammatic calculations and the use of the renormalisation
group techniques [217].



2.6. Why Might the MSSM not be Enough? 33

where g3 is the SU(3)C gauge coupling and m̄t = mDR
t (mDR

t ) is the scale at which the
running parameters are evaluated at. In this expression, the SUSY scale is defined by
M2

S ≡ M2 + m̄2
t , characterising the size of the stop masses, while the size of the stop

mixing is captured by the parameter

X̃t = 4X2
t

y2
t v

2
2M

2
S

(
1− X2

t

6y2
t v

2
2M

2
S

)
. (2.74)

In the limit of large tan β, Eq. (2.73) provides an approximate upper bound on the
lightest CP-even Higgs mass. It is evident from this expression that, in order to
reproduce the observed 125 GeV Higgs mass, either the stops should be heavy14,
corresponding to large MS, or the stop mixing Xt should be large.

However, large radiative corrections associated with the heavy third generation
sfermions do not only impact the Higgs masses. From Eq. (2.36), it follows that heavy
stops will also generate potentially large corrections through ∆VMSSM, as can be seen
by evaluating the relevant terms from the one-loop contribution,

(mDR
Z )2

2 = −|µ|2 +
m2
Hd
−m2

Hu tan2 β

tan2 β − 1 + 3
8π

2 (mDR
t )2

v2 cos 2β

(mDR
t̃1

)2

ln
(mDR

t̃1
)2

Q2 − 1


+ (mDR
t̃2

)2

ln
(mDR

t̃2
)2

Q2 − 1
+ . . . , (2.75)

where Q is the renormalisation scale at which the EWSB conditions are imposed. For
large values of mDR

t̃1,2
� mDR

Z , as required to obtain mh ∼ 125 GeV, these corrections
threaten to raise the predicted EW scale above its experimental value of ∼ 91 GeV.

Heavy stop masses appearing in the higher-order corrections to the MSSM effective
potential are not the only source of these problematic large corrections to the EW
scale. Large stop masses imply that the running parameters, notably m2

Hu and m2
Hd

,
also receive large corrections generated by the RG evolution down from the scale MX

at which the model’s parameters are defined to the EWSB scale. In Eq. (2.75), the
running soft parameters m2

Hd
(Q), m2

Hu(Q) can then be written in terms of the more
“fundamental” parameters m2

Hd
(MX), m2

Hu(MX) by replacing

m2
Hd

(Q) = m2
Hd

(MX) + δm2
Hd
, m2

Hu(Q) = m2
Hu(MX) + δm2

Hu . (2.76)
14For sufficiently high MS , the calculation of the MSSM Higgs mass should instead be carried out

using an effective field theory approach [218–224] (a review of the different approaches may be found
in Ref. [205]). This ensures that large logarithmic contributions are resummed; we will briefly revisit
this issue in Chapter 6.
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Approximate expressions for the size of the radiative corrections δm2
Hd

, δm2
Hu can be

obtained from the one- and two-loop RGEs for the soft masses, for example, the latter
can be estimated at leading-log order by [225]

δm2
Hu ∼ −

3y2
t

8π2

[
m2
Q33(MX) +m2

uc33
(MX) + At(MX)2

]
ln MX

Q
. (2.77)

Complete expressions for the radiative corrections to the other running parameters in
this approximation are given in Appendix B. Of course, Eq. (2.77) cannot be expected
to be quantitatively accurate for large differences between the scale MX and Q, such
as occurs in the CMSSM where MX ∼ 1016 GeV, but it does provide a reasonable
estimate for the size of the radiative corrections in low-energy models such as the
pMSSM. In either case, it nevertheless highlights the essential point that large stop
masses, i.e., large values ofm2

Q33 andm
2
uc33

corresponding to largeMS in Eq. (2.73), will
also generate large radiative corrections on the right-hand side of Eq. (2.75). Moreover,
it is not just heavy stop masses that have this effect. Unsuccessful searches for the
MSSM superpartners, themselves a concrete problem for the model, place increasingly
high lower bounds on the other soft parameters [226]. As shown in Appendix B,
these parameters also enter into the corrections Eq. (2.76) at one- and two-loop order,
and will lead to further large corrections to mDR

Z if they are sufficiently large. For
the current set of experimental bounds, most of these corrections are subdominant
compared to those from the soft masses, but this is not universally the case. In
particular, the contribution from the gluino mass, which enters at two-loop order, can
be significant [227].

The overall picture that emerges is one in which the apparently large SUSY scale
MS, implied by the observed Higgs mass and lack of observation of superpartners,
leads to large radiative corrections that would push up the value of the EW scale
characterised by mDR

Z [228]. The observed small value of mDR
Z then requires a degree

of fine tuning between the parameters to explain this little hierarchy between MZ

and MS [229–232]. Thus, while the MSSM is highly motivated by and solves the
“big” hierarchy problem of the SM, it apparently suffers from another naturalness
problem, known as the little hierarchy problem. Resolving this tension between the
values ofMZ , mh andMS is one of the major motivations for considering non-minimal
SUSY models. For example, in models with additional matter content, the Higgs
mass already receives new contributions at tree-level, from extra F -terms in the scalar
potential, that allow the tree-level upper bound to be increased and the need for heavy
superpartners to be relaxed. This is exemplified by the model known as the next-to-
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MSSM (NMSSM) [233, 234], in which an additional singlet superfield Ŝ couples to the
Higgs doublets according to

ŴNMSSM ⊃ λŜĤd · Ĥu , (2.78)

leading to a tree-level upper bound of the form [235, 236]

(mDR
h1 )2 . (mDR

Z )2 cos2 2β + λ2v2

2 sin2 2β . (2.79)

With an increased tree-level upper bound in the NMSSM and similar models with extra
matter content or new gauge symmetries, the radiative corrections can be smaller and
the amount of fine tuning can potentially be reduced.

The need for the parameters on the right-hand side of Eq. (2.75) to very nearly
cancel leads another puzzle in the MSSM, alluded to above in Section 2.3. This
cancellation suggests that the µ parameter, a superpotential parameter, should be of
a similar size to the soft SUSY breaking parameters m2

Hd
and m2

Hu . The mass scales in
these two sectors are, a priori, unrelated. The need to provide a natural explanation
for why these two scales should be similar is known as the µ problem in the MSSM
[237]. One possible solution is for the µ parameter to share with the soft breaking
parameters a hidden sector origin, as is achieved by the Giudice-Masiero mechanism
discussed above. However, hidden sector mechanisms are, by construction, difficult
to test experimentally. A popular alternative is therefore to extend the MSSM to
instead generate an effective µ parameter dynamically. Returning to the NMSSM
as an example, if the new singlet scalar field, S, acquires a VEV 〈S〉 = s/

√
2, then

the coupling in Eq. (2.78) will lead to an effective µ parameter, µeff = λs/
√

2. The
value of the singlet VEV s will be set by the sizes of the soft parameters, through
an additional EWSB condition, and thus the effective µ term is naturally of the same
order of magnitude as the soft terms [237]. This possible solution to the µ problem is
thus another reason to consider non-minimal SUSY models.

Beyond the above naturalness issues, which are the focus of this thesis, other
shortcomings of the MSSMmay also find possible solutions by considering non-minimal
extensions. To give just a few examples,

• In the ordinary MSSM, neutrinos are massless like in the SM. Thus neutrino
oscillations are currently one of the strongest pieces of evidence for the need to
extend the model to accommodate massive neutrinos. Some mechanism should
also account for the minuscule size of the neutrino masses, such as through radia-
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tive mass generation [238–240] or a see-saw mechanism, which can be achieved
in non-minimal models [241, 242].

• Acceptable baryogenesis, i.e., reproducing the observed baryon-antibaryon asym-
metry, is difficult to achieve in the MSSM, as its ability to generate the required
first order phase transition is restricted [243]. Non-minimal models, on the other
hand, provide various ways of meeting the necessary conditions for successful
baryogenesis [244], and so are more promising than the MSSM in this respect
[245, 246].

• Gauge coupling unification at high energies is significantly improved in the
MSSM compared to the SM [247–250], though it is still not exact (absent the
effects of unknown threshold corrections at least). This suggests the possibility
of embedding the MSSM particle content into a GUT model [83], such as those
based on SO(10) or E6 [251]. In this case, the MSSM states are embedded in
larger GUT multiplets, which may or may not lead to additional exotic states
at the TeV scale.

• Constrained models such as the CMSSM are based on the possible inclusion
of gravitational interactions through supergravity. However, minimal SUGRA
(mSUGRA) is non-renormalisable, and should be regarded as an effective field
theory description of an underlying theory that includes gravity [104]. Candi-
dates for this theory, such as ten-dimensional heterotic E8×E ′8 superstring theory
[252, 253], can naturally lead to non-minimal SUSY models at low energies.

Taken together, the above issues provide good reasons to think that the minimal
extension of the SM to be compatible with SUSY might not be enough, and motivate
the study of non-minimal SUSY models instead. As an added bonus, many non-
minimal models also lead to exotic collider phenomenology and possible new signals
through which the model can be discovered. Motivated by the above arguments, we
explore one such class of models that, at low energies, contain extra matter content
beyond the MSSM and possess an extra U(1) gauge symmetry.



Chapter 3

E6 Inspired Supersymmetric
Models

3.1 U(1) Extensions of the MSSM

The MSSM is almost fully determined from the requirement that it be the minimal
extension of the SM consistent with SUSY, but it is by no means the unique possi-
ble realisation of low-energy SUSY. Once the requirement for minimality is dropped,
many different types of non-minimal models can be constructed. Most of these are in
varying degrees motivated by the goal of addressing issues such as those discussed in
Section 2.6, and all have their own advantages and disadvantages, which can be used
to assess their relative merits.

The NMSSM, mentioned previously, is the simplest example of a non-minimal
SUSY model. It extends the MSSM by the addition of a SM singlet superfield Ŝ

while leaving all other aspects of the model unchanged. In the common case that a
Z3 symmetry is imposed to forbid new dimensionful superpotential parameters, the
superpotential of the scale invariant NMSSM reads [235, 236, 254–257]

ŴNMSSM = ŴMSSM(µ = 0) + λŜĤd · Ĥu + 1
3κŜ

3 , (3.1)

where ŴMSSM(µ = 0) is the MSSM superpotential, Eq. (2.1), with µ = 0. The second
term on the right-hand side leads to an effective µ term once S develops a VEV,
allowing the NMSSM to solve the µ problem. The last term is necessary to break the
global PQ symmetry that would be present otherwise and would lead to a physically
unacceptable axion in the spectrum once it is spontaneously broken by the VEV of

37
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S [233]. As noted above, with this simple expansion of the MSSM matter content,
the µ problem can be solved and the Higgs mass increased at tree-level. Indeed, the
NMSSM may also fare better than the MSSM when it comes to some of the other
problems listed in Section 2.6; for example, in the NMSSM successful baryogenesis
may be more easily achieved given the current experimental limits [258–260].

On the other hand, being such a simple extension the usual NMSSM still leaves
some questions unanswered, such as the origin of neutrino masses. Furthermore, new
problems arise in the NMSSM that are absent in the MSSM. The Z3 symmetry implies
that domain walls should have formed between parts of the early Universe that were
causally disconnected during the EW phase transition [261]. Domain walls like this
would be in conflict with observations of the CMB, however [261]. The most straight-
forward methods of solving this problem, by breaking the Z3 symmetry, encounter
another problem [262]. Since the new field is a singlet, it may couple to heavy degrees
of freedom that might be expected to be present in an underlying GUT model, for
instance. Such a coupling would in general induce large tadpole terms, linear in Ŝ, in
the superpotential and soft SUSY breaking Lagrangian at lower energies. These terms,
which would generically be expected to be of order ∼ MSMX for the superpotential
tadpole and ∼ M2

SMX for the soft breaking tadpole, would in turn lead to a singlet
VEV far larger than the EW or SUSY scale. As a result, the EW scale is once again
destabilised, a naturalness problem known as the “tadpole problem” in the NMSSM
[234, 263].

In the context of GUT models, the problematic couplings of the singlet to heavy
degrees of freedom can be prevented if Ŝ is not a singlet under the full, unified gauge
group. This suggests the possibility that a further, relatively straightforward extension
of the model could be used to cure these problems. That is, by extending the gauge
symmetry group as well as the matter content of the MSSM, the positive aspects
of the NMSSM can be retained while also avoiding some of its problems. One of the
simplest options is to consider models in which the SM gauge group is augmented with
an additional U(1)′ symmetry. In addition to being arguably less complicated than
additional non-Abelian gauge symmetries, U(1) extensions of the SM are also very
well motivated [264]. Models with one or more additional U(1)’s appear frequently
when the SM gauge group emerges as the unbroken subgroup of a larger gauge group,
and can emerge naturally in string inspired theories [264–277].
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An acceptable U(1) extension of the MSSM (USSM) that also solves the µ problem,
with the gauge group

G = SU(3)C × SU(2)L × U(1)Y × U(1)′ , (3.2)

should at least incorporate the interactions of the MSSM and an effective µ term,

ŴUSSM ⊃ ŴMSSM(µ = 0) + λŜĤd · Ĥu , (3.3)

where it is now assumed that Ŝ, Ĥd and Ĥu are charged under U(1)′, while Ŝ is still
a singlet under the SM gauge group. An elementary µ term can be forbidden by
appropriate choice of the U(1)′ charges, as can the Ŝ3 term present in the NMSSM.
This latter term is rendered unnecessary when the previous global PQ symmetry can
be absorbed by the gauged U(1)′ [278], and the absence of the discrete Z3 symmetry
means that the formation of domain walls is avoided. In place of an unacceptable
axion, the breakdown of U(1)′ when S develops a VEV leads to a massive Z ′ boson.
The prospect of exciting phenomenology associated with the new Z ′ has generated
significant interest in U(1) extensions in the literature [229, 265, 267, 268, 270–275].
Since the Higgs doublets and Ŝ are charged under U(1)′, in addition to new F -terms
in the scalar potential, extra U(1)′ D-terms can also persist in the scalar potential
at the scale of gauge symmetry breaking [279, 280]. These extra contributions allow
for the upper bound on the tree-level Higgs mass to be further increased [281–283]
compared to the NMSSM. U(1) extensions therefore have the potential to reduce even
more the fine tuning associated with a 125 GeV Higgs mass.

While U(1) extensions of the MSSM offer attractive solutions to some of its prob-
lems, they are also subject to restrictions that make their construction more involved
than a simple singlet extension of the MSSM. Prominent among these is the require-
ment that the U(1)′ symmetry be non-anomalous. The need to avoid introducing gauge
anomalies leads in general to non-trivial model building complications; for example,
ensuring an anomaly free theory is one of the hurdles in successfully implementing
SSB via the Fayet-Iliopoulos mechanism [103]. For an arbitrary U(1)′, anomaly can-
cellation requires that either the U(1)′ charges are family non-universal, or additional
exotic fermions must be included in the model [264]. Thus if the U(1)′ charges are to
be family universal, U(1) extensions must necessarily extend the matter content of the
MSSM as well, which may lead to interesting experimental signatures [278, 284–292].
An elegant approach to ensure anomaly cancellation is to have the U(1)′ arise as part
of an unbroken subgroup of a larger, anomaly free group, rather than assigning U(1)′
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charges in an ad hoc manner. In this scenario, anomalies are avoided provided that
the matter content fills complete representations of the larger gauge group, or at least
provided that any incomplete multiplets are present only in vector-like pairs so that
their contributions to gauge anomalies cancel.

Viable models that take this approach can, for instance, be constructed from un-
derlying SO(10) or E6 GUTs [269]. Models based on E6 or one of its subgroups near
the GUT scale can in particular be motivated by the fact that they arise naturally from
the description of gravity provided by ten-dimensional E8×E ′8 heterotic string theory
[293–299]. Compactification of the additional six dimensions results in the breaking of
E8 to E6 or one of its subgroups in the visible sector [299]. The remaining unbroken
E ′8 constitutes a hidden sector within which the spontaneous breakdown of SUGRA
takes place. The visible and hidden sectors are only coupled through gravitational
strength interactions, allowing the breaking of SUSY to be communicated from the
hidden to the visible sector and generating a set of soft SUSY breaking parameters
[182, 183], as discussed in Section 2.3.

The subsequent breakdown of E6 may lead to low-energy models based on rank-5
or rank-6 gauge groups [300], since E6 is itself a rank-6 group [301]. For instance, at
the string scale1 E6 may be broken via the Hosotani mechanism [307] directly to

E6 → SU(3)C × SU(2)L × U(1)Y × U(1)χ × U(1)ψ , (3.4)

where the two new U(1) factors are those associated with the subgroups E6 ⊃ SO(10)×
U(1)ψ ⊃ SU(5) × U(1)χ × U(1)ψ [264, 269]. Further symmetry breaking can then
reduce this rank-6 group to a rank-5 group with a single additional U(1)′, as given in
Eq. (3.2), where the remaining U(1)′ is a linear combination of U(1)χ and U(1)ψ,

U(1)′ = U(1)χ cos θE6 + U(1)ψ sin θE6 . (3.5)

The mixing angle θE6 characterises the resulting U(1)′ at low energies and depends on
the choice of symmetry breaking pattern (for reviews of the various cases considered
in the literature, see for example Refs. [264, 269, 308]). As noted above, the resulting
model will be free of gauge anomalies provided that the low-energy matter content
fills in complete representations of E6. Since the fundamental representation of E6

is 27-dimensional, this implies that the matter content of the SM and MSSM must
be augmented with additional exotic states. The three generations of SM states can

1In the strong coupling regime of the ten-dimensional E8 ×E′8 string theory [302, 303], this scale
can be comparable with the GUT scale [304–306].
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be successfully accommodated in three 27-plets of E6. Each 27-plet, 27i, can be
decomposed in terms of SU(5)×U(1)χ×U(1)ψ representations according to [264, 300]

27i →
(
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40
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24
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+
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24
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. (3.6)

The SM states can be assigned to the first two factors, with Q̂i, ûci , êci being assigned
to the first term and L̂i and d̂ci to the second. The state assigned to the third term on
the first line, N̂ c

i , is a singlet under the SM gauge group, and can be identified with
a right-handed neutrino. The multiplets in the second line contain new exotic states
in each generation. The last term contains another SM singlet, Ŝi. The components
of the first term can be identified with a down-type Higgs doublet Ĥdi and an SU(2)L
singlet, colour triplet D̂i, while the second contains an up-type Higgs Ĥui and a colour
triplet D̂i. The U(1)ψ and U(1)χ charge assignments for the components of a single
27-plet are summarised in Table 3.1. The doublets Ĥui and Ĥdi may be identified

Q̂i ûci êci L̂i d̂ci N̂ c
i Ĥdi D̂i Ĥui D̂i Ŝi√

5
3Q

Y
i

1
6 −2

3 1 −1
2

1
3 0 −1

2
1
3

1
2 −1

3 0
2
√

6Qψ
i 1 1 1 1 1 1 −2 −2 −2 −2 4

2
√

10Qχ
i −1 −1 −1 3 3 −5 −2 −2 2 2 0

Table 3.1: The U(1)Y , U(1)ψ and U(1)χ charges of the chiral superfields contained
within each 27-plet of E6.

as Higgs or inert Higgs doublets, the distinction being that the latter do not develop
VEVs. The states D̂i and D̂i have electric charge ±1/3 and carry B −L charge twice
that of ordinary quarks, and therefore may either be diquarks or leptoquarks.

The compelling theoretical motivation for these E6 inspired models and the poten-
tial for interesting phenomenology associated with the above exotic states, along with
at least one Z ′ boson associated with the breakdown of U(1)′, has garnered this class
of models a great deal of attention in the past [229, 265, 267, 268, 270–275]. Possible
signatures of the exotic states at colliders have been studied [309], as well as limits on
the Z ′ mass [310]. In addition to observing these exotic states, an underlying E6 GUT
might leave identifiable fingerprints on the ordinary MSSM mass spectrum, such as
in the pattern of first and second generation sfermion masses [311]. As these models
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contain additional singlets, which may get VEVs, and have an extended gauge sector,
they are able to solve the µ problem and raise the tree-level upper bound on the light-
est Higgs mass above that in the NMSSM [286, 312–314], without the accompanying
domain wall and tadpole problems. The accompanying enlarged Higgs [278, 313, 314]
and neutralino [314–325] sectors have been extensively studied. Among the other pos-
sible avenues to be explored in models based on E6, it has been proposed that the extra
D-terms could solve the tachyon problems encountered in anomaly mediated SUSY
breaking scenarios [326], while the inclusion of appropriate family symmetries could
provide an explanation for the hierarchy of fermion masses and mixings [327–330].
Indeed, many further implications of these models have been considered, including for
EWSB [276, 277, 312, 315, 331–333], neutrino physics [241, 242], leptogenesis [245, 246]
and EW baryogenesis [334, 335], the muon anomalous magnetic moment [336, 337],
electric dipole moments [316, 317], lepton flavour violating processes [318] and the
possibility of CP-violation in the extended Higgs sector [338].

3.2 The Exceptional Supersymmetric Standard
Model

A given low-energy, E6 inspired model is characterised by a choice of symmetry break-
ing pattern, and hence the value of θE6 , as well as the matter multiplets that it
contains. In the rank-5 model described by Eq. (3.5) both the singlets Ŝi and the
right-handed neutrinos N̂ c

i are charged under the additional U(1)′, in general. For
example, of the choices for U(1)′ shown in Table 3.2, the right-handed neutrinos carry
charge in the U(1)χ, U(1)ψ, U(1)η [298], and inert U(1)I [339] models. However, for

U(1)′ θE6 ∈ [−π, π)
U(1)χ 0
U(1)ψ π

2
U(1)N arctan

√
15

U(1)η − arctan
√

5
3

U(1)I arctan
√

3
5 − π

Table 3.2: Values of θE6 for several commonly studied E6 inspired models. The E6SSM
corresponds to the choice U(1)′ = U(1)N .

the choice of θE6 = arctan
√

15, the right-handed neutrinos are uncharged under the
resulting U(1)′, denoted U(1)N [241, 242, 278, 340]. In this case, the right-handed
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neutrinos N c
i are total gauge singlets and are allowed to have superheavy Majorana

masses. The see-saw mechanism can then be used to explain the observed neutrino
masses and oscillations. Additionally, because the right-handed neutrinos are very
heavy, they may generate a lepton asymmetry in the early Universe through their de-
cays into states with L = ±1. This lepton asymmetry may subsequently be converted
into the observed baryon asymmetry through the action of EW sphalerons [341, 342].
E6 inspired SUSY models based on U(1)N are thus able to explain both the origin of
neutrino masses and the baryon asymmetry through leptogenesis [245, 246], both of
which are problems for the MSSM.

In this thesis, we focus on the particular E6 inspired SUSYmodel with an additional
U(1)N gauge symmetry known as the E6SSM [278, 284]. Several different variants of
the E6SSM have been proposed and studied in the past [278, 284, 288, 289, 300,
328, 329, 343–348]. More generally, E6 inspired SUSY models with U(1)′ = U(1)N
have been thoroughly investigated. For example, the possibility of mixing between
doublet and singlet neutrinos [241], the effects of Z − Z ′ mixing [319], the neutralino
sector [315, 319, 320], the implications of the exotic states for dark matter [349], the
renormalisation group flow [315, 350–353] and EWSB in the models [312, 315, 331] have
all been considered. In the specific case of the E6SSM, progress has also been made
in calculating important radiative and higher-order corrections; the renormalisation
of the VEVs that lead to EWSB has been calculated [354, 355], as have the effects of
threshold corrections from heavy exotic states [356] necessary for matching the model
to the MSSM below the mass scale of the exotics.

At low energies, the matter content of the E6SSM is assumed to consist of the
MSSM chiral superfields as well as exotic superfields, all contained within three com-
plete 27-plets of E6. The assignment of the states is carried out as described following
Eq. (3.6). With only these multiplets in the model, the unification of gauge cou-
plings would not occur [264]. Gauge unification can be restored by adding additional
states from additional incomplete multiplets in vector-like pairs, so as not to intro-
duce gauge anomalies [333]. In the usual formulation of the E6SSM, an SU(2) doublet
and anti-doublet, L̂4 and L̂4, from incomplete 27′ and 2̄7′ multiplets are included for
this purpose2. With these additional incomplete multiplets in the model, the gauge
coupling running in the E6SSM at the two-loop level in fact leads to unification more
precisely than in the MSSM [350]. The chiral and vector superfields of the model are
summarised in Table 3.3 and Table 3.4.

2Alternatively, if L̂4 and L̂4 are not introduced it is possible to construct the model in such a way
that two-step unification takes place instead [288, 343].
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Supermultiplet Spin-0 Spin-1/2 SU(3)C SU(2)L
√

5
3QY

√
40QN

Q̂i

(
ũL
d̃L

)
i

(
uL
dL

)
i

3 2 1
6 1

ûci ũ∗iR uciR 3 1 −2
3 1

êci ẽ∗iR eciR 1 1 1 1

L̂i

(
ν̃L
ẽL

)
i

(
νL
eL

)
i

1 2 −1
2 2

d̂ci d̃∗iR dciR 3 1 1
3 2

Ĥdi

(
H0
di

H−di

) (
H̃0
di

H̃−di

)
1 2 −1

2 −3

D̂i D̃i Di 3 1 1
3 −3

Ĥui

(
H+
ui

H0
ui

) (
H̃+
ui

H̃0
ui

)
1 2 1

2 −2

D̂i D̃i Di 3 1 −1
3 −2

Ŝi Si S̃i 1 1 0 5

N̂ c
i Ñ∗iR N c

iR 1 1 0 0

L̂4

(
L0

4
L−4

) (
L̃0

4
L̃−4

)
1 2 −1

2 2

L̂4

(
L

+
4
L

0
4

) L̃+
4

L̃
0
4

 1 2 1
2 −2

Table 3.3: Summary of the chiral superfields of the E6SSM, showing their representa-
tions under SU(3)C and SU(2)L, and their U(1)Y and U(1)N charges.

In principle, the most general low-energy superpotential of the E6SSM would con-
tain all those couplings that respect the E6 gauge symmetry, as well as a set of E6 vio-
lating interactions3 that nonetheless are allowed by the remaining SU(3)C×SU(2)L×
U(1)Y × U(1)N gauge symmetry. The most general low-energy superpotential [278]
can thus be written

ŴE6SSM = Ŵ0 + Ŵ1 + Ŵ2 + 1
2MijN̂

c
i N̂

c
j + Ŵ ′

0 + Ŵ ′
1 + Ŵ ′

2 , (3.7)

3Either because they are not invariant under E6 or only involve incomplete E6 multiplets [278].
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Supermultiplet Spin-1/2 Spin-1 SU(3)C SU(2)L
√

5
3QY

√
40QN

Ĝ g̃ g 8 1 0 0
Ŵ W̃±, W̃ 0 W±, W 0 1 3 0 0
B̂ B̃ B 1 1 0 0
B̂′ B̃′ B′ 1 1 0 0

Table 3.4: Summary of the vector superfields of the E6SSM and their transformation
properties under the gauge symmetries.

where Ŵ0, Ŵ1 and Ŵ2 contain the E6 invariant interactions and the remaining terms,
including the Majorana masses for the right-handed neutrinos Mij, break E6. The
contributions to Eq. (3.7) that are consistent with the E6 gauge symmetry read

Ŵ0 = λijkŜiĤdj · Ĥuk + κijkŜiD̂jD̂k + hNijkN̂
c
i Ĥuj · L̂k

+ yUijkû
c
iĤuj · Q̂k + yDijkd̂

c
iQ̂j · Ĥdk + yEijkê

c
i L̂j · Ĥdk , (3.8a)

Ŵ1 = gQijkD̂iQ̂j · Q̂k + gqijkD̂id̂
c
jû
c
k , (3.8b)

Ŵ2 = g̃NijkN̂
c
i D̂j d̂

c
k + g̃Eijkê

c
iD̂jû

c
k + g̃DijkQ̂i · L̂jD̂k , (3.8c)

while the E6 violating contributions are

Ŵ ′
0 = µLL̂4 · L̂4 + µ′iL̂4 · L̂i + hijN̂

c
i Ĥuj · L̂4 − hEij êciĤdj · L̂4 , (3.9a)

Ŵ ′
1 = 1

3σijkN̂
c
i N̂

c
j N̂

c
k + ΛkN̂

c
k + λijŜiĤdj · L̂4 + gNij N̂

c
i L̂4 · L̂j

+ gNi N̂
c
i L̂4 · L̂4 + gUij û

c
i L̂4 · Q̂j + µijĤui · L̂j + µiĤui · L̂4 + µ′ijD̂id̂

c
j , (3.9b)

Ŵ ′
2 = −gDij Q̂i · L̂4D̂j . (3.9c)

However, a model based on this superpotential would suffer from severe phenomeno-
logical problems. Although the difference B−L is conserved in the E6 preserving part
of the superpotential4, there is no consistent choice for the baryon and lepton numbers
of D̂i and D̂i that does not lead to B or L violation, if all terms in Ŵ1 and Ŵ2 are
simultaneously present [300]. The general Yukawa couplings also allow flavour mixing
and would imply the existence of FCNCs well above experimental limits.

Following the approach adopted in the MSSM, the model can be rescued by im-
posing a set of discrete symmetries to forbid the potentially dangerous operators. In
the E6SSM, this is made more complicated by the fact that there are multiple possible

4This is the case since U(1)B−L symmetry is a linear combination of U(1)Y and U(1)χ [300].
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choices that generalise R-parity in the MSSM [357]; of these, only two are compatible
with successful leptogenesis [245]. It is also the case that, in the simplest variants of
the E6SSM, imposing a single discrete symmetry is not enough to prevent violations
of experimental limits. In these models, agreement with experimental data can only
be achieved by the imposition of at least

• One of the two acceptable exact Z2 symmetries to forbid dangerous B and L

violating operators. The two possible choices remove different subsets of terms
from the general superpotential, and imply differing properties for the exotic D̂i,
D̂i states. The first possibility is an exact ZB

2 symmetry, under which the lepton
superfields and the exotic D̂i, D̂i, L̂4 and L̂4 superfields are odd and all others
are even. The only other possibility is an exact ZL

2 under which only the lepton
superfields and L̂4, L̂4 are odd and all others are even. In the former case, all of
the terms in Ŵ1 as well as Ŵ ′

1 are forbidden, and the exotic D̂i, D̂i superfields
can be assigned non-zero B and L numbers simultaneously, identifying them as
leptoquarks. In the case of invariance under ZL

2 , they may be assigned baryon
number twice that of the ordinary quarks and so are diquarks, and all terms in
Ŵ2, Ŵ ′

1 and Ŵ ′
2 are excluded.

• An approximate ZH
2 symmetry to suppress unacceptable FCNCs. To do so, it

is first assumed that by appropriate field rotations only one generation of the
Higgs and singlet superfields have scalar components that develop VEVs, with
the Yukawa couplings chosen appropriately to ensure this. This is conventionally
identified with the third generation, i.e., Ĥd ≡ Ĥd3, Ĥu ≡ Ĥu3 and Ŝ ≡ Ŝ3 where
〈Hd〉, 〈Hu〉 and 〈S〉 are non-zero. This set of superfields is then assumed to be
even under ZH

2 , while all others are odd, which has the effect of forbidding
the couplings of the additional, inert Higgs doublets to the SM fermions, for
instance. However, ZH

2 cannot be exact as otherwise all interactions allowing
decays of the exotic quarks would be forbidden. Stringent limits [358–360] on
the concentration of these states after their production in the early Universe
[361, 362] rule this possibility out; thus, ZH

2 must be violated by small but non-
zero Yukawa couplings of order ∼ 10−4 − 10−3 that respect the exact ZB

2 or ZL
2

symmetry [278, 363].

In the E6SSM, it is also expected that the LSP and next-to-LSP (NLSP) would in gen-
eral no longer be MSSM–like neutralinos5, and would have masses that are roughly

5That is, neutralinos that are predominantly a mixture of the third generation Higgsinos H̃d and
H̃u and the usual gauginos W̃3 and B̃.
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60− 65 GeV [364–369]. These light states previously were investigated as viable DM
candidates [349], but are now known to be ruled out by direct detection searches for
DM [370–374] and limits on the exotic decays of the SM Higgs [367]. A viable modifi-
cation of the E6SSM [375] is to introduce a further ZS

2 [344] symmetry to suppress such
exotic Higgs decays and to prevent the decays of the lightest MSSM–like neutralino
into the LSP and NLSP. All of the above discrete symmetries do not commute with
E6, since different components within the same 27-plet transform differently under
their action. The need to introduce multiple exact and approximate Z2 symmetries
is an unattractive aspect of the simplest versions of the E6SSM. It can be avoided
in more complicated constructions [100, 101, 300, 347, 352], as shall be discussed in
Chapter 6.

Once the necessary set of discrete symmetries has been imposed, the general su-
perpotential Eq. (3.7) simplifies substantially. For concreteness, in the case that an
exact ZB

2 symmetry is imposed the approximate superpotential at low energies can be
written [363, 376]

ŴE6SSM ≈ ŴMSSM(µ = 0) + λŜĤd · Ĥu + λ̃αβŜĤdα · Ĥuβ + f̃αβŜαĤu · Ĥdβ

+ fαβŜαĤuβ · Ĥd + κijŜD̂iD̂j + µLL̂4 · L̂4 , (3.10)

after integrating out the heavy right-handed neutrinos N̂ c
i and retaining only those

Yukawa couplings that can be non-negligible. By making appropriate rotations of
the superfields (Ĥdα, Ĥuα) and (D̂i, D̂i), the trilinear couplings λ̃αβ and κij are chosen
to be flavour diagonal, while the other new couplings f̃iα, fiα are not, in general.
Similarly, the inert Higgs doublets and L̂4, L̂4 superfields are redefined to take µ′i = 0
[278]. The Higgs and singlet Yukawa couplings are expected to satisfy κij, λ ≡ λ3 &

λ̃αβ � fαβ, f̃αβ [363, 376] so that only Hd, Hu and S develop VEVs. An elementary
µ term is forbidden by the U(1)N symmetry6, but the superpotential still contains a
bilinear term for the L̂4 and L̂4 superfields. In principle, one might be concerned that
this reintroduces a version of the µ problem in the model [264]. However, µL does not
play a role in EWSB and so is not constrained to be of the order of the EWSB or soft
mass scales. The principal restriction on µL in this model is that it be chosen so that
approximate gauge unification is preserved, which can be achieved when µL is of the
order of several TeV, depending on the values of the additional dimensionless couplings
[350, 356]. The L̂4 · L̂4 bilinear can then be induced following the breakdown of local

6This is not the case in general for other choices of U(1)′, e.g., a µ term for Ĥd and Ĥu is allowed
under U(1)χ.
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SUSY if the Kähler potential contains an extra term of the form (X̂LL̂4 · L̂4 + h.c.)
[377] through the Giudice-Masiero mechanism.

Like in the MSSM, the superpotential interactions must be supplemented by a set
of soft SUSY breaking interactions. The standard set of soft terms consistent with
gauge invariance in the E6SSM are

−LsoftE6SSM = m2
Hu|Hu|2 +m2

Hd
|Hd|2 +m2

S|S|2 +m2
H2,αβ

(Huα)†Huβ +m2
H1,αβ

(Hdα)†Hdβ

+m2
ΣαβS

†
αSβ +m2

Dij
D†iDj +m2

Dij
D
†
iDj +m2

L4|L4|2 +m2
L4
|L4|2

+m2
Qij
Q̃†iQ̃j +m2

ucij
(ũci)†ũcj +m2

dcij
(d̃ci)†d̃cj +m2

Lij
L̃†i L̃j

+m2
ecij

(ẽci)†ẽcj +
(
µLBLL4 · L4 + h.c.

)
+
(
TλSHd ·Hu + T κijSDiDj + TUij ũ

c
iHu · Q̃j + TDij d̃

c
iQ̃j ·Hd

+ TEij ẽ
c
i L̃j ·Hd + T λ̃αβSHdα ·Huβ + T f̃αβSαHu ·Hd

β + T fαβSαH
u
β ·Hd

)

+ 1
2

(
M1B̃B̃ +M2W̃W̃ +M3G̃G̃+M ′

1B̃
′B̃′ + 2M11B̃B̃

′ + h.c.

)
. (3.11)

The general soft SUSY breaking Lagrangian, in which all of the soft parameters are
treated as independent, introduces a large number of additional free parameters on
top of the extra couplings already present in the superpotential. The number of
free parameters can be greatly reduced by considering a constrained model in which
certain relations are assumed to hold between the soft parameters at some high scale.
This is the case when the soft parameters are assumed to satisfy constraints inspired
by gravity mediated SUSY breaking, leading to the constrained E6SSM (CE6SSM)
[363, 376, 378]. Alternatively, for the purposes of studying the model at low energies,
restrictions on the soft parameters analogous to those imposed in the pMSSM can also
be enforced while remaining agnostic about a particular high-scale model of SSB.

A novel feature of the E6SSM, and U(1) extensions of the MSSM more generally,
is the possibility of gauge kinetic mixing between U(1)Y and U(1)N in which a term
proportional to FN

µνF
Y µν , involving the U(1)N and U(1)Y field strengths FN

µν and F Y
µν ,

is generated [379, 380]. Even if such a term is absent initially at high energies, for
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instance at the GUT scale where7

g1(MX) ≈ g′1(MX) ≈ g2(MX) ≈ g3(MX) , (3.12)

g′1 being the GUT-normalised U(1)N gauge coupling, it will be generated by radiative
corrections at scales below MX through the RG flow [381, 382]. In practice, this
mixing can be handled by working in a rotated basis for the U(1) gauge fields where
the mixing leads instead to non-zero off-diagonal gauge couplings [278, 383], i.e., in
covariant derivatives one finds terms of the form QT

Φ̂GAµ with

QΦ̂ =
QY

Φ̂
QN

Φ̂

 , G =
g1 g11

0 g′1

 , Aµ =
Bµ

B′µ

 . (3.13)

This field redefinition is also responsible for the appearance of the mixed gaugino soft
mass, M11, in the last bracketed term of Eq. (3.11). In general in U(1) extended
models, gauge kinetic mixing can have a significant impact on the phenomenology
[384–386]; it can, for instance, reduce the size of the limits on the Z ′ mass. It is
natural to assume, however, that the mixing g11 vanishes at the GUT scale. It has
then been found [278, 350, 363, 384] that, provided this is the case, in this particular
model the kinetic mixing remains very small at all scales below MX as well, g11 ∼
0.02� g1, g

′
1, since the only non-vanishing contribution to the mixing comes from the

(L̂4, L̂4) multiplet pair. Therefore, in all of the following work presented here the effects
of gauge kinetic mixing have been neglected by setting g11(MX) = 0, M11(MX) = 0
and taking them to vanish at scales below this as well.

3.3 Gauge Symmetry Breaking in the E6SSM

The breakdown of EWSB in the E6SSM is made more complicated compared to
the MSSM by the presence of (at least one) SM singlet that acquires a VEV. With
the model building assumptions made above, the spontaneous breaking of SU(2)L ×
U(1)Y × U(1)N occurs as a result of Hd, Hu and S developing non-zero VEVs at the
physical minimum of the Higgs potential. The relevant part of the scalar potential

7Since all of the low-energy matter content can be placed in complete SU(5) multiplets with the
exception of the doublets L̂4 and L̂4, gauge coupling unification still occurs at the two-loop level for
any value of α3(MZ), the strong coupling evaluated at the scale MZ , consistent with the measured
value [300, 350]
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reads
VE6SSM = V F

E6SSM + V D
E6SSM + V soft

E6SSM + ∆VE6SSM , (3.14)

where the F -term, D-term and soft SUSY breaking contributions are

V F
E6SSM = λ2|S|2(|Hd|2 + |Hu|2) + λ2|Hd ·Hu|2 , (3.15a)

V D
E6SSM = ḡ2

8
(
|Hu|2 − |Hd|2

)2
+ g2

2
2 |H

†
dHu|2

+ g′21
2 (Q1|Hd|2 +Q2|Hu|2 +QS|S|2)2 , (3.15b)

V soft
E6SSM = m2

S|S|2 +m2
Hd
|Hd|2 +m2

Hu|Hu|2 + (TλSHd ·Hu + h.c.) , (3.15c)

and ∆VE6SSM contains the loop corrections to the effective potential, given at one-loop
by the generalisation of Eq. (2.39) to also include contributions from the exotic states.
The quantities Q1, Q2 and QS are the U(1)N charges of Ĥd, Ĥu and Ŝ, respectively8.
There are several differences in VE6SSM compared to the analogous potential in the
MSSM. In addition to the extra terms involving the singlet scalar, the potential also
contains the expected additional F - and D-terms, corresponding to the last terms in
Eq. (3.15a) and Eq. (3.15b). The first of these is also present in the NMSSM, see for
example Ref. [234].

The analysis of gauge symmetry breaking in the E6SSM proceeds in a very similar
manner to that carried out in the MSSM in Section 2.4. Demanding that the Higgs
fields Hd, Hu and the singlet S have real VEVs of the form

〈Hd〉 = 1√
2

v1

0

 , 〈Hu〉 = 1√
2

 0
v2

 , 〈S〉 = s√
2
, (3.16)

at the physical minimum leads to the EWSB conditions

∂VE6SSM

∂v1
= m2

Hd
v1 + λ2

2 (v2
2 + s2)v1 −

Tλ√
2
sv2 + ḡ2

8 (v2
1 − v2

2)v1

+ ∆Hdv1 + ∂∆VE6SSM

∂v1
= 0 , (3.17a)

∂VE6SSM

∂v2
= m2

Huv2 + λ2

2 (v2
1 + s2)v2 −

Tλ√
2
sv1 −

ḡ2

8 (v2
1 − v2

2)v2

+ ∆Huv2 + ∂∆VE6SSM

∂v2
= 0 , (3.17b)

8If gauge kinetic mixing is not neglected, these should be replaced by the effective charges Q̃Φ =
QNΦ + g11Q

Y
Φ/g

′
1, where QNΦ and QYΦ are the U(1)N and U(1)Y charges for the field Φ, respectively

[278].



3.3. Gauge Symmetry Breaking in the E6SSM 51

∂VE6SSM

∂s
= m2

Ss+ λ2

2 (v2
2 + v2

1)s− Tλ√
2
v2v1 + ∆Ss+ ∂∆VE6SSM

∂s
= 0 . (3.17c)

The quantities ∆Φ, with Φ = Hd, Hu, S, appearing above are U(1)N D-term contribu-
tions that are absent in the MSSM and NMSSM, and are given by

∆Φ ≡
g′21
2
(
Q1v

2
1 +Q2v

2
2 +QSs

2
)
QΦ , (3.18)

where QΦ is the U(1)N charge of the field Φ.
The breakdown of SU(2)L×U(1)Y ×U(1)N → U(1)em sees four massless Goldstone

modes used to generate masses for the physical W±, Z and Z ′ bosons, leaving 6
physical degrees of freedom in the scalar Higgs sector. The masses of the charged
gauge bosons remain the same as in the MSSM, since S is a singlet under SU(2)L.
The neutral gauge boson masses, on the other hand, are rather different because the
fields H0

u and H0
d are charged under both U(1) groups and therefore the Z and Z ′

bosons mix even when gauge kinetic mixing is neglected. The tree-level masses mDR
Z1 ,

mDR
Z2 of the physical Z and Z ′ bosons are then found by diagonalising the squared

mass matrix

M2
ZZ′ =

(mDR
Z )2 ∆2

∆2 (mDR
Z′ )2

 , (3.19)

where (mDR
Z )2 = ḡ2v2/4 and

(mDR
Z′ )2 = g′21 v

2
(
Q2

1 cos2 β +Q2
2 sin2 β

)
+ g′21 Q

2
Ss

2 , (3.20)

∆2 = ḡg′1
2 v2

(
Q1 cos2 β −Q2 sin2 β

)
. (3.21)

The definitions of v and tan β are the same as in the MSSM, Eq. (2.33). The mixing
between the two gauge bosons is strongly constrained by EW precision measurements
[387], while LHC searches currently place lower bounds on the mass of the extra Z ′

in U(1)N models of MZ2 & 3.4 TeV [388]. Bounds on the mass of the Z ′ associated
with other choices of U(1)′ are similarly large; for the models listed in Table 3.2, the
limit varies fromMZ2 & 3.36 TeV for U(1)ψ up toMZ2 & 3.66 TeV for U(1)χ, with the
exclusion limit for other choices of θE6 falling between these two values. The physical
Z ′ mass can be made acceptably large provided that the SM singlet VEV is large,
s & 9 TeV. This leads to negligible mixing between the physical states Z1 and Z2,
with a mixing angle . 10−4, so that the light state Z1 is approximately the SM Z

boson with mDR
Z1 ≈ mDR

Z = ḡv/2 and v ≈ 246 GeV, while the heavier gauge boson
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has its mass set by the singlet VEV with mDR
Z2 ≈ mDR

Z′ ≈ g′1QSs. The corresponding
physical mass, MZ′ , is required to be above the experimental lower bound.

By taking linear combinations of Eqs. (3.17a) and (3.17b), it is possible to put the
EWSB conditions into a form similar to that used in the MSSM to express the EW
scale as a prediction of the model parameters, Eq. (2.36). One finds [389, 390] the
result

(mDR
Z )2

2 = −µ2
eff +

m̄2
Hd
− m̄2

Hu tan2 β

tan2 β − 1 + ∆Hd −∆Hu tan2 β

tan2 β − 1 , (3.22)

sin 2β =
√

2Tλs
m̄2
Hd

+ m̄2
Hu + 2µ2

eff + ∆Hd + ∆Hu

, (3.23)

where ∆Hd , ∆Hu are the D-term contributions defined in Eq. (3.18) and the effective
µ parameter is

µeff = λs√
2
. (3.24)

The higher-order corrections have again been absorbed into the soft masses in the
manner of Eq. (2.38). The first of these expressions, Eq. (3.22), exhibits an obvious
difference compared to its MSSM equivalent, Eq. (2.36), in the form of the third term
on the right-hand side. This term, involving the U(1)′ D-term contributions, can
potentially be large, though its exact size depends somewhat on the U(1)′ charges.
When it is, it constitutes yet another large contribution to the Z boson mass that
must be cancelled against the other two terms. The impact of these new D-terms in
the EWSB conditions introduces a new factor that must be assessed when discussing
fine tuning in these models; their naturalness “cost” is investigated in Chapter 5.

3.4 The Particle Spectrum of the E6SSM

The new U(1)N D-terms also influence many of the tree-level masses in the model, and
in some cases amount to the most significant modification compared to the MSSM.
This is the case for the sfermion partners of the SM fermions, for which the expressions
for the masses are otherwise rather similar to those in the MSSM. In the absence of
flavour mixing, and neglecting the usually small left- and right-handed mixing, the
first and second generation sfermion masses and the three sneutrino masses in the
E6SSM are given by [363]

(
mDR
d̃Lα

)2
≈ m2

Qαα +
(
−1

2 + 1
3 sin2 θW

)
(mDR

Z )2 cos 2β + ∆Q , (3.25)
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(
mDR
d̃Rα

)2
≈ m2

dcαα
− 1

3(mDR
Z )2 sin2 θW cos 2β + ∆dc , (3.26)(

mDR
ũLα

)2
≈ m2

Qαα +
(1

2 −
2
3 sin2 θW

)
(mDR

Z )2 cos 2β + ∆Q , (3.27)(
mDR
ũRα

)2
≈ m2

ucαα
+ 2

3(mDR
Z )2 sin2 θW cos 2β + ∆uc , (3.28)(

mDR
ẽLα

)2
≈ m2

Lαα +
(
−1

2 + sin2 θW

)
(mDR

Z )2 cos 2β + ∆L , (3.29)(
mDR
ẽRα

)2
≈ m2

ecαα
− (mDR

Z )2 sin2 θW cos 2β + ∆ec , (3.30)(
mDR
ν̃i

)2
≈ m2

Lii
+ 1

2(mDR
Z )2 cos 2β + ∆L , (3.31)

where the ∆Φ are the D-term contributions defined in Eq. (3.18). For the values of
s required by limits on the Z ′ mass in U(1)N models, these are much larger than the
SU(2)L and U(1)Y D-terms. Similarly, including the effects of mixing between the
gauge eigenstates, the third generation sfermion masses are

(
mDR
t̃1,2

)2
= 1

2

m2
Q33 +m2

uc33
+ 1

2(mDR
Z )2 cos 2β + ∆Q + ∆uc + 2

(
mDR
t

)2

∓
√[
m2
Q33 −m2

uc33
+
(1

2 −
4
3 sin2 θW

)
(mDR

Z )2 cos 2β + ∆Q −∆uc

]2
+ 4X2

t

 ,
(3.32)(

mDR
b̃1,2

)2
= 1

2

m2
Q33 +m2

dc33
− 1

2(mDR
Z )2 cos 2β + ∆Q + ∆dc + 2

(
mDR
b

)2

∓
√[
m2
Q33 −m2

dc33
+
(
−1

2 + 2
3 sin2 θW

)
(mDR

Z )2 cos 2β + ∆Q −∆dc

]2
+ 4X2

b

 ,
(3.33)(

mDR
τ̃1,2

)2
= 1

2

m2
L33 +m2

ec33
− 1

2(mDR
Z )2 cos 2β + ∆L + ∆ec + 2

(
mDR
τ

)2

∓
√[
m2
L33 −m2

ec33
+
(
−1

2 + 2 sin2 θW

)
(mDR

Z )2 cos 2β + ∆L −∆ec

]2
+ 4X2

τ

 .
(3.34)

In addition to the appearance of the U(1)N D-term contributions, the mixing param-
eters Xt, Xb and Xτ are now also dependent on the singlet VEV as the MSSM µ
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parameter is replaced by µeff,

Xt = TU33v√
2

sin β − λyU33vs

2 cos β , (3.35)

Xb = TD33v√
2

cos β − λyD33vs

2 sin β , (3.36)

Xτ = TE33v√
2

cos β − λyE33vs

2 sin β . (3.37)

The substitution µ → µeff in Eq. (2.54) is also sufficient to obtain the chargino
masses in the E6SSM. The number and composition of the charginos in the E6SSM is
unchanged from the MSSM, as the U(1)N gaugino B̃′ and the singlino S̃ are uncharged
under U(1)em. This is also the case for the SM fermion masses, which continue to be
given by Eq. (2.40). The tree-level gluino mass is also the same as in the MSSM, i.e.,
mDR
g̃ = M3, and the physical pole mass is given by an expression similar to that in

Eq. (2.59). The precise form [363] of the radiative correction ∆g̃(Q) is on the other
hand modified due to the presence of the additional coloured exotic states associated
with the D̂i and D̂i superfields.

3.4.1 Exotic States

The exotic states in the E6SSM obviously have no counterparts in the MSSM, which
makes them a potential distinguishing feature of the model. The possible mass spec-
trum of these states is thus very important for phenomenological studies. The spin-1/2
components of the D̂i and D̂i superfields receive tree-level masses from the singlet VEV
s. Under the assumption that the κij couplings have been made flavour diagonal, these
are

mDR
Di

= κiis√
2
, (3.38)

where no sum over i is implied. With this assumption there is also no substantial
generation mixing between the spin-0 components, which form a set of 6 scalar lepto-
quark9 mass eigenstates, D̃i. However, since in general all of the diagonal couplings
κii can be non-negligible, it is still necessary to account for mixing within generations,
and hence the masses are obtained by diagonalising three 2×2 mass matrices, leading

9Or diquarks, in the case that ZL2 is imposed.
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to the squared DR masses

(
mDR
D̃i1,2

)2
= 1

2

m2
Dii

+m2
Dii

+ ∆D + ∆D + 2(mDR
Di

)2

∓
√[
m2
Dii
−m2

Dii
+ 2

3(mDR
Z )2 sin2 θW cos 2β + ∆D −∆D

]2
+ 4X2

Di

,
(3.39)

where the mixing parameter XDi is given by

XDi = T κiis√
2
− κiiλv

2

4 sin 2β . (3.40)

The exotic sector in the E6SSM also involves the component fields of the two
generations of inert Higgs and singlet superfields, Ĥdα, Ĥuα, and Ŝα, and the L̂4 and
L̂4 superfields. The spin-1/2 components of the former set lead to a set of inert
charginos and neutralinos. The inert charginos H̃±Iα , which are a mixture of the inert
charged Higgs states H̃−dα and H̃+

uα, have tree-level masses given by

mH̃Iα
= λ̃ααs√

2
, (3.41)

assuming the couplings λ̃αβ to be flavour diagonal. When the couplings fαβ, f̃αβ are
negligible compared to λ̃αβ, Eq. (3.41) also gives the DR masses of the inert Higgsinos,
formed by linear combinations of the states H̃0

dα and H̃0
uα. In this approximation,

the masses of the inert scalar singlets are given solely by the soft mass and D-term
contributions,

(mDR
SIα

)2 = m2
Σαα + ∆S , (3.42)

leading to large masses for these states, while the neutral inert scalar Higgs masses
follow from diagonalising a pair of 2× 2 mass matrices,

(
mDR
H0
α1,2

)2
= 1

2

m2
H1,αα +m2

H2,αα + ∆Hd + ∆Hu + 2(mDR
H̃Iα

)2

∓
√[
m2
H1,αα −m2

H2,αα + (mDR
Z )2 cos 2β + ∆Hd −∆Hu

]2
+ 4X2

Hα

 .
(3.43)



56 Chapter 3. E6 Inspired Supersymmetric Models

The mixing parameter XHα that appears here is defined to be

XHα = T λ̃ααs√
2
− λ̃ααλv

2

4 sin 2β , (3.44)

and the same also enters into the tree-level masses for the charged inert Higgs states,

(
mDR
H±α1,2

)2
= 1

2

m2
H1,αα +m2

H2,αα + ∆Hd + ∆Hu + 2(mDR
H̃Iα

)2

∓
√[
m2
H1,αα −m2

H2,αα − (mDR
Z )2 cos 2θW cos 2β + ∆Hd −∆Hu

]2
+ 4X2

Hα

 .
(3.45)

The remaining exotics, associated with the L̂4 and L̂4 superfields, constitute a set
of additional exotic neutral and charged exotic fermions and scalars. The masses of
the spin-1/2 components, L̃±4 and L̃0

4,1, L̃0
4,2, are all set by the µL parameter,

mDR
L̃±4

= mDR
L̃0

4
= µL . (3.46)

This parameter, as noted above, can be large, µL ∼ 10 TeV, and therefore these states
tend to be very heavy in the E6SSM and are not usually relevant for collider phe-
nomenology. The masses of the spin-0 superpartners also receive soft SUSY breaking
contributions; the neutral and charged scalar masses are given by

(
mDR
L0

41,2

)2
= 1

2

m2
L4 +m2

L4
+ ∆L4 + ∆L4

+ 2(mDR
L̃0

4
)2

∓
√[
m2
L4 −m2

L4
+ (mDR

Z )2 cos 2β + ∆L4 −∆L4

]2
+ 4X2

L4

 , (3.47)

(
mDR
L±41,2

)2
= 1

2

m2
L4 +m2

L4
+ ∆L4 + ∆L4

+ 2(mDR
L̃±4

)2

∓
√[
m2
L4 −m2

L4
− (mDR

Z )2 cos 2θW cos 2β + ∆L4 −∆L4

]2
+ 4X2

L4

 .
(3.48)

The mixing parameter is simply given by mixing induced by the soft SUSY breaking
bilinear µLBL, i.e.,

XL4 = µLBL . (3.49)
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3.4.2 The E6SSM Higgs Sector

The extension of the “active” set of Higgs superfields to include the SM singlet Ŝ
implies that there are also new states present in the Higgs and neutralino sectors
in the E6SSM. As noted above, since the components of Ŝ are electromagnetically
neutral, the number of charged Higgs states and charginos remains the same as in the
MSSM. Unlike in the case of the charginos, the masses of the charged Higgs scalars,
formed by the linear combination

H+ = H−∗d sin β +H+
u cos β , (3.50)

are however modified by extra F -terms compared to their values in the MSSM,

(mDR
H±)2 = (mDR

W )2 +
√

2Tλs
sin 2β −

λ2v2

2 . (3.51)

As in the MSSM, the linear combination orthogonal to Eq. (3.50) corresponds to the
massless Goldstone bosons G± that constitute the longitudinal degrees of freedom of
W±.

The presence of the additional massive Z ′ boson in the E6SSM and other similar
E6 inspired models means that, at least in the absence of CP-violation in the Higgs
potential, the pseudoscalar Higgs sector is not enlarged compared to the MSSM. This
can be contrasted with the situation in the NMSSM, where an extra CP-odd state
appears associated with the extra degree of freedom coming from the imaginary part
of the scalar field S [234]. In the E6SSM, this state G′ is swallowed together with the
G0 Goldstone mode when the Z and Z ′ bosons become massive. The corresponding
linear combinations of ImH0

d , ImH0
u and ImS are given by

G′√
2

= ImS cosϕ− ImH0
d sin β sinϕ− ImH0

u cos β sinϕ , (3.52)

G0
√

2
= ImH0

d cos β − ImH0
u sin β , (3.53)

where the mixing angle ϕ is defined by

tanϕ = v

2s sin 2β . (3.54)
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The sole physical CP-odd Higgs,

A√
2

= ImS sinϕ+ ImH0
d sin β cosϕ+ ImH0

u cos β cosϕ , (3.55)

is found to have mass given by

(mDR
A )2 =

√
2Tλv

sin 2ϕ (3.56)

after diagonalising the corresponding 3 × 3 mass matrix using the rotations above.
In the E6SSM, where s must be large to satisfy limits on the Z ′ mass, Eq. (3.55)
implies that A is predominantly composed of the MSSM–like ImH0

d and ImH0
u, with

the singlet mixing sinϕ→ 0 since s� v.
The CP-even Higgs sector is, like in the NMSSM, extended by an additional phys-

ical CP-even Higgs state. The physical states in this sector are composed of linear
combinations of the real parts ReH0

d = (v1 + φd)/
√

2, ReH0
u = (v2 + φu)/

√
2 and

ReS = (s+ φS)/
√

2. In the basis (S1, S2, S3) obtained by the rotation

φd

φu

φS

 =


cos β − sin β 0
sin β cos β 0

0 0 1



S1

S2

S3

 , (3.57)

the 3× 3 CP-even Higgs mass matrixM2
h has elements

(M2
h)11 = (mDR

Z )2 cos2 2β + λ2v2

2 sin2 2β + g′21 v
2(Q1 cos2 β +Q2 sin2 β)2 , (3.58a)

(M2
h)12 = (M2

h)21 =
λ2v2

4 − (mDR
Z )2

2

 sin 4β

+ g′21 v
2

2 (Q2 −Q1)(Q1 cos2 β +Q2 sin2 β) sin 2β , (3.58b)

(M2
h)13 = (M2

h)31 = −Tλv√
2

sin 2β + λ2vs+ g′21 (Q1 cos2 β +Q2 sin2 β)Qsvs , (3.58c)

(M2
h)22 =

√
2Tλs

sin 2β +
[
(mDR

Z )2 − λ2v2

2 + g′21
4 v2(Q2 −Q1)2

]
sin2 2β , (3.58d)

(M2
h)23 = (M2

h)32 = −Tλv√
2

cos 2β + g′21
2 (Q2 −Q1)QSvs sin 2β , (3.58e)

(M2
h)33 = Tλv

2

2
√

2s
sin 2β + g′21 Q

2
Ss

2 , (3.58f)
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after using the EWSB conditions Eq. (3.17) to eliminate the soft Higgs masses m2
Hd

,
m2
Hu and m2

S.
The behaviour of the CP-even Higgs mass spectrum has been extensively studied

[278]. In phenomenologically viable scenarios, both the singlet VEV s ∼ mDR
Z′ and the

SUSY scale MS are large. As a result, the mixing (M2
h)23 is much smaller than the

diagonal entry (M2
h)33. Therefore one CP-even Higgs state, which is predominantly

composed of the SM singlet field, is always almost degenerate in mass with the Z ′

gauge boson. The qualitative pattern of the remaining CP-even masses depends on
the size of the coupling λ. If λ < g′1 the singlet dominated CP-even state is very
heavy and decouples, making the rest of the Higgs spectrum indistinguishable from
the one in the MSSM. Conversely, when λ & g′1 the spectrum of Higgs bosons has a
very hierarchical structure, which is similar to the one that appears in the NMSSM
with approximate PQ symmetry [391–395]. In this case, the above mass matrix can
be diagonalised using perturbation theory [395–398]. The heaviest CP-even, CP-odd
and charged states are found to be almost degenerate and lie beyond the multi-TeV
range whereas the mass of the second lightest CP-even Higgs state is set by the Z ′

boson mass. In either case, the mass of the lightest CP-even Higgs mass is set by the
EW scale rather than by MS or MZ′ , as follows from the expression for (M2

h)11. Since
mDR
h1 is always bounded from above by this element, it follows that the tree-level upper

bound on the lightest CP-even Higgs mass in the E6SSM is

(mDR
h1 )2 ≤ (mDR

Z )2 cos2 2β + λ2v2

2 sin2 2β + g′21 v
2(Q1 cos2 β +Q2 sin2 β)2 . (3.59)

As expected, this exceeds the bounds in the MSSM and NMSSM. The last term on the
right-hand side contains the additional U(1)N D-term contributions, while the second
term is similar to that which appears in the NMSSM.

3.4.3 The Neutralino Sector

The additional neutralinos in the E6SSM, when small ZH
2 violating couplings are

neglected10, arise due to the presence of the spin-1/2 component of the SM singlet, S̃,
and the U(1)N gaugino B̃′. The neutralino mass matrix is therefore a 6 × 6 matrix,
from which the tree-level masses follow after diagonalisation with the mixing matrix
N ,

diag(mDR
χ̃0

1
, . . . ,mDR

χ̃0
6

) = N∗Mχ̃0N † . (3.60)

10When this is not the case, the neutralinos considered here also mix with the first and second
generation Higgsinos and singlinos [349].
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In the basis (H̃0
d , H̃

0
u, W̃3, B̃, B̃

′, S̃), the neutralino mass matrixMχ̃0 can be written in
the form

Mχ̃0 =
A CT

C B

 , (3.61)

where A, B and C are, respectively, 4× 4, 2× 2 and 2× 4 sub-matrices. The first of
these, A, has the same structure as in the MSSM but with µ→ µeff, that is,

A =


0 −µeff g2v1

2 −g1v1
2

√
3
5

−µeff 0 −g2v2
2

g1v2
2

√
3
5

g2v1
2 −g2v2

2 M2 0
−g1v1

2

√
3
5

g1v2
2

√
3
5 0 M1

 . (3.62)

The sub-matrix B contains the terms responsible for mixing the new states B̃′ and S̃,

B =
 M ′

1 g′1QSs

g′1Qss 0

 , (3.63)

and the sub-matrix C contains those terms that mix the MSSM–like Higgsinos and
gauginos with these states,

C =
g′1Q1v1 g′1Q2v2 0 0
−λv2√

2 −λv1√
2 0 0

 . (3.64)

It should be noted that, as discussed above, gauge kinetic mixing is neglected, so that
the mixed U(1) gaugino massM11 is not present. In the E6SSM, the neutralino masses
are governed at low energies by the parameters λ, s, tan β, M1, M2 and M ′

1, there
being two additional parameters compared to the MSSM. In the CE6SSM and similar
models, the dependence on the three separate gaugino masses can be reduced to a
dependence on only M1/2, in which case four parameter are required to determine the
neutralino masses. The analysis of the E6SSM neutralino masses is therefore slightly
more complicated than in the MSSM. It is again possible to make use of the fact that,
in scenarios consistent with current experimental limits, the structure of the mass
matrix simplifies so that approximate expressions for some of the mass eigenvalues
can be obtained. When s � v and λ � g′1, the mixing between the MSSM–like
neutralinos and S̃, B̃′ is negligible compared to the elements of the sub-matrix B.
In this limit, the mixing can be neglected, so that the two heaviest neutralinos are



3.4. The Particle Spectrum of the E6SSM 61

predominantly mixtures of B̃′ and S̃ and have masses given by

mDR
χ̃0

5,6
≈ 1

2

(
M ′

1 ∓
√
M ′2

1 + 4g′21 Q2
Ss

2
)
, (3.65)

assumingM ′
1 > 0. The four lighter neutralinos are in this case MSSM–like, with masses

given by the eigenvalues of the 4×4 sub-matrix A. In general, however, the neutralino
mass matrix must be diagonalised numerically to obtain the masses and mixings of
the physical neutralinos; the extended neutralino sector and its phenomenological
implications have been thoroughly studied in this way [314–325].

Given the many new states and Yukawa couplings in the E6SSM, it is not surprising
that studying the mass spectrum is more challenging than in the MSSM. The extra
difficulty is compensated for by the fact that the model also has many interesting
phenomenological implications. Detailed studies have established that the additional
exotic matter and the Z ′ in the model would lead to distinctive LHC signatures [278,
284–292], as well as result in non-standard Higgs decays for sufficiently light exotics
[347, 353, 367–369, 399–401]. Numerical analyses [356, 363, 376, 378, 402] allow for
the particle spectrum to be understood in all parts of the model parameter space,
without relying only on the approximations described above. In these studies, existing
programs for calculating the mass spectrum in the MSSM were modified, by hand, to
incorporate the new couplings and mass eigenstates, including the one- and two-loop
RGEs and the most important radiative corrections. However, to carry out precise
studies of E6 inspired models, we seek to take into account all available higher-order
corrections. Even starting from the MSSM and making the necessary modifications,
this is a difficult and error prone endeavour. To avoid having to do so, to obtain the
numerical results presented in the following chapters we have made use of several of
the increasing number of powerful numerical tools that automate the study of BSM
models, after making several improvements to these generic tools to support entire
new classes of models instead of a single model at a time.





Chapter 4

Extensions to Mass Spectrum
Generators for BSM Models

4.1 Automated Tools for BSM Models: Benefits
and Limitations

Studies of the phenomenological implications of a new physics model, such as its col-
lider signatures or DM candidates, require as inputs the mass spectrum of states in
the model, as well as other observables such as production cross sections and decay
branching ratios. In general, models such as the MSSM or E6SSM introduce many new
fields and couplings, leading to complicated expressions at tree-level for the masses of
the physical states that often cannot be solved analytically. Moreover, to draw reli-
able conclusions about a model and make meaningful comparisons with experimental
results, it is usually necessary to include a multitude of higher-order effects. These
include loop corrections to the tree-level mass spectrum and branching ratios, as well
as the RG evolution of the parameters between disparate energy scales. The model of
interest must also be matched to known low-energy data, which is interpreted in the
framework of the SM. More generally, the specification of model parameters at mul-
tiple renormalisation scales, such as at the GUT scale and at MZ where the model is
matched to the SM, constitutes a boundary value problem (BVP) that must be solved
even before a mass spectrum can be calculated. The consistent solution of this BVP
and the incorporation of all of these effects poses a significant obstacle for studying
BSM models, but it is one that must be overcome in order to precisely understand the
predictions of a model.

63
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One approach to handle this complexity is to resort to simplified analytical approx-
imations that render the calculations tractable, such as neglecting mixings between
new states or assuming that subsets of the particles in the model can be decoupled and
ignored for the purposes of a particular calculation. However, these approximations
often only have a limited range of validity or impose special conditions on the model
parameters, which limits the extent to which they can be used to arrive at generic con-
clusions about the model. In the worst case, it is also possible for large differences to
exist between simplified analytical approximations and more precise results obtained
numerically.

Historically, obtaining numerical results against which approximations could be
validated and that could be used throughout the parameter space of a model required
hand-writing a computer code for each new model. For realistic models, this is a
highly non-trivial and error prone process. Nevertheless, the need for precise numeri-
cal predictions to compare against data and to confirm analytical results make this a
necessary task. For certain well-motivated, widely studied models, significant efforts
have led to several publicly available codes for studying their mass spectra. For exam-
ple, spectrum generators such as SOFTSUSY [403], SPheno [404], ISASUGRA [405], and
SuSpect [406] allow for the calculation of the mass spectrum in the MSSM at vari-
ous levels of precision, while similar calculations in the NMSSM can be made using
Next-to-Minimal-SOFTSUSY [407], SPheno [408], NMSSMTools [409–411] and NMSSMCalc
[412]. In some cases, the capabilities of these codes extend to the calculation of decay
branching ratios and flavour observables, or they may be linked to additional dedi-
cated codes such as HDECAY [413, 414], SDECAY [415], NMSDECAY [416], SUSY-HIT [417]
or SFOLD [418] for this purpose. The sustained development of these dedicated codes
has led to a set of tools for these models that incorporate the highest precision cor-
rections available and that are able to run quickly, which is essential for carrying out
large parameter space scans. The availability of multiple independent public codes
eliminates the need to write, from scratch, private routines to study these models, and
allows for errors to be detected through comparisons between the codes [419–422].

Until relatively recently, the possibilities for studying other models were much
more limited, to the extent that detailed numerical calculations still required the time-
consuming creation of a private code. This is the case, for example, when studying
non-minimal models such as the E6SSM and related models, for which no dedicated
tools are available. Previous numerical studies of the E6SSM have therefore relied on
privately implemented spectrum generators [356, 363]. The existing model specific
codes are of limited utility for studying these alternative BSM models; consequently,
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if models such as the MSSM or NMSSM are unable to account for an observed signal,
the timely and precise study of new models can be difficult and fraught with potential
errors. Recent progress in developing numerical tools that are applicable to general
models has now greatly improved this situation. Packages such as SARAH [423–427] ap-
ply known results for the loop corrections and RGEs in general QFTs to automatically
calculate the appropriate expressions in specific models, which are defined via an in-
put model file specifying the field content and interactions. Codes such as SPheno and
FlexibleSUSY [428, 429] can then use these results to create bespoke numerical spec-
trum generators, written in Fortran and C++, respectively, that are competitive with
dedicated codes in terms of speed and precision. In a similar fashion, there now exist
numerous generic codes for the calculation of the Feynman rules, such as FeynRules
[430, 431] and LanHEP [432–436], or various different observables in a model. Examples
of codes in this second category include CalcHEP [437, 438], micrOMEGAs [439–445],
Vevacious [446], MadGraph [447, 448], HiggsBounds [449, 450], HiggsSignals [451],
and WHIZARD/O’Mega [452, 453]. Interfaces to some of these codes can also be auto-
matically generated for a model by SARAH, permitting easy passing of data between
different codes to form an integrated environment for analysing a model; this work
flow is illustrated in Figure 4.1. The availability of these tools significantly reduces
the barriers to studying new models with high precision and in full generality.

Even so, the above tools are still not applicable, or necessarily convenient to use,
for all possible models. When studying an individual model, one option is of course
to modify the codes as required to suit the situation at hand. Programs such as
FlexibleSUSY are explicitly designed to support this approach, by ensuring that the
generated spectrum generator code is organised with a highly modular and customis-
able structure. Obstacles that prevent the application of these automated tools to
large classes of models are better handled by extending and improving the codes to
address them. For example, the BVP that must be solved in the CE6SSM, as well as in
other constrained models such as the fully constrained NMSSM (CNMSSM) [454–456],
cannot be handled in SPheno and FlexibleSUSY without significant modifications. In
this case, the limitation arises from the availability of only a single algorithm for solv-
ing the BVP, the widely used two-scale algorithm [208], which is ill-suited to solving
the BVP in these constrained models. To address this, alternative BVP solver algo-
rithms may be implemented that are better suited to solving constrained models. The
addition of new methods has the benefit of increasing the flexibility of the tools, for
example by allowing for new boundary conditions (BCs) in existing models. Since the
convergence properties of different algorithms in general differ, this also permits more
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SARAH

<model>.m
parameters.m
particles.m
[SPheno.m]

FlexibleSUSY

RGEs, masses,
vertices, . . .

LesHouches.in

FlexibleSUSY.m.in

C++ spectrum
generator

Model files for
CalcHEP,
MadGraph,

WHIZARD/O’Mega,
Vevacious,

HiggsBounds,
HiggsSignals

SPheno
module

LesHouches.out
Collider bounds,
vacuum stability,
dark matter, . . .

Figure 4.1: Relationships between the existing automated tools for the analysis of
BSM models. A given model in SARAH and FlexibleSUSY is defined by a set of input
model files, from which the required analytic expressions are derived. These in turn
are used to produce numerical spectrum generators, either as a standalone program
in the case of FlexibleSUSY, or as a module to be incorporated in SPheno. SARAH is
also able to produce model files for the other automated tools shown, which together
with the mass spectrum generated by FlexibleSUSY/SPheno allows for the study of
a large number of different properties of the model.

complete explorations of model parameter spaces. In particular, if multiple solutions
exist to the BVP, as occurs in the CMSSM [457, 458], then alternative BCs or BVP
solvers may be used to find additional solutions that would otherwise be missed.

Any given tool will also be limited in the range of observables that it is able to
calculate in the models it is applicable to. This may be either due to a lack of suitably
general expressions for the quantity of interest, or such results may exist but not have
been implemented into the code. The need to be able to compare a model against
many different potential signals provides an impetus for ensuring a large number of
observables can be calculated in any renormalisable model. Two complementary ap-
proaches exist to achieve this goal. In some instances, it is reasonable to implement
the calculation of a missing observable directly into a given code. For example, the
calculation of decay branching ratios can be conveniently added to spectrum gener-
ators such as SPheno and FlexibleSUSY, where direct access to the running model
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parameters and RGEs allow for the correct handling of higher-order corrections to de-
cay amplitudes. When this is not feasible, multiple codes may be combined into a tool
chain in which information is passed between codes to calculate different observables.
In this case, some care is necessary to ensure consistency between the conventions used
in the codes, a source of error that is avoided when working within a single program
and partially addressed by the use of the automatically generated interfaces illustrated
in Figure 4.1. Irrespective of the approach taken, it is crucially important that the ob-
servables are calculated with sufficient precision to make a robust comparison against
experimental data. This is best achieved with the use of numerical tools, which ac-
count for potential subtleties that can be easily missed when a simplified analytical
approach is taken.

In this chapter, we describe several extensions to the code FlexibleSUSY that ad-
dress some of these limitations. We first explain the implementation of an additional
BVP solver in FlexibleSUSY. The resulting semi-analytic BVP solver generalises the
numerical approach applied in previous studies of the CE6SSM [356, 363] by using
semi-analytic solutions to the RGEs of a model to express the low-energy model pa-
rameters in terms of their boundary values at high energies. In addition to being well
suited for the study of constrained models, the new algorithm also opens up opportu-
nities for the use of alternative BCs that may be more convenient for a given study,
as shall be demonstrated in Chapter 7. The extension of FlexibleSUSY to calculate
loop-induced digluon and diphoton decays of scalars is then described.

4.2 Semi-analytic RGE Solutions in General
Models

The general BVP problem that must be solved in a model before calculating its mass
spectrum consists of a set of BCs at several renormalisation scales, where various sub-
sets of the model parameters are fixed, connected by a set of RGEs. The complete set
of RGEs forms a coupled, non-linear system of ordinary differential equations (ODEs).
In general, this BVP must be solved numerically, as closed form solutions to the RGEs
are not known. For dimensionful parameters, however, at least the functional depen-
dence on the boundary values of these parameters can be determined analytically. To
do so, we take advantage of the relatively simple structure of the two-loop RGEs to de-
rive semi-analytic solutions for the running parameters. These solutions fully express
the dependence on the high-scale dimensionful parameters of the model, encoding the
details of the running in a set of coefficients that are usually determined numerically.
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This can in turn be used to construct a BVP solver that works directly in terms of
the boundary values for the dimensionful parameters, rather than their running values
obtained by numerical integration. This approach is applicable to both models with
or without softly broken SUSY. However, the additional constraints on the renor-
malisation of the superpotential parameters in SUSY models lead to rather simple
semi-analytic solutions for these parameters, which in turn simplifies the solutions for
other parameters; hence we first present the form of the semi-analytic solutions in
SUSY models before repeating the calculation in a general QFT.

4.2.1 SUSY Models

We consider a general model with softly broken SUSY, in which the chiral superfields
Φ̂i transform under a gauge group G. The general superpotential is that given in
Eq. (A.32), namely

W = 1
6Y

ijkΦ̂iΦ̂jΦ̂k + 1
2µ

ijΦ̂iΦ̂j + LiΦ̂i . (4.1)

The superpotential interactions are accompanied by a standard set of soft interactions
given by

− Lsoft =
(1

2Maλ
aλa + 1

6T
ijkφiφjφk + 1

2b
ijφiφj + tiφi + h.c.

)
+ φj∗(m2)ijφi , (4.2)

where the index a ranges over each of the gauge groups, if G is a product group1. Note
that the linear couplings Li, ti are only permitted for fields that are total singlets under
G. No such fields are present in the MSSM or E6SSM, but total singlets do arise in
the NMSSM and in the extensions of the E6SSM to be considered in later chapters.

General formulas for the two-loop RGEs in a model of this type have been known
for quite some time [354, 355, 383, 459–462]. Importantly, the coupled system of differ-
ential equations divides into two sets, one containing the RGEs for the superpotential
parameters and the other the soft SUSY breaking parameters. The RGEs in the for-
mer set do not depend on any parameters in the latter, and therefore the running
of the superpotential parameters can be solved independently of the soft parameters.
Moreover, the non-renormalisation theorem [86, 164, 463–465] ensures that the RGEs

1If G is a product group with multiple U(1) factors, there will also be non-diagonal soft gaugino
masses of the form Mabλ

aλb, where a and b range over the different U(1) factors. However, this does
not alter the form of the resulting semi-analytic solutions.
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for the dimensionful superpotential couplings µij and Li have the simple forms

d

dt
µij = f ijkp(t)µkp and d

dt
Li = gip(t)Lp , (4.3)

where t = ln Q
Q0

encodes the renormalisation scale, Q. The functions f ijkp(t) and gip(t)
depend only on the dimensionless superpotential couplings and the gauge couplings,
which run independently of the dimensionful SUSY preserving couplings. The RGEs
in Eq. (4.3) thus form a homogeneous system of linear ODEs with variable coefficients,
with solutions given by

µij(t) = [cµµ(t)]ijkpµkp(0) , (4.4)
Li(t) = [cLL(t)]ipLp(0) . (4.5)

The coefficients satisfy the same differential equations, i.e.,

d

dt
[cµµ(t)]ijkp = f ijmn(t)[cµµ(t)]mnkp and d

dt
[cLL(t)]ip = gik(t)[cLL(t)]kp ,

subject to the initial conditions [cµµ(0)]ijkp = δikδ
j
p, [cLL(0)]ip = δip, and can be determined

once the running gauge and Yukawa couplings Y ijk are known. For example, in the
simple case that the superpotential, Eq. (4.1), contains only a single, real bilinear
coupling µ, Eq. (4.4) reduces to

µ(t) = cµµ(t)µ(0) = µ(0) exp
(∫ t

0
f(t′)dt′

)
, (4.6)

where f(t) is a function of the gauge and dimensionless superpotential couplings.
In a similar fashion, the two-loop RGEs for the soft breaking trilinear couplings

T ijk and gaugino masses Ma also form a homogeneous linear system, of the form

d

dt
T ijk = Aijklmn(t)T lmn +Bijkb(t)Mb ,

d

dt
Ma = Calmn(t)T lmn +Db

a(t)Mb .

(4.7)

Analogously to the case for the dimensionful superpotential parameters, the semi-
analytic solutions read

T ijk(t) = [cTT (t)]ijklmnT lmn(0) + [cTM(t)]ijkbMb(0) , (4.8)
Ma(t) = [cMT (t)]almnT lmn(0) + [cMM(t)]baMb(0) . (4.9)
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With these in hand, the RGEs for the higher mass dimension soft parameters,
namely, bij, (m2)ij and ti can be expressed as a system of non-homogeneous, linear
first order ODEs. The solution to the general two-loop RGEs for the soft bilinears bij,

d

dt
bij = I ijkl(t)bkl + J ijklmno(t)µklTmno +Kija

kl µ
klMa ≡ I ijkl(t)bkl + F ij(t) , (4.10)

is given by
bij(t) = U ij

kl(t)bkl(0) + U ij
kl(t)

∫ t

0
V kl
mn(t′)Fmn(t′)dt′ . (4.11)

The functions U ij
kl(t), V

ij
kl (t) follow from solving the corresponding homogeneous sys-

tem, and satisfy

d

dt
U ij
kl = I ijmn(t)Umn

kl , U ij
mn(t)V mn

kl (t) = δikδ
j
l , U ij

kl(0) = δikδ
j
l . (4.12)

After substituting the forms of the semi-analytic solutions Eqs. (4.4), (4.8) and (4.9)
into the definition of the function F ij(t), the solution for the soft breaking bilinear bij

becomes

bij(t) = [cbb(t)]
ij
klb

kl(0) + [cbµT (t)]ijabmnoµab(0)Tmno(0) + [cbµM(t)]ijcab µab(0)Mc(0) . (4.13)

The results for the soft scalar masses (m2)ij and the soft trilinears ti are obtained in
the same way. That is, given the two-loop RGEs for the soft scalar masses,

d

dt
(m2)ji = W jl

ik(t)(m2)kl +Xj
iklmnop(t)T klm(T nop)∗ + Y jab

i (t)MaM
∗
b

+ Zja
iklm(t)(T klm)∗Ma + Z̄ja

iklm(t)T klmM∗
a

≡ W jl
ik(t)(m2)kl +Gj

i (t) , (4.14)

the solution takes the same form as in Eq. (4.11). Expressed in terms of the initial
values of the soft parameters, this reads

(m2)ji (t) = [cm2

m2(t)]jlik(m2)kl (0) + [cm2

MM∗(t)]
jab
i Ma(0)M∗

b (0) + [cm2

TM∗(t)]
ja
iklmT

klm(0)M∗
a (0)

+ [cm2

T ∗M(t)]jaiklmT klm∗(0)Ma(0) + [cm2

T ∗T (t)]jiklmnopT klm∗(0)T nop(0) . (4.15)

Similarly, for the standard set of soft terms given in Eq. (4.2), the two-loop RGEs for
the soft linear couplings can be written generically as

d

dt
ti = αij(t)tj + βiaj (t)LjMa + γijklm(t)LjT klm + ρiajklm(t)µjkµlmMa + σijklm(t)µjkblm
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+ τ ijklmnop(t)µjkµlmT nop + ωiabjk (t)µjk∗MaM
∗
b + νiajkb

jk∗Ma

+ ξiajklmn(t)µjk∗T lmnM∗
a + ζ ijklmn(t)bjk∗T lmn + ϕikjlm(t)µlm∗(m2)jk

+ ψijklmnopqµ
jk∗T lmnT opq∗

≡ αij(t)tj +H i(t) . (4.16)

Once the semi-analytic solutions for the lower mass dimension parameters are substi-
tuted in, the solution for ti becomes

ti(t) = [ctt(t)]ijtj(0) + [ctLT (t)]ijklmLj(0)T klm(0) + [ctLM(t)]iaj Lj(0)Ma(0)
+ [ctµµT (t)]ijklmnopµjk(0)µlm(0)T nop(0) + [ctµµM(t)]iajklmµjk(0)µlm(0)Ma(0)
+ [ctµb(t)]ijklmµjk(0)blm(0) + [ctµ∗MM∗(t)]iabjk µjk∗(0)Ma(0)M∗

b (0)
+ [ctµ∗TT ∗(t)]ijklmnopqµjk∗(0)T lmn(0)T opq∗(0)
+ [ctµ∗TM∗(t)]iajklmnµjk∗(0)T lmn(0)M∗

a (0)
+ [ctµ∗T ∗M(t)]iajklmnµjk∗T lmn∗(0)Ma(0) + [ctb∗T (t)]ijklmnbjk∗(0)T lmn(0)
+ [ctb∗M(t)]iajkbjk∗(0)Ma(0) + [ctµ∗m2(t)]iljkmµjk∗(0)(m2)ml (0) . (4.17)

The presence of non-standard soft terms, beyond those present in Eq. (4.2), mod-
ifies the form of the two-loop RGEs and hence the semi-analytic solutions that follow
from them. Of particular relevance for the purpose of implementing a BVP solver
using these solutions is the case of Dirac gaugino masses. When the model under
consideration contains chiral superfields that are singlets or transform in the adjoint
representation of the gauge group, or a factor of it in the case of a product group, soft
Dirac mass terms of the form [466–469]

− Lsoft,non-standard ⊃ mi
Daψiλ

a + h.c. , (4.18)

can be included, where the ψi are the additional singlet or adjoint representation
fermions. As for SUSY models with standard soft terms, the general two-loop RGEs
when Dirac gaugino masses are present are also known [462]. The RGEs for the
Dirac masses mi

Da themselves are rather simple, owing to their origin from “supersoft”
operators [469] that receive only a wavefunction renormalisation, and can be written
in the form

d

dt
mi
Da = hij(t)m

j
Da . (4.19)
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Consequently, the solutions for the masses mi
Da read

mi
Da(t) = [cmDamDa

(t)]ijm
j
Da(0) . (4.20)

In addition to introducing new soft parameters, the inclusion of Dirac gaugino
masses also generates extra contributions to the RGEs for the soft SUSY breaking
linear couplings ti. In particular, the function H i(t) defined in Eq. (4.16) is modified,
H i(t)→ H i(t) + ∆H i(t), where the new terms are of the form

∆H i(t) = θikajl (t)mj
Da(m2)lk + Σ(t)iabjklmn(t)mj∗

Dam
k∗
DbT

lmn

+ Θiabc
jk (t)mj∗

Dam
k∗
DbMc(0) + Φiab

jklm(t)µjkml
Dam

m
Db . (4.21)

The corresponding modification to the solution, Eq. (4.17), is ti(t) → ti(t) + ∆ti(t),
with the extra contribution

∆ti(t) = [ctmdm2(t)]iajkl mk
Da(0)(m2)lj(0) + [ctmDMM∗(t)]iabcj mj

Da(0)Mb(0)M∗
c (0)

+ [ctmDTM∗(t)]
iab
jklmm

j
Da(0)T klm(0)M∗

b (0)
+ [ctmDT ∗M(t)]iabjklmm

j
Da(0)T klm∗(0)Mb(0)

+ [ctmDTT ∗(t)]
ia
jklmnopm

j
Da(0)T klm∗(0)T nop(0)

+ [ctm∗Dm∗DT (t)]iabjklmnm
j∗
Da(0)mk∗

Db(0)T lmn(0)

+ [ctm∗Dm∗DM(t)]iabcjk mj∗
Da(0)mk∗

Db(0)Mc(0)

+ [ctmDmDµ(t)]iabjklmm
j
Da(0)mk

Db(0)µlm(0) . (4.22)

4.2.2 Non-SUSY Models

The derivation of the semi-analytic solutions for the soft breaking parameters in SUSY
models made use of the fact that the parameters in the model can be split into a
sequence of sets, such that the evolution of the parameters in each set does not depend
on any of the parameters in the subsequent sets. The system of RGEs for each set
can then be integrated, one set at a time, substituting the solutions from previous sets
where appropriate. This step-by-step approach is also applicable in non-SUSY models.
In this case, the breakdown into separate sets is made solely on the basis of the mass
dimension of the parameters. The process of obtaining the full set of semi-analytic
solutions otherwise proceeds in much the same way as for SUSY models. The only
significant difference is that, in general, all parameters of a given mass dimension will
appear in the solutions, unlike for SUSY models, where the semi-analytic solutions
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for the dimensionful superpotential parameters do not depend on any of the soft
parameters.

To derive the semi-analytic solutions to the RGEs in a general gauge theory, we
consider a model describing real scalars φi and two-component fermions ψi, trans-
forming under a gauge group G. The parts of the Lagrangian containing the Yukawa
interactions and scalar potential read

−Lint = 1
2!(m

2)ijφiφj + 1
3!h

ijkφiφjφk + 1
4!λ

ijklφiφjφkφl

+ 1
2
(
Y ijkφiψjψk + (Mf )ijψiψj + h.c.

)
. (4.23)

The parameters (m2)ij, hijk and λijkl are assumed to be real. The general two-loop
RGEs for this model are well known [354, 355, 470–474], allowing the semi-analytic
solutions to be derived in the same way as for SUSY models. In principle, linear
terms for gauge singlets of the form Liφi can also be written down, and the two-loop
RGEs for the real couplings Li have been calculated [462]. However, these terms can
be removed by carrying out appropriate shifts on the fields. SARAH, and therefore
FlexibleSUSY, currently does not calculate the RGEs for these parameters, rendering
the semi-analytic expansion of Li unnecessary. For this reason, we do not present the
analytic form of the semi-analytic solution for Li here alongside those expressions that
are necessary for the semi-analytic BVP solver to be implemented in FlexibleSUSY;
if required, it may be easily derived using the same methods applied to the generic
expressions in Ref. [462].

The RGEs for the dimensionless couplings Y ijk and λijkl, together with those for
the gauge couplings, can be integrated independently of the dimensionful parameters.
Starting with the mass dimension one parameters, hijk and (Mf )ij, the relevant RGEs
take the generic form

d

dt
hijk = Aijklmn(t)hlmn +Bijk

lm (t)(Mf )lm + B̄ijk
lm (t)(Mf )lm∗ ,

d

dt
(Mf )ij = Cij

lmn(t)hlmn +Dij
kl(t)(Mf )kl + D̄ij

kl(t)(Mf )kl∗ .
(4.24)

As for the mass dimension one soft parameters in SUSY models, Eq. (4.24) is a linear,
homogeneous system, and the general solution can be written down immediately in
terms of unknown coefficients, giving

hijk(t) = [chh(t)]
ijk
lmnh

lmn(0) + [chMf
(t)]ijklm (Mf )lm(0) + [chM∗

f
(t)]ijklm (Mf )lm∗(0) , (4.25)
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(Mf )ij(t) = [cMf

h (t)]ijlmnhlmn(0) + [cMf

Mf
(t)]ijlm(Mf )lm(0) + [cMf

M∗
f
(t)]ijlm(Mf )lm∗(0) . (4.26)

The only significant difference, compared to the results Eq. (4.8) and Eq. (4.9) in
SUSY models, is the additional term proportional to (Mf )lm∗(0) that arises because
of the complex conjugated terms that now appear in Eq. (4.24).

The semi-analytic solutions for the squared scalar masses (m2)ij then follow from
substituting these results into the two-loop RGEs for (m2)ij, which have the form

d

dt
(m2)ij = W ij

kl (t)(m2)kl +X ij
klmnop(t)hklmhnop + Y ij

klmn(t)(Mf )kl(Mf )mn

+ Ỹ ij
klmn(t)(Mf )kl∗(Mf )mn + Ȳ ij

klmn(t)(Mf )kl∗(Mf )mn∗

+ Zij
klmpq(t)hklm(Mf )pq + Z̄ij

klmpq(t)hklm(Mf )pq∗

≡ W ij
kl (t)(m2)kl +Gij(t) . (4.27)

The solution to the linear, non-homogeneous system that arises after substituting in
the solutions for the dimension one parameters is arrived at in the same way as for
the SUSY case. The general solution has the same form as that for the soft SUSY
breaking bilinears bij in Eq. (4.11) and, since the source term Gij(t) is known, may be
written as

(m2)ij(t) = [cm2

m2(t)]ijkl(m2)kl(0) + [cm2

hh (t)]ijklmnophklm(0)hnop(0)
+ [cm2

hMf
(t)]ijklmpqhklm(0)(Mf )pq(0) + [cm2

hM∗
f
(t)]ijklmpqhklm(0)(Mf )pq∗(0)

+ [cm2

MfMf
(t)]ijklmn(Mf )kl(0)(Mf )mn(0)

+ [cm2

MfM
∗
f
(t)]ijklmn(Mf )kl(0)(Mf )mn∗(0)

+ [cm2

M∗
f
M∗
f
(t)]ijklmn(Mf )kl∗(0)(Mf )mn∗(0) . (4.28)

Note that in general all of the scalar bilinear couplings must be considered together,
and similarly all of the dimension one parameters are taken together. This can be
contrasted with the case of a SUSY model, where the superpotential parameters could
be treated separately to the soft breaking parameters.

4.3 The Semi-analytic BVP Solver Algorithm

The structure of the solutions derived above naturally suggests an iterative solution
to the BVP that proceeds in two steps at each iteration. The solver algorithm imple-
mented into FlexibleSUSY automatically determines the above semi-analytic solutions
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in the model, given the set of BCs at some scale. Since the required coefficients may
be determined knowing only the running of the dimensionless or SUSY preserving
parameters, the first stage of each iteration step is for the BVP to solve iteratively for
the SUSY preserving or dimensionless parameters. The semi-analytic coefficients at
any scale can then be calculated. In a second step, the soft breaking or dimensionful
parameters are expanded in terms of the semi-analytic solutions to the RGEs. The
low-energy EWSB conditions and masses are thus expressed explicitly in terms of the
parameter boundary values, allowing, for example, unknown quantities at one scale
to be directly constrained at another. Upon using either the given boundary values,
or fixing some of these values using, for example, the EWSB conditions, the soft or
dimensionful parameters are determined. The whole process can then be iterated until
a convergent solution is found. The semi-analytic solver algorithm thus requires two
nested iterations: one, the outer iteration, determines the soft or dimensionful pa-
rameters, and a second, inner iteration carried out on each step of the outer iteration
to determine the SUSY preserving or dimensionless parameters. The inner iteration
uses the existing two-scale algorithm to solve for this set of parameters, which we now
review.

4.3.1 Review of the Two-scale Algorithm

The two-scale BVP solver algorithm was initially developed for use in the MSSM [208],
and is the standard approach implemented in most public spectrum generators for the
MSSM and NMSSM. In general terms, the algorithm is formulated as a fixed point
iteration (FPI), that is, it seeks a converged solution p∗ for the set of running model
parameters at a given input scale, p, that satisfies

p∗ = f(p∗) , (4.29)

where the function f is constructed such that a fixed point of f corresponds to a
solution of the BVP.

As usually implemented in spectrum generators such as SOFTSUSY, SPheno, and
FlexibleSUSY, boundary values for the model parameters are specified at either two
or three different renormalisation scales. These are

1. A low-scale BC, at which the model is matched to the SM. Ordinarily, the scale
of this matching is taken to occur at the scale Q = MZ .
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2. A SUSY-scale BC, applied at an intermediate scale Q = MS. The definition
of MS is often chosen so as to minimise the scale dependence of the EWSB
conditions [475] or the size of the dominant logarithmic corrections to the pole
mass spectrum.

3. A high-scale BC applied at Q = MX . For example, MX may be defined as
the GUT scale MX = MGUT at which g1(MGUT ) = g2(MGUT ). For low-energy
models in which the parameters are not assumed to be defined at some high scale,
this BC can be omitted, and all parameters fixed at the low- and SUSY-scales
instead.

At each scale, some number of the model parameters may be directly set to a set of
given boundary values, or determined implicitly in terms of other model parameters.
For instance, for a CMSSM parameter point characterised by values of the universal
soft parameters m0, M1/2 and A0, as well as signµ and tan β, this may correspond to
the high-scale BCs given in Eq. (2.16), where the high-scaleMX is not fixed, but must
be determined so that the GUT scale condition2

g1(MX) = g2(MX) (4.30)

holds.
The remaining running Lagrangian parameters, which in the MSSM include the

gauge and Yukawa couplings, µ and Bµ, are fixed to reproduce known low-energy data
and to ensure correct EWSB. In the MSSM, the latter is usually achieved by solving
the two EWSB conditions, Eq. (2.31), for µ and Bµ at the SUSY-scale MS, defined
by

M2
S =

6∏
i=1

(mDR
ũi

)|(Zu)i3|2+|(Zu)i6)|2 . (4.31)

In the absence of flavour mixing, this condition reduces to the more conventional
definition in terms of the geometric mean of the DR stop masses, MS =

√
mDR
t̃1
mDR
t̃2

,
which must be calculated by solving the BVP. More generally, in a given BSM model
some subset of the model parameters will be fixed by solving the EWSB conditions at
an appropriately defined scale. In general, this requires solving a non-linear system of
equations, which was previously achieved in FlexibleSUSY using the variants of the
multidimensional Newton’s method provided by the GNU Scientific Library [476]. In
some cases, the EWSB conditions can be written in a form that is efficiently solved

2In models such as the MSSM and E6SSM, g3(MX) is also approximately unified with g1(MX)
and g2(MX), though this condition is not imposed directly.
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using a FPI. This is the standard approach used by SOFTSUSY in the MSSM, for
instance, where Eq. (2.36) can be rearranged to write

|µ|2 =
m̄2
Hd
− m̄2

Hu tan2 β

tan2 β − 1 − 1
2(mDR

Z )2 ≡ g(|µ|2) , (4.32)

which can be solved iteratively by taking successive guesses |µn+1|2 = g(|µn|2) until
the iterates µn converge to a fixed point. The resulting solution for µ can then be
used in Eq. (2.37) to determine Bµ. When applicable, this FPI approach to solving
the EWSB conditions can obtain a solution more quickly than the other numerical
solvers available in FlexibleSUSY. During the course of the work done for this thesis,
we therefore developed a FPI EWSB algorithm, generalising the method used in the
MSSM, and implemented it into FlexibleSUSY. This EWSB solver is now currently
the default method3 used to solve the EWSB conditions. When a rearrangement that
puts this system into the form of Eq. (4.29) cannot be found, or the FPI solution does
not converge, the previously used numerical solvers are employed instead.

The gauge and Yukawa couplings can be fixed at the low-scale Q = MZ from
low-energy observables. The particular observables chosen may depend on the spec-
trum generator being used; a standard choice, mandated by the SUSY Les Houches
Accord (SLHA) [200, 201], is to use the electromagnetic and strong MS couplings in
the SM with 5 flavours atMZ , α(5)MS

e.m,SM(MZ) and α(5)MS
s,SM (MZ), MZ , the Fermi constant4

GF , and the top and tau pole masses Mt and Mτ and the running MS bottom mass
mMS
b (mb). A complication arises here from the fact that the values of these quanti-

ties [95] are extracted from experimental data in the framework of the SM, with no
BSM contributions. The presence of additional states in BSM models means that the
experimental results would be reproduced for different values of parameters such as
the gauge and Yukawa couplings in the model. To account for this, an appropriate
set of threshold corrections [477] must be used to relate the various input parameters
to the Lagrangian parameters in the full BSM model5. These threshold corrections
also depend implicitly on the other parameters in the model through running masses
appearing in the corrections, and are another component that must be determined
iteratively as well in the course of solving the BVP.

3Starting from FlexibleSUSY-1.0.4.
4In FlexibleSUSY, the W pole mass MW can be used instead, but this choice is not SLHA

compliant.
5In general there are also corrections that must be applied to account for the various different

ways in which the input parameters are defined. For example, in SUSY models where the running
couplings are usually defined in the DR renormalisation scheme, corrections must also be included
for the conversion from MS to DR parameters [478].
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The method employed in the two-scale algorithm to solve the BVP, given BCs such
as the above, is in principle rather simple. The process is illustrated in Figure 4.2.
After making an initial guess for the model parameters to obtain initial values for all

Calculate gi(MZ), yf (MZ),
apply low-scale BCs

Run all parameters to
MX , apply high-scale BC

Run to MS, solve EWSB
and apply SUSY-scale BC

Initial guess

Calculate pole masses
Converged?

Figure 4.2: Diagram showing the steps of the two-scale fixed point algorithm to de-
termine the pole mass spectrum. The steps within the dotted box define the iterated
function f in Eq. (4.29).

model parameters, p0, at (say) the high-scale, the algorithm repeatedly runs between
the three different boundary scales using the RGEs in the model, applying the relevant
BCs at each scale. Each such iteration, corresponding to a single evaluation of the
function f in Eq. (4.29), yields a new estimate for the parameters p(i) that satisfy the
BCs. A fixed point p∗ of this process corresponds to a set of parameter values that
satisfy all of the BCs at each scale, and is therefore a solution of the BVP. At this
stage, the iteration stops and the pole mass spectrum and other observables can be
calculated.

The exact steps that occur at each scale depend somewhat on the model under
consideration and the code used; for example, one might choose to impose the EWSB
conditions at the low-scaleMZ rather than the SUSY-scale. As a more detailed exam-
ple, in a high-scale model such as the CMSSM the rough steps outlined in Figure 4.2
may be applied in the package FlexibleSUSY as follows [428]: starting from an initial
guess for the model parameters and the DR/MS mass spectrum,

1. All model parameters are run to the low-scale, where

(a) The DR/MS mass spectrum is calculated.
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(b) The low-scale is recalculated, if it is not fixed to an input value such as the
experimental value of MZ .

(c) The gauge couplings gi(MZ), i = 1, 2, 3, are calculated in the model, in-
cluding the appropriate threshold corrections.

(d) Any additional constraints for the model parameters at this scale are ap-
plied6.

2. All model parameters are run to the high-scale, where

(a) The high-scale is recalculated, if necessary. For example, in the case that
MX is defined by the unification condition Eq. (4.30), a new estimate for
MX is computed according to

M ′
X = MX exp

(
g2(MX)− g1(MX)

βg1 − βg2

)
, (4.33)

where βg1 and βg2 are the β functions for the gauge couplings g1 and g2.

(b) The BCs at this scale are applied. In the CMSSM, this corresponds to
setting the soft parameters to their values given in Eq. (2.16).

3. All model parameters are run to the SUSY-scale, where

(a) The DR/MS mass spectrum is recalculated.

(b) If necessary, the SUSY-scale is updated. For example, this may be done in
the CMSSM using Eq. (4.31).

(c) The BCs, such as solving the EWSB conditions for µ and Bµ in the
CMSSM, are imposed.

4. Test if the iteration has converged, for instance by inspecting the relative changes
in the DR/MS masses compared to the previous iteration. If the iteration has
not converged, return to 1.

If this iteration converges, a consistent solution to the BVP has been found and the
running parameters are known at all scales between the low-scale and the high-scale.
The pole mass spectrum can then be calculated after running the model parameters
to the scale at which the pole masses are to be calculated. Conversely, it might be
the case that the chosen boundary values yield an unphysical point, or the iteration

6In FlexibleSUSY, these are defined by the user of the package in a model file. The model file
interface for FlexibleSUSY is described in detail in Refs. [97, 428].
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may not converge. In the former case, problems such as tachyonic physical masses or
a failure of EWSB can be used to conclude that the point is invalid, and should not
be considered further in any analysis.

The package FlexibleSUSY implements the above algorithm in a very generic
fashion, in which model specific physics details are hidden by abstract representations
of a model and a set of BCs. This allows the code to be extremely general, and
applicable to a wide range of models, while also being fast. The algorithm can also be
easily generalised to include additional BCs, as well as matching conditions to treat
towers of effective field theories. Further details of the implementation may be found
in Refs. [428, 429].

4.3.2 Implementation of the Semi-analytic BVP Solver
Algorithm

The two-scale algorithm, as implemented above, works in terms of the running pa-
rameters at each scale, obtained by numerically integrating the full system of RGEs
for the model parameters. This becomes a limitation when the BCs cannot be easily
expressed or solved in terms of the parameters at a single scale. For example, in the
CMSSM the EWSB conditions are used to fix µ and Bµ, which allows the observed
value of the VEV v, as well as tan β, to be given as an input, thus ensuring that the
correct gauge boson masses are reproduced. On the other hand, in a model such as
the (Z3-symmetric) CNMSSM or the CE6SSM the analogous bilinear parameters are
absent, and a different set of parameters must be selected to be fixed in order to be
guaranteed correct EWSB. In these models, the soft scalar masses, including m2

Hd
,

m2
Hu , and at least one singlet mass m2

S, are assumed to be universal at the GUT scale,
as in Eq. (2.16b) with the additional constraint m2

S(MX) = m2
0. However, in general if

one or more of these soft parameters are fixed from the solution of the EWSB condi-
tions, then after running to the high-scale the universality condition will be violated.
Therefore in most cases a solution consistent with the BCs will not be found using
the two-scale solver, and so the two-scale solver cannot (easily) be applied to solve the
BVP.

In cases such as this, using the semi-analytic solutions to express low-energy pa-
rameters directly in terms of their boundary values becomes helpful. Rather than
choosing a subset of the soft parameters to be fixed by the EWSB conditions, instead
one of the boundary values, such as m0, may be fixed instead. In this way, correct
EWSB can be ensured while also remaining consistent with the constraints at the
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high-scale. This may also be a more convenient choice in models such as the CMSSM,
where it can be preferable for certain purposes to directly control parameters such as
µ and treat m0 as an EWSB output. This approach is used, for example, to study
neutralino DM in the CMSSM in Chapter 7. The addition of the semi-analytic solver
algorithm, which uses exactly this strategy, thus expands the types of models and BCs
that can be handled in a code such as FlexibleSUSY.

Calculate gi(MZ), yf (MZ),
apply low-scale SUSY BCs

Iterate SUSY parameters

Determine semi-analytic
solutions at MS

Solve EWSB, ap-
ply SUSY-scale BC

Apply thresh-
old corrections

Initial guess

Calculate pole masses
Converged?

Figure 4.3: Diagram showing the steps of the semi-analytic algorithm. The set of steps
in the dotted box make up the iterated function for which a fixed point is sought.

The semi-analytic algorithm that has been implemented in FlexibleSUSY is out-
lined in Figure 4.3. In the inner two-scale iteration, carried out at each step, consis-
tent values for the SUSY preserving (in SUSY models) or dimensionless parameters
(in non-SUSY models) at the low- and high-scale boundaries are determined. As for
the two-scale solver, the locations of these boundaries need not be fixed; if necessary,
updated estimates for the scales are calculated simultaneously during this iteration.
Once this has converged, the resulting estimate for these parameters is used to compute
the semi-analytic solutions for the soft SUSY breaking or dimensionful parameters, at
which point the EWSB conditions may be solved and the DR/MS mass spectrum
calculated. The new values of the soft parameters are then used in the inner iteration
for computing the required threshold corrections. The whole process is iterated until
a fixed point is obtained, at which point the pole mass spectrum can be computed.

To illustrate the details of the semi-analytic algorithm, it is again useful to consider
a single high-scale model such as the CMSSM [97]. Obtaining the initial guess in this
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case is slightly more involved than in the two-scale solver, and corresponds to a first
run of the inner iteration in which threshold corrections are ignored in every step. In
a model such as the CMSSM, the initial guess consists of the following steps:

1. The known values of the SM gauge couplings at the scaleMZ are used to estimate
the values of g1, g2 and g3 at the scale Mt, ignoring threshold corrections.

2. An initial guess7 at the low-scale is imposed at the scale Mt for some of the
model parameters.

3. The SUSY preserving or dimensionless parameters are run to the initial guess
for MX and the high-scale BC for these parameters is imposed. An appropriate
initial guess at the high-scale is then applied.

4. The model is run to the guess for the low-scale, and the low-scale BCs for the
SUSY preserving or dimensionless parameters are applied.

5. The model is run to the current guess for MX , where

(a) If necessary, the guess for MX is updated, for example by using Eq. (4.33).

(b) The high-scale BCs for the SUSY preserving or dimensionless parameters
are applied.

6. If the values of the SUSY preserving or dimensionless parameters have not con-
verged, the process is repeated by returning to 4.

7. Once these parameters have converged, the model is run to the current guess
for the low-scale. The semi-analytic solutions are calculated at this scale using
the current guess for the scale at which the BCs for the soft or dimensionful
parameters are applied. For example, in models such as the CMSSM this would
typically be the current value of MX .

8. The EWSB equations are solved at tree-level.

9. The DR/MS mass spectrum is calculated.

At this stage, initial guesses for all of the model parameters, BC scales and the DR/MS
mass spectrum are available. The full iteration can now start. The steps are quite
similar to those taken during the initial guess, except that the full set of threshold
corrections are now applied:

7When applied in FlexibleSUSY, all initial guesses are again defined by the user in the model file,
along with the definitions of the various scales and BCs.
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1. The SUSY preserving or dimensionless parameters are determined in the inner
two-scale iteration analogous to that in the initial guess, namely:

(a) All model parameters are run to the low-scale and the DR/MS mass spec-
trum is calculated.

(b) The low-scale is recalculated, if it is not fixed.

(c) The SM gauge couplings are calculated in the model, including the appro-
priate threshold corrections.

(d) The low-scale constraints for the SUSY preserving or dimensionless param-
eters are applied.

(e) All model parameters are run to the high-scale.

(f) The high-scale is recalculated if necessary.

(g) The high-scale BCs at this scale for the SUSY preserving or dimensionless
parameters are applied.

(h) The model parameters are run to the SUSY-scale and the SUSY-scale is
updated if necessary, for example via Eq. (4.31).

(i) The BCs for the SUSY preserving or dimensionless parameters are applied.

(j) If the values of the SUSY preserving or dimensionless parameters have not
converged, the iteration returns to 1a.

2. All model parameters are run to the scale at which the EWSB equations are to
be solved, where

(a) The coefficients in the semi-analytic solutions are determined at this scale,
using the current estimate for the scale at which the relevant BCs are
imposed. For example, in the CMSSM, the semi-analytic solutions given
above for the soft gaugino masses, trilinears, scalar masses and bilinear
reduce to

Mi(Q) = pi(Q)A0 + qi(Q)M1/2 , (4.34)
Ti(Q) = ei(Q)A0 + fi(Q)M1/2 , (4.35)
m2
i (Q) = ai(Q)m2

0 + bi(Q)M2
1/2 + ci(Q)M1/2A0 + di(Q)A2

0 , (4.36)
Bµ(Q) = u(Q)Bµ(MX) + v(Q)µ(MX)M1/2 + w(Q)µ(MX)A0 . (4.37)
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The coefficients are determined numerically by varying the values of M1/2,
A0, m0 and Bµ(MX) and integrating the RGEs from MX to Q. For exam-
ple, the coefficients pi(Q), ei(Q), di(Q) and w(Q) are obtained by keeping
only A0 6= 0. A similar approach is followed to successively obtain all of
the remaining coefficients.

(b) The calculated semi-analytic solutions are used to set the values of the soft
SUSY breaking or dimensionful parameters at this scale.

(c) The DR/MS mass spectrum is calculated and the scale at which EWSB
occurs is updated.

(d) The EWSB conditions are solved at the loop-level.

3. Convergence of the iteration is tested for, ordinarily by evaluating the relative
differences in the DR/MS masses between consecutive iterations. If these have
not converged, the outer iteration is repeated, returning to 1. Otherwise the
iteration finishes.

If the iteration converges, all running parameters in the model are determined between
the low- and high-scales. The remainder of the calculation, that is, the calculation of
the pole mass spectrum and observables, or checking for physical problems, can then
proceed in the same way as in the two-scale algorithm.

4.3.3 Tests and Comparisons of the BVP Solvers

The two-scale solver algorithm is widely used in public spectrum generators and there-
fore has been extensively tested for correctness and reliability. Thus, to test the new
implementation of the semi-analytic algorithm into FlexibleSUSY, the results ob-
tained with the new solver have been compared to those obtained using the two-scale
solver in the CMSSM, the CNMSSM and the CE6SSM. A hand-written prototype of
the solver in the CMSSM and CSE6SSM has also been tested; the results produced
using this earlier version of the code are described in Chapter 7. Consistency checks
between the two have been carried out by confirming that the same solution can be
found in both solvers, provided it is a stable fixed point in both. In each of the mod-
els tested, the existing formulation of the model solved using the two-scale algorithm
has been compared with versions of the model using alternative boundary conditions.
For example, in the CMSSM, instead of the traditional approach of fixing |µ|2 and
Bµ using the EWSB conditions, the value of µ is provided as an input and m2

0 and
Bµ(MX) are determined from EWSB. The benchmark points used as inputs for the
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semi-analytic solver in each model are displayed in Table 4.1. In all three models, the
running parameters and pole mass spectra are found to differ at or below the level of
0.1%. FlexibleSUSY also runs an extensive suite of tests on a nightly basis; additional
unit tests that perform these comparisons have been added to this suite.

Model Unit test benchmark points for the semi-analytic solver
CMSSM M1/2 = 500 GeV, tan β = 10, A0 = 0 GeV, µ(MSUSY ) = 623.36 GeV
CNMSSM M1/2 = 133.33 GeV, tan β = 10, signµeff = −1, A0 = −300 GeV,

λ(MX) = −0.05
CE6SSM tan β = 10, λ(MX) = 0.12, κii(MX) = 0.2, µL(MX) = 10 TeV,

µLBL(MX) = 0 GeV2, s(MSUSY ) = 4 TeV, λ̃αα(MX) = 0.1

Table 4.1: Input parameter values used for the unit tests comparing the results of the
two-scale and semi-analytic algorithms in the CMSSM, CNMSSM and CE6SSM. The
notation for the CNMSSM follows that in Refs. [234, 407].

In carrying out these tests, important exceptions occur where non-negligible dif-
ferences are found to be present between the two solvers. In some of these cases, one
solver may fail to converge to a stable solution, whereas in others multiple solutions
to the BVP are possible [457], with different stability properties in the two solvers.
Nevertheless, such points still satisfy the BCs imposed at each scale and are indeed
valid solutions. More generally, the solutions found using one algorithm have been
checked to confirm that they are also fixed point solutions of the other; that is, they
satisfy all of the BCs so that the parameter values remain unchanged after applying
a single step of the iteration.

In some cases in these tests, the agreement between the two solvers can depend
quite sensitively on small differences between them. To illustrate this, in Figure 4.4
the percentage changes in the DR mass spectrum in the CMSSM after running points
obtained using the two-scale solver through a single step of the semi-analytic solver are
shown; if the point is also a fixed point of the latter this change should be negligible.
For a small number of points in this scan, the change after a single iteration can be on
the level of several percent for a small number of points, reaching between 20% and
30% for some exceptional points. That these points initially appear not to be fixed
points of the semi-analytic solver arises primarily from the sensitivity of the semi-
analytic coefficients and the EWSB solution to the estimate for the high-scale MX , as
well as numerical errors in the integration of the RGEs. In particular, for the default
convergence criteria imposed by FlexibleSUSY, the two-scale estimate for MX is not
close enough to convergence, leading to significant differences in the calculated low-
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Figure 4.4: Percentage changes in the CMSSM DR mass spectrum after applying a
single step of the semi-analytic solver to points obtained using the two-scale solver in
a linear scan over M1/2 ∈ [0, 300] GeV, m0 ∈ [0, 2] TeV, A0 = 0 GeV, tan β = 40 and
µ > 0. When run using the default Runge-Kutta algorithm provided by FlexibleSUSY
and allowing the iteration to stop as soon as the precision goal of 10−4 is reached (red
circles), changes between 1% and 30% are found for a small number of points. By
using an 8th order Runge-Kutta integrator, and ensuring convergence is reached in the
estimate for MX by forcing 40 iterations in the two-scale algorithm, these differences
are reduced below the level of 0.001% (blue diamonds).

energy soft parameters. By requiring convergence in the estimate for MX , together
with the use of a higher-order Runge-Kutta integration8 and requiring higher tolerance
on the EWSB solution, the change after one iteration is reduced below the per mille
level. This highlights the important fact that differences in the convergence properties
of the two solvers can have an impact on the solutions found, even if a given point
would be a fixed point of both solvers.

The typical runtimes for the two solvers in the CMSSM are compared in Fig-
ure 4.5. The distributions are obtained by randomly sampling from the parameter
ranges m0 ∈ [0.2, 1]TeV, M1/2 ∈ [0.2, 1]TeV, tan β ∈ [2, 30], signµ ∈ {−1,+1} and
A0 ∈ [−1, 1]TeV. Compared to the two-scale solver, the semi-analytic solver is, un-
fortunately, significantly slower. For most points, the runtime is increased by a factor

8By default, FlexibleSUSY uses an adaptive 5th order algorithm; this was replaced for these tests
by the 8th order Runge-Kutta-Fehlberg method provided by the Boost [479] library odeint.
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of ∼ 5. This increase in cost is mostly due to the increased number of iterations
performed by the semi-analytic solver. For each outer iteration of the semi-analytic
solver, the inner iteration typically runs through a similar number of iterations to the
two-scale solver, with this number decreasing as convergence is approached on each
outer iteration. Consequently, the total number of iterations for the semi-analytic
solver tends to be larger than that for the two-scale solver by a similar factor. There
is also an additional cost associated with running between scales to compute the semi-
analytic coefficients.

0 1 2 3 4 5

runtime in seconds

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6 Semi-analytic solver
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Figure 4.5: Runtime distributions of the CMSSM spectrum generators created with
FlexibleSUSY using the two-scale and semi-analytic BVP solvers, obtained on an Intel
i7-4702MQ CPU. The distributions are normalised to have an integral of unity.

While the semi-analytic solver suffers from an increased runtime compared to the
two-scale solver, it is also able to provide complementary coverage of the parameter
space to that of the two-scale solver. This is demonstrated in the left panel of Figure 4.6
in the CMSSM, where the solutions found by each solver are plotted in the m0 − µ
plane. In this case, the use of the semi-analytic solver allows for a large number of
solutions to be found at small values of µ � m0; in this region, the two-scale solver
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Figure 4.6: Left panel: Solutions found by the two-scale solver (blue diamonds) and
the semi-analytic solver (red circles) in the m0 − µ plane. For both solvers, M1/2 ∈
[0, 1]TeV is randomly sampled, while tan β = 10 and A0 = 0 GeV. The solutions
obtained using the two-scale solver are found by randomly sampling m0 ∈ [0, 6]TeV
with signµ = 1, and those for the semi-analytic solver are found by randomly sampling
µ ∈ [0, 1150]GeV. Right panel: Change in the calculated lightest CP-even Higgs mass
∆mh1 from a reference value of 121 GeV as a function of µ at fixed m0 = 4 TeV for
the two solvers. The solutions shown correspond to a vertical slice at fixed m0 in the
left-hand plot; M1/2 is again varied in [0, 1]TeV, tan β = 10 and A0 = 0 GeV.

is unable to find convergent solutions. These solutions lie in the well-known “focus
point” region of the MSSM [480–482], and have interesting properties such as allowing
for a relatively light Higgsino DM candidate while still predicting all of the sfermions
to be heavy. In the context of the little hierarchy problem, focus point solutions may
also be less fine tuned than solutions in other parts of the MSSM parameter space; this
is discussed further in Section 5.1. The use of the semi-analytic solver allows this part
of parameter space to be more thoroughly explored. Conversely, the two-scale solver
is more effective for finding solutions with small m0. In general terms, the regions of
parameter space in which the two solvers are effective need not overlap, and the use
of both in tandem allows for a more complete picture of the parameter space to be
obtained.

In the regions in which both solvers do find solutions, there is excellent agreement
between the two algorithms9. This is illustrated in the right panel of Figure 4.6,
where the lightest CP-even Higgs mass, expressed as the difference from a baseline
value of 121 GeV, is plotted for fixed m0 = 4 TeV. When both solvers find a solution
for this value of m0, the two values of the Higgs mass agree very well. Note that,

9Provided the same solution is found, when multiple solutions exist.
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Figure 4.7: Lightest CP-even Higgs mass in the CE6SSM as a function of the coupling
λ(MX) defined at the GUT scale. The exotic couplings κij are assumed to be diagonal
and universal at the GUT scale, κij(MX) = κ0δij, with κ0 = 0.15 and κ0 = 0.16
shown. Similarly, λ̃αβ(MX) = λ̃0δαβ with λ̃0 = 0.1. The remaining free parameters of
the CE6SSM, as defined in Ref. [363], are fixed to µL(MX) = 10 TeV, µLBL(MX) = 0
GeV, s(MS) = 10 TeV, and tan β = 10. The universal soft parameters m0, M1/2 and
A0 are fixed by the EWSB conditions.

while the two-scale solver only finds a single solution for each value of µ, the semi-
analytic solver finds multiple solutions in some cases, with the same value ofM1/2 and
different values of µ. This leads to the sharp feature at low values of µ in Figure 4.6.
Thus, importantly, both solvers can be used to explore the parameter space of the
model, potentially picking up features that would be missed by either on its own, and
consistent solutions are found in the regions where both succeed.

The longer runtime of the semi-analytic solver compared to the two-scale solver
is also an acceptable trade-off when the model to be investigated cannot be handled
easily using the two-scale solver. As a simple demonstration, in Figure 4.7 the lightest
CP-even Higgs mass as a function of the coupling λ(MX) is plotted in the CE6SSM, for
two values of a single, universal exotic coupling κij(MX) = κ0δij. Using the two-scale
solver, ordinarily the soft Higgs masses m2

Hu , m2
Hd

and m2
S would be fixed by EWSB

in the E6SSM, breaking the universality constraint in general. Solutions consistent
with the CE6SSM BCs must be found by means of a complex and slow scan, tuning
other input parameters in order to find solutions to the EWSB conditions at the SUSY
scale that run to universal values atMX . The semi-analytic solver, on the other hand,
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allows these solutions to be found directly, greatly simplifying the process of studying
this constrained model. The addition of an additional BVP solver thus also extends
the range of models that FlexibleSUSY can handle; we take advantage of this fact in
Chapter 7 to study an alternative constrained E6 inspired model.

4.4 Loop Induced Decays

The addition to FlexibleSUSY of the semi-analytic BVP solver provides greater flex-
ibility in the kinds of BCs that can be handled, and allows a wider range of BSM
models to be investigated. Computing the predicted pole mass spectrum of a model is
a key requirement for testing that model against experiment, since the phenomenol-
ogy associated with a particular parameter point is obviously strongly dependent on
the mass spectrum for that point. Knowledge of the mass spectrum is a necessary
ingredient for evaluating a model against experimental mass limits, but in general this
is not sufficient on its own. Other observables such as production cross sections and
decay branching ratios must also be calculated before such a comparison can be prop-
erly made. These quantities (or appropriate combinations thereof) are also important
observables in themselves that can be used to constrain a model against an observed
signal10 or exclusion, which demands that they are also calculated as precisely as
possible.

Extending spectrum generators for general models, such as those produced by
FlexibleSUSY, to include the calculation of decays is therefore an important step
as far as studying new models goes. Automation of the process of determining all
possible decay channels, and enabling their calculation within the resulting spectrum
generator, also has several advantages. Firstly, the use of a tool such as FlexibleSUSY
or SPheno will ensure that possible decay channels are not missed, which would lead
to a misleading calculation of the branching ratios or make checking constraints in
the missed channels impossible. The corresponding couplings are also calculated in
full generality, without neglecting mixing between states, for example. Higher-order
corrections and loop induced decays must also, in general, be accounted for. Since
the spectrum generator has full access to the calculated masses and running param-

10The work [98] reported in this section was originally prompted by the need, in the face of many
oversimplified or even outright wrong calculations, to make available a correct, generic calculation of
the diphoton and digluon decay rates of hypothetical states explaining the somewhat notorious 750
GeV excess observed by ATLAS [483] and CMS [484] in the diphoton channel. In this case the “signal”
was simply a statistical fluctuation [485]. Despite this, the potential for incorrect conclusions to be
made on the basis of an incomplete treatment of a model reinforces the importance of the precision
tools described here.
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eters, including their RG evolution, the corrections can be consistently handled with
respect to the definitions of the parameters entering the calculation and the choice of
renormalisation scale. From a practical perspective, this also reduces the amount of
duplicated effort if the mass spectrum does not need to be recalculated.

Currently, a complete calculation of all decay channels in a model is not imple-
mented in FlexibleSUSY. As a first step in this direction, during the work on this
thesis the calculation of the loop induced decays of a neutral scalar or pseudoscalar
state into two photons or two gluons was implemented into FlexibleSUSY [98]. From
an experimental point of view, the diphoton decays of BSM states are particularly
interesting to search for. In this channel, the background is expected to be a mono-
tonically falling function of the diphoton invariant mass, dominated at lowest order by
qq̄ → γγ annihilation processes [486, 487] that do not produce resonances. Searches
for new physics can therefore proceed simply, at least at face value, by identifying
a resonant peak at a given diphoton invariant mass, for which a good experimental
resolution can be achieved [483, 484]. Similarly, knowledge of the partial width for
the digluon decays of a BSM state allows the production cross section via gluon fusion
to be determined [488, 489]. Thus, a precise calculation of the loop induced effective
couplings for these decays is highly desirable.

The calculation of the loop induced decays of a neutral scalar Φ implemented into
FlexibleSUSY in a given model is done by constructing the appropriate generalisations
of the known leading and higher-order expressions from the SM and MSSM [488]. At
leading order (LO), the partial widths are calculated from

ΓLO(Φ→ γγ) = GFα
2(0)m3

Φ
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, (4.38)

ΓLO(Φ→ gg) = GFα
2
s(mΦ)m3

Φ
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, (4.39)

where the sums are carried out over all charged or coloured fermions f , scalars s and
vectors V for the diphoton and digluon widths, respectively. The couplings of these
states to the scalar of interest, Φ, are written in terms of the reduced couplings rΦ

f , rΦ
s
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and rΦ
V , which are defined by

rΦ
f = v

2mf

(
CL
f̄fΦ + CR

f̄fΦ

)
, (4.40)

rΦ
s = v

2m2
s

Css†Φ , (4.41)

rΦ
V = v

2m2
V

CV V †Φ , (4.42)

where v is the EW VEV, and the Ci are the couplings of the relevant states, with
CL/CR denoting the left- and right-handed couplings for chiral interactions. The
quantities Nc and Q correspond to the required colour factors and electromagnetic
charges of the state, and D2 is the quadratic Dynkin index of the SU(3)C representa-
tion of the state, assumed to be normalised to 1/2 in the fundamental representation.
The form factors Af , As and AV are defined by

Af (τ) = 2
τ 2 [τ + (τ − 1)f(τ)] , (4.43)

As(τ) = f(τ)− τ
τ 2 , (4.44)

AV (τ) = − 1
τ 2

[
2τ 2 + 3τ + 3(2τ − 1)f(τ)

]
, (4.45)

with the function f(τ) given by

f(τ) =

arcsin2√τ for τ ≤ 1 ,
−1

4

(
ln 1+

√
1−τ−1

1−
√

1−τ−1 − iπ
)2

for τ > 1 .
(4.46)

The loop functions are evaluated at τx = m2
Φ/(4m2

x), for x = f, s, V . The decays of
a pure pseudoscalar state A into diphotons and digluons have also been implemented
into FlexibleSUSY; in this case, there are only contributions from fermions that couple
to A, and the LO expressions read

ΓLO(A→ γγ) = GFα
2(0)m3
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The reduced couplings rAf are defined in the same way as in Eq. (4.40), with CL/R

f̄fΦ →
C
L/R

f̄fA
, and the form factor is given by

AAf (τ) = f(τ)
τ

. (4.49)

Even at LO, the use of a package such as FlexibleSUSY to evaluate the above
partial widths has several important advantages. Somewhat obviously, the calculation
of the above decay widths involves summing over all of the contributing diagrams,
and by using SARAH or FlexibleSUSY it is guaranteed that no contributions will be
missed. Similarly, the required couplings are automatically determined without ne-
glecting potentially significant mixings. A more subtle issue arises from the choice
of scale at which the couplings appearing in the above expressions are evaluated. In
particular, in the LO formulas FlexibleSUSY makes use of the electromagnetic fine
structure constant α evaluated in the Thompson limit with Q→ 0, since the decay is
into real photons [489], while the strong coupling is evaluated at Q = mΦ or Q = mA,
as appropriate. The use of these quantities at the incorrect scale can lead to quite sub-
stantial errors in the estimates for the partial widths, preventing a reliable comparison
with limits on these quantities; for example, for mΦ ≈ 750 GeV, the use of αe.m.(mΦ)
leads to a change of ∼ 10% in the resulting partial width. The implementation of the
LO decays into FlexibleSUSY automatically uses the correct scales, with the neces-
sary RG evolution being easily handled as FlexibleSUSY has access to (at least) the
complete 2-loop β functions in both the SM and the BSM model being considered.

Higher-order corrections to the diphoton and digluon effective couplings are also
known to be important, and must be taken into account to the greatest extent pos-
sible for a precise calculation. In implementing these decays into FlexibleSUSY, the
known next-to-LO (NLO), next-to-NLO (NNLO) and next-to-NNLO (N3LO) correc-
tions from the SM and MSSM are generalised, where possible, to the model under
consideration. For the diphoton partial width, NLO QCD corrections from the SM
and MSSM are applied for colour triplets in the loop. The corrections can be incor-
porated by means of modified reduced couplings [488],

r
Φ/A,NLO
f = r

Φ/A,LO
f

(
1 + Cf

Φ/A(τf )
αs
π

)
, (4.50)
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and similarly for the scalar reduced coupling rΦ/A,NLO
s . The coefficients Cf/s

Φ/A can be
written in the form

C
f/s
Φ (τf/s) = c

f/s
Φ1 (QNLO) + c

f/s
Φ2 (QNLO) ln Q

2
NLO

m2
f/s

, (4.51)

Cf
A(τf ) = cfA1(QNLO) + cfA2(QNLO) ln Q

2
NLO

m2
f

. (4.52)

A closed form expression for Cf/s
Φ/A valid over all mass ranges is not known. However,

the limits when mΦ is much lighter or heavier than the virtual states can be evaluated
analytically. When mΦ < mf/s, corresponding to the τ → 0 limit, the coefficients
c
f/s
Φ2 → 0, while cfΦ1 → −1 and csΦ1 → 8/3, and the NLO corrections applied by

FlexibleSUSY reduce to

rΦ
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(
1− αs

π

)
, mΦ < mf , (4.53)

rΦ
s → rΦ
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1 + 8αs

3π

)
, mΦ < ms . (4.54)

Both coefficients cfA1 , c
f
A2 → 0 in this limit, and so no substitution is necessary. Ana-

lytic NLO corrections to the fermionic reduced couplings rΦ/A
f are also applied in the

limit of a heavy decaying state, when m2
Φ/A ≥ 300m2

f . In this limit, the leading and
sub-leading logarithmic contributions to the coefficients Cf

Φ/A read
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. (4.55)

In these corrections, the renormalisation scale is chosen to be QNLO = mΦ/2, and it is
at this scale that αs is also evaluated in FlexibleSUSY. This choice of scale is made to
absorb large logarithmic corrections and hence yield well-behaved couplings for large
values of mΦ/A compared to the masses of the states in the loop [488], which is now
the phenomenologically preferred scenario. For intermediate values of mΦ/A, for which
an analytic expression for the NLO corrections is not known, the table of values of the
coefficients Cf

Φ/A obtained via numerical integration and made available in the code
HDECAY has been extracted and used to interpolate the values of NLO corrections to
the diphoton widths.
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For the higher-order corrections to the partial width Γ(Φ→ gg), the known QCD
corrections up to N3LO have been implemented in FlexibleSUSY, and take the form

Γ(Φ→ gg) = ΓLO(Φ→ gg)
(
1 + CNLO

Φ + CNNLO
Φ + CN3LO

Φ

)
. (4.56)

The corrections for a decaying pseudoscalar are only known to NNLO, and hence
FlexibleSUSY incorporates these corrections as

Γ(A→ gg) = ΓLO(Φ→ gg)
(
1 + CNLO

A + CNNLO
A

)
. (4.57)

The NLO, NNLO, and N3LO contributions appearing here are given by [412, 488, 490–
494]
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Here Nf is the number of active flavours at the scale of the decaying state, mΦ/A.
For the implementation of these expressions into FlexibleSUSY, the strong coupling
constant αs is evaluated at Q = mΦ/A, using SM running. It is important to note that
the above QCD corrections are calculated assuming only fermionic colour triplets and
gluons contribute, and that additional BSM contributions are missing. For example,
in SUSY models one would also expect additional contributions from the gluino and
squarks. This introduces, in general, a potentially large uncertainty in the size of
the higher-order corrections; for example, the contribution of a ∼ 2 TeV gluino may
yield a correction of order 10% of the total partial width [98]. An additional uncer-
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tainty is introduced by using either DR/MS or loop-corrected pole masses in these
expressions; in FlexibleSUSY, by default the tree-level masses are used. While the
difference between the two approaches is formally of two-loop order, in the presence
of large mass hierarchies or large Yukawa couplings the differences in the amplitudes
computed with either choice may still become large. Thus even with the use of these
precision tools, there remain large uncertainties associated with the size of the higher-
order corrections. Nevertheless, in some instances it is reasonable to expect that the
contributions included into FlexibleSUSY will be the dominant ones. As an example,
the contribution from squarks in the MSSM has been found to be well approximated
by the corrections in the SM [495]. Motivated by this observation, we consider the
SM corrections to usually be dominant compared to the as yet unknown BSM correc-
tions. In the event that they are not appropriate for a given model, the higher-order
corrections may also be switched off in FlexibleSUSY to work only in terms of the
LO contributions.

With these caveats in mind, the accuracy of the effective couplings calculation in
FlexibleSUSY has been tested by comparing the results in the SM with the state-of-
the-art reference values provided by the Higgs cross section working group (HXSWG)
[496]. The calculation of the loop induced diphoton and digluon decays was also
implemented into SPheno simultaneously, allowing for a comparison between the two
codes. The calculated partial widths are shown in Figure 4.8, and the corresponding
relative errors compared to the HXSWG values are shown in Figure 4.9.
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Figure 4.8: Plots of the partial widths calculated in the SM for the loop induced decays
h → γγ (left panel) and h → gg (right panel), calculated using FlexibleSUSY and
SPheno at LO and NLO. In both plots, the reference values provided by the HXSWG
are also shown for comparison.
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Figure 4.9: Plots of the relative errors compared to the reference values given in
Ref. [496] for the partial widths of the processes h → γγ (left panel) and h → gg
(right panel) in the SM, calculated using FlexibleSUSY and SPheno at LO and NLO.
The shaded region indicates ±10% errors compared to the HXSWG values.

In general, once higher-order corrections are included, there is good agreement be-
tween the partial widths calculated using FlexibleSUSY and SPheno and the HXSWG
reference values. There is also good agreement between the two codes, though the
results are not identical. This arises from differences in the calculated pole mass spec-
trum, which is partially due to differences in the higher-order corrections that enter
into calculating the pole masses, as well as slightly different treatments of the run-
ning couplings appearing at leading and higher-orders. Over a large range of the SM
Higgs mass, the results provided by FlexibleSUSY and SPheno are within 10% of the
HXSWG values, provided that the higher-order corrections are included. These sig-
nificantly modify the calculated partial widths; in particular, higher-order corrections
increase the digluon partial width by a factor of ∼ 1.6 − 2. This highlights the cru-
cial importance of including these corrections to obtain a reasonable estimate for the
partial decay widths in the model.

The implementation of these decays into FlexibleSUSY is an important improve-
ment to the functionality of the code. The ability to calculate the effective couplings
for diphoton and digluon decays allows to test general models against limits on these
couplings from collider searches, and may be used as inputs to other Monte Carlo tools
via the interfaces generated by SARAH. The usefulness of this capability was demon-
strated in the wider context of the work for which this implementation of diphoton and
digluon decays was done, described in further detail in Ref. [98]. In addition to extend-
ing FlexibleSUSY and SPheno, these packages were applied to the study of a selection
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of some 40 different BSM models, both supersymmetric and non-supersymmetric, that
were proposed as being able to yield a resonance in the diphoton channel that could be
observed at the LHC11. Although many of these models involved complicated exten-
sions of the SM, by implementing them in SARAH model files and producing spectrum
generators using SPheno and FlexibleSUSY, numerical results for the mass spectra
and the effective diphoton and digluon couplings could be obtained without the need
to resort to making simplifying assumptions to make the models analytically tractable.
Since these tools also include important higher-order corrections, our results in many
cases represent significant improvements in precision compared to those available in
the literature, obtained with no more effort than would be required to get a LO re-
sult. The use of a large number of models also validated the implementation of the
diphoton and digluon decay widths in a wide range of exotic models, in addition to
the tests in the SM described above. As a further demonstration of these tools, a new
U(1)′ extension of the MSSM was proposed and studied. A key advantage coming
from the use of the automated tool chain is the ability to easily test, in full generality,
a large number of different constraints in the model. In this instance, model specific
constraints on the Z ′ mass, the DM relic density, Higgs couplings, flavour violation
and the stability of the vacuum were all used in combination with the diphoton and
digluon decay widths to restrict the parameter space of the model.

Taken together with the addition of the new BVP solver, which is one of a large
number of subsequent enhancements to FlexibleSUSY that are to be released as
FlexibleSUSY-2.0 [97], the outcome of the work in this chapter has been to extend
the scope and capabilities of FlexibleSUSY for the study of general BSM models. In
the following chapters, we apply these generic tools, or prototype versions of them, to
the study of a variety of E6 inspired models, for which dedicated numerical tools are
almost non-existent.

11For reasons of space, and since ultimately the candidate signal disappeared with more data, we
do not report the full discussion on the model database here, preferring to focus on the extensions
produced for FlexibleSUSY. The interested reader is encouraged to refer to Ref. [98] for a description
of the models and the results found by applying these generic tools.



Chapter 5

Fine Tuning in the E6SSM

5.1 A New Source of Fine Tuning

One of the key motivations for considering non-minimal models with all of their com-
plications, such as the E6SSM, is the need to address the little hierarchy problem
in the MSSM. This arises because the tree-level lightest CP-even Higgs mass in the
MSSM is bounded from above by mDR

Z , as given in Eq. (2.53). Consistency with the
observed 125 GeV Higgs mass therefore requires that the radiative corrections, e.g.,
those in Eq. (2.73), to mh1 be very large. However, large loop corrections associated
in particular with heavy stop masses or large stop mixing also imply large corrections
to the MSSM prediction for the EW scale, Eq. (2.36), and these must be cancelled
by fine tuning the parameters of the MSSM to maintain MZ ∼ 91 GeV. Given that
one of the main benefits of SUSY is its ability to naturally stabilise the EW scale, the
reintroduction of a delicate fine tuning1 is undesirable.

In the E6SSM, the tree-level upper bound onmh1 is increased abovemDR
Z , Eq. (3.59),

and the size of the required radiative corrections is correspondingly reduced. The anal-
ogous corrections to Eq. (3.22) can therefore be smaller while still being consistent
with the Higgs mass measurement. This reduces the tension between simultaneously
reproducing both mh1 ≈ 125 GeV and MZ ≈ 91 GeV. In particular, in high-scale
models where there are large corrections due to the RG evolution from MX to MS

the necessary fine tuning can be greatly reduced. This has been demonstrated in the
CE6SSM [389], which was found to be less fine tuned, in a sense to be defined in

1Albeit at a level not yet nearly as severe as is called for in the case of the GUT or Planck
scale corrections that are of concern in the SM hierarchy problem and that might be encountered in
non-SUSY GUTs.
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the next section, than the CMSSM. However, as alluded to in Section 3.3, the U(1)N
D-terms are not free of adverse effects. The prediction for mDR

Z gains an additional
tree-level contribution, the last term in Eq. (3.22), from these D-terms. For values of
the singlet VEV s required to satisfy LHC limits onMZ′ , s & 9 TeV, the contributions
proportional to v1, v2 in Eq. (3.18) are negligible so that

∆Φ ≈
1
2g
′2
1 QΦQSs

2 ≈ QΦ

2QS

(mDR
Z′ )2 , (5.1)

by using Eq. (3.20). This implies that, in models where QS 6= 0, the D-term contribu-
tions are very large, ∆Hd ,∆Hu ∼ (mDR

Z′ )2 � (mDR
Z )2. Writing Eq. (3.22) in the form

[389]

c(tan β; θE6)(mDR
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2 ≈ −µ2
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m̄2
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− m̄2
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tan2 β − 1 + d(tan β; θE6)(mDR
Z′ )2

2 , (5.2)

where the O(1) prefactors c and d are given by

c(tan β; θE6) = 1− 4
(tan2 β − 1)

g′21
ḡ2

(
Q1 −Q2 tan2 β

) (
Q1 cos2 β +Q2 sin2 β

)
, (5.3)

d(tan β; θE6) = Q1 −Q2 tan2 β

QS (tan2 β − 1) , (5.4)

the potential for a new tree-level fine tuning, due to limits on MZ′ forcing the last
term to be large, is made manifest [389, 497].

An important qualitative feature of this new source of fine tuning is that it does not
depend on the assumptions made about the model parameters at high-scales. While
the radiative corrections arising from RG running from MX to MS can be large, their
size is strongly dependent on the unknown pattern of soft breaking masses at high
energies. For example, it is known that in the CMSSM the sensitivity of mDR

Z to
variations in the soft parameters is reduced in the focus point region [480, 498–503]
where the RG evolution of the soft Higgs massm2

Hu tends towardsmDR
Z at low energies.

As a result, the amount of fine tuning in a constrained model can vary significantly
based on the assumed SSB mechanism. The size of the radiative effects also depends
on the range of scales over which the parameters are run; they are smaller in models
that are defined at a lower UV scale before running to the EW scale. If the couplings
in the E6SSM are only required to be perturbative up to this UV scale, the F -term
contributions can be made larger, and further reductions in the size of the higher order
corrections can be achieved. This is taken advantage of in “λSUSY” models [504, 505],
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for example, where the singlet coupling λ is allowed to become non-perturbative at
scales below the GUT scale. The amount of fine tuning can thus be adjusted by simply
modifying the assumptions made about the model at the UV scale.

In contrast, the contribution from MZ′ in the E6SSM is always large whenever
MZ′ is large, irrespective of the value of the UV scale or the assumed UV boundary
conditions. It therefore sets a lower bound on the size of the cancellations necessary
in the model, which cannot be easily avoided without changing the choice of U(1)′

charges or modifying the matter content of the model. In this sense, the D-term
fine tuning contribution is analogous to the contribution from the µ parameter in
the MSSM, which has its magnitude bounded from below by collider searches for
charginos [506]. By considering the model defined at low energies, where the radiative
corrections are small, it is possible to derive conservative estimates for the minimal
amount of fine tuning required to accommodate all experimental data and to make
more robust comparisons between two models. With the aim of performing such a
comparison to the MSSM, in this chapter we compute the fine tuning due to Z ′ limits
in the E6SSM and other E6 inspired models defined at low energies.

5.2 Measures of Fine Tuning

In order to be able to make claims as to whether one model is more fine tuned than
another, it is obviously necessary to have a quantitative measure of fine tuning to hand.
A wide variety of candidate measures have been proposed [225, 229, 230, 480, 507–
523], reflecting the fact that precisely what counts as fine tuning is not always clear.
Different fine tuning measures choose a particular, quantifiable detail of a model’s
behaviour, and then identify it in some way with fine tuning. Each therefore captures a
different aspect of the much more ambiguous concept of fine tuning. For instance, some
measures emphasise the size of the cancellations that must be achieved, while others
are based on the sensitivity of a model to variations in its parameters. Depending
on the situation, one of these may be better than the other at characterising what is
meant by fine tuning, or neither may be particularly useful. Even once a particular
measure has been settled on, exactly how to apply it is not uniquely specified. The
results for any given measure will depend on what is classed as a model parameter,
what is to be calculated in terms of those parameters, and so on. In quantitative
discussions of naturalness these various subtleties cannot easily be avoided, and must
be kept in mind when comparing the results of a fine tuning calculation in two models
or between two measures.
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A particularly simple way to measure the fine tuning, ∆, is to evaluate the size
of the cancellations that take place in the prediction for an observable quantity O.
Assuming that the value of O can be decomposed appropriately into a set of quantities
Ci, e.g.,

O =
∑
i

Ci , (5.5)

where the Ci might be model parameters or functions thereof, a measure of the size
of any cancellations is given by

∆C = max
i

∣∣∣∣CiO
∣∣∣∣ . (5.6)

The degree of fine tuning is then identified as ∆ = ∆C . The reasoning behind this
definition is very simple. If any one of the Ci is much larger than O, there must be
a very precise cancellation occurring between two or more of the Ci, and the larger
this cancellation is, the more fine tuned the model is. In the context of SUSY models,
there are two widely used measures that adopt this picture of fine tuning. The two
measures, denoted ∆HS and ∆EW , are defined in terms of the same observable, (mDR

Z )2,
but differ in the choice of the quantities Ci. Taking the MSSM as an example, the
relevant breakdown into individual terms is obtained from Eq. (2.36),

(mDR
Z )2

2 = −|µ|2 +
m2
Hd
− t1

v1
−m2

Hu tan2 β + t2
v2

tan2 β

tan2 β − 1 , (5.7)

where ti ≡ −∂∆VMSSM/∂vi. The measure ∆EW is defined [225, 521–523] by taking
each of the above terms at the scale of EWSB, say MS, so that

C1 = −|µ(MS)|2 , C2 =
m2
Hd

(MS)
tan2 β − 1 , C3 = −m

2
Hu(MS) tan2 β

tan2 β − 1 ,

C4(Φ) = −t1(Φ)
v1(tan2 β − 1) , C5(Φ) = t2(Φ) tan2 β

v2(tan2 β − 1) ,
(5.8)

where the notation ti(Φ) indicates the contribution of the state Φ to the effective
potential, and

∆EW = max
i

∣∣∣∣∣ 2Ci
(mDR

Z )2

∣∣∣∣∣ . (5.9)

The definition of ∆HS [523] differs in that the low energy parameters are written in
terms of their values at the UV scale MX according to Eq. (2.76), along with

|µ(MS)|2 = |µ(MX)|2 + δ|µ|2 , (5.10)
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and the individual terms are taken to be

B1 = −|µ(MX)|2 , B2 = −δ|µ|2 ,

B3 =
m2
Hd

(MX)
tan2 β − 1 , B4 =

δm2
Hd

tan2 β − 1 ,

B5 = −m
2
Hu(MX) tan2 β

tan2 β − 1 , B6 = −δm
2
Hu tan2 β

tan2 β − 1 ,

B7(Φ) = −t1(Φ)
v1(tan2 β − 1) , B8(Φ) = t2(Φ) tan2 β

v2(tan2 β − 1) .

(5.11)

The measure ∆HS is then defined with respect to the high-scale contributions instead,

∆HS = max
i

∣∣∣∣∣ 2Bi

(mDR
Z )2

∣∣∣∣∣ . (5.12)

Both ∆EW and ∆HS have the virtue that they are easily applied to the MSSM or
another SUSY model. The value of ∆EW is also independent of assumptions about
the underlying parameters at MX , since it depends only on the values of the model
parameters at MS, and so is independent of the chosen model of SSB [521]. On
the other hand, both measures give reasonable measures of fine tuning only when
cancellations between the Ci or Bi are genuinely fine tuned. This is not always true,
for example, in constrained models some or all of the various terms might be correlated
by their dependence on some set of fundamental parameters, in which case some
amount of cancellation is entirely natural [225]. A somewhat related problem is that
it is not clear how the grouping of contributions into the various Ci, Bi should be
done in general. To illustrate these issues in the MSSM, note that δm2

Hd
and δm2

Hu

both depend on m2
Hu(MX), so that the contribution from the latter, single parameter

actually appears in multiple (non-independent) Bi, each of which is potentially large
and would lead to a high value of ∆HS. Arguably, one could extract the contribution
of m2

Hu(MX) from each and combine these parts into a single factor in ∆HS. The
same large cancellation between the correlated terms m2

Hu(MX) and δm2
Hu(MX), if it

leads to a small m2
Hu(MS), would be regarded as natural by ∆EW . However, ∆EW

misses the effects of correlations among the low-scale parameters that might emerge
naturally from an underlying high-scale theory.

A method of accounting for natural cancellations among the Ci of Eq. (5.5) con-
siders the dependence of O on the hypothesised, fundamental model parameters, {pi}.
One might expect that, if cancellations among the Ci can be explained in terms of some
genuine underlying relationships, then the value of O should not change much as the
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{pi} are varied, and this should be largely independent of the scale of the parameters
pi. In this case, the Ci will change in a correlated fashion to maintain the cancellation
yielding the observed O. If the Ci are independent in this model, and the large cancel-
lation comes about from fine tuning the values of some of the pi, then by varying the
fundamental parameters this cancellation would be spoilt, and O should change by a
large amount. That is, O would be observed to be highly sensitive to variations in the
model parameters {pi}. Thus the sensitivity of O can also be used to characterise fine
tuning. This is the motivation behind the traditional Ellis-Barbieri-Giudice measure
[229, 230], defined by

∆BG = max
i

∆pi , ∆pi ≡

∣∣∣∣∣∣∂ ln(mDR
Z )2

∂ ln pi

∣∣∣∣∣∣ , (5.13)

corresponding to the choice O = (mDR
Z )2, though one might also consider choosing

the measured pole mass O = M2
Z instead. Intuitively, each ∆pi corresponds to the

percentage variation in the observable for a 1% change in the parameter pi, and is
independent of the scale of pi and O [507]. The measure ∆BG, or a modified version
in which the sensitivities ∆pi are combined in quadrature,

∆BG =
√∑

i

∆2
pi
, (5.14)

has been extremely widely applied in fine tuning studies; see, for example, Refs. [389,
498, 524–549]. Once a model has been specified in terms of a set of parameters {pi},
it is also relatively straightforward to compute the individual sensitivities ∆pi . For
this reason, and to facilitate comparisons with previous work, we employ ∆ = ∆BG as
defined in Eq. (5.13) to quantify the fine tuning in the E6SSM here.

Nevertheless, it should be kept in mind that the measure ∆BG is not without
its shortcomings. Just as large cancellations may not be indicative of fine tuning, a
high sensitivity of the observable O to the model parameters may also be naturally
explained in some cases. A classic example [507] is the size of the proton mass,
which is naturally a sensitive function of α3 due to the RG evolution of the strong
coupling. The value of ∆BG is also sensitive to the definitions of the parameters to
which it is applied, with the choice of calculating the sensitivity with respect to pi
or p2

i , for example, introducing a factor of two difference in the result. The same
is true concerning the definition of the observable O. In general, whether or not the
parameters {pi} are genuinely fundamental is unknown, and relationships between the
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chosen set in some underlying theory may drastically alter the calculated fine tuning
[225]. Several alternative measures have been proposed, for example in Refs. [507–
510, 519, 520] that are able to rectify some of these problems.

The measures ∆EW , ∆HS and ∆BG also share several deficiencies that make their
interpretation unclear. In their simplest forms, each considers only a single observable
at a single point in parameter space. Fine tuning in a BSM model may be required
in several observables though, either individually or to simultaneously reproduce their
experimental values [519]. At individual parameter points, the corresponding can-
cellations might be large or sensitivities high, but the above three measures do not
capture whether this is a generic feature of the whole model; that is, the measures do
not adequately address whether a model that has a low ∆EW/HS/BG for an arbitrarily
small neighbourhood of a given point, but large tunings everywhere else, is natural.
This so-called “second order” fine tuning [550] is a property of the entire model that
is not directly captured by local tuning measures without resorting to extensive pa-
rameter space scans. Compounding all of these issues is the fact that, in the end,
the interpretation of the final number produced by any one of the above measures is
extremely subjective. The acceptable size of ∆ is a matter of individual taste, which
often changes over time. The computed fine tuning does not, for instance, admit
a well-defined translation into a degree of belief in a given model [550], nor does it
answer how much more natural one model is compared to another in light of data.

The latter question invites the possibility of quantifying fine tuning using Bayesian
methods. In these approaches, one considers the posterior probability of a model M
given observed data D,

P (M |D) = Z(D,M)
P (D) P (M) , (5.15)

where P (M) and P (D) are the prior probability of the model and the (unknown) total
probability to observe the data D, respectively. The Bayesian evidence Z(D,M) is
given by

Z(D,M) =
∫

Ω
LD(pi;M)π(pi|M)dnpi , (5.16)

where LD(pi;M) ≡ P (D|pi,M) is the likelihood of the data for a given set of values of
the n model parameters pi, π(pi|M) is the prior probability for that set of values, and
the integration is carried out over the entire n-dimensional parameter space Ω. The
concept of naturalness is automatically incorporated into this calculation since if in the
model M one must fine tune the parameters to fit measured values of the observables,
the region with high likelihood will occupy a tiny prior volume [232, 550–556], thus
suppressing the posterior. In practice, when computing the evidence for a model one
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trades a subset of the model parameters {pi} for a set of k observables {Oj} to avoid
unnecessarily considering regions in Ω where incorrect values of Oj are obtained in
the model. This change of variables modifies the priors by the appearance of the
Jacobian |J | for the transformation from the model parameters to the observables.
Moreover, the inverse of this Jacobian matrix contains the derivatives that appear
in the traditional measure, Eq. (5.13), if MZ is chosen among the set of observables
[551, 552, 554], albeit combined with others in a more complicated way when k > 1.

More generally, a model that is free of fine tuning can be considered to be one
where the parametrisation is such that all of the parameters are in fact observables
[550, 554]. This implies that a useful measure of fine tuning is ∆J = 1/|J | [554],
so that the tuning is the ratio of the infinitesimal observable space volume element
to the infinitesimal parameter space element2. Points for which ∆J is large, that is
fine tuned, are thus automatically assigned a low effective likelihood in the evidence
calculation. The Bayesian approach provides an elegant means of describing fine
tuning in a model, but it is also more complicated to apply, and it has not yet been as
widely used. In particular, the full evidence calculation in a general model is extremely
computationally intensive, and in practice only makes sense in the context of a full
model comparison [555]. For the purposes of understanding how the amount of fine
tuning varies with MZ′ , it is sufficient to adopt the simpler method of calculating ∆J

or ∆BG at each point, this being faster while also giving at least some sense of how
changing Z ′ mass limits will penalise E6 inspired models compared to the MSSM. As
noted above, we make use of ∆BG as it has already been widely used in other studies.
Fortunately, given that the derivatives appearing in ∆BG and ∆J are quite similar,
there are not expected to be too large discrepancies between the results obtained using
one or the other.

5.3 Calculating Fine Tuning in the E6SSM

To determine ∆BG, the required sensitivities ∆pi may be calculated directly from the
expression for (mDR

Z )2 in terms of the parameters pi for a particular model. This leads
to a so-called master formula for calculating the fine tuning. A master formula for
the E6SSM, obtained from the tree-level scalar potential, was presented in Ref. [389].
In order to derive the expression presented there, the fact that s � v was made use
of to neglect certain O(v2) terms in the EWSB conditions, greatly simplifying the

2This coincides with the measure proposed in Ref. [519] when the interval of variation is taken to
zero.
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final result. For the purposes of exploring a wider class of E6 inspired models, here
we present the master formula without neglecting any terms. The complete tree-level
master formula is somewhat complicated. This is because, unlike in the MSSM, even
at tree-level it is not possible to solve explicitly for the VEVs v1, v2 in terms of the
Lagrangian parameters. It may be written in the form

∆pi = |C|−1 × |pi|
mDR
Z

∣∣∣∣∣∑
q

∆̃q
∂q

∂pi

∣∣∣∣∣ , (5.17)

where the sum is over all low-energy running parameters appearing in the tree-level
EWSB conditions. By analogy with the pMSSM, in the E6SSM we take these to be
q ∈ {λ,Aλ,m2

Hd
,m2

Hu ,m
2
S, g1, g2, g

′
1}, where Aλ is defined by writing Tλ = λAλ.

To write down the various parts of the tree-level master formula, it is convenient
to define the quantities

zi = εijk
∂fj
∂s

∂fk
∂ tan β , (5.18)

where
f1 = ∂VE6SSM

∂v1
, f2 = ∂VE6SSM

∂v2
, f3 = ∂VE6SSM

∂s
, (5.19)

are the EWSB conditions, Eq. (3.17), taken at tree-level. The relevant partial deriva-
tives are

∂f1

∂ tan β = −2mDR
Z

ḡ
cos2 β

λAλs√2
cos β + sin β

[
m2
Hd

+ s2

2
(
λ2 + g′21 Q1QS

)

+ (mDR
Z )2

(
5
2 −

4λ2

ḡ2 −
4g′21
ḡ2 Q1Q2 + 6g′21

ḡ2 Q
2
1

)]

+ 3(mDR
Z )2 sin3 β

[
2λ2

ḡ2 − 1 + 2g′21
ḡ2

(
Q1Q2 −Q2

1

)] ,
∂f1

∂s
= 2mDR

Z

ḡ

[
s
(
λ2 + g′21 Q1QS

)
cos β − λAλ√

2
sin β

]
,

∂f2

∂ tan β = 2mDR
Z

ḡ
cos2 β

λAλs√2
sin β + cos β

[
m2
Hu + s2

2
(
λ2 + g′21 Q2QS

)

+ (mDR
Z )2

(
5
2 −

4λ2

ḡ2 −
4g′21
ḡ2 Q1Q2 + 6g′21

ḡ2 Q
2
2

)]

+ 3(mDR
Z )2 cos3 β

[
2λ2

ḡ2 − 1 + 2g′21
ḡ2

(
Q1Q2 −Q2

2

) ] ,
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∂f2

∂s
= 2mDR

Z

ḡ

[
s
(
λ2 + g′21 Q2QS

)
sin β − λAλ√

2
cos β

]
,

∂f3

∂ tan β = 2(mDR
Z )2

ḡ2 cos2 β
[
g′21 QSs (Q2 −Q1) sin 2β −

√
2λAλ cos 2β

]
,

∂f3

∂s
= m2

S + 2λ2(mDR
Z )2

ḡ2 + g′21
2 QS

4(mDR
Z )2

ḡ2

(
Q1 cos2 β +Q2 sin2 β

)
+ 3QSs

2

 .
For a running parameter q appearing in the tree-level EWSB conditions, the corre-
sponding contribution to the sensitivity ∆pi is given by

∆̃q = z1
∂f1

∂q
+ z2

∂f2

∂q
+ z3

∂f3

∂q
. (5.20)

It is straightforward to compute the appropriate derivatives directly from the EWSB
conditions, Eq. (3.17). Similarly, the quantity C appearing in Eq. (5.17) is given by

C = 1
2

(
z1

∂f1

∂mDR
Z

+ z2
∂f2

∂mDR
Z

+ z3
∂f3

∂mDR
Z

)
, (5.21)

with

∂f1

∂mDR
Z

= 2
ḡ

cos β
[
m2
Hd

+ λ2s2

2 + g′21
2 Q1QSs

2 + 6g′21
ḡ2 Q

2
1(mDR

Z )2
]
−
√

2λAλs
ḡ

sin β

+ 3(mDR
Z )2

ḡ
cos β cos 2β + 6

ḡ3 (mDR
Z )2 sin β sin 2β

[
λ2 + g′21

(
Q1Q2 −Q2

1

)]
,

∂f2

∂mDR
Z

= 2
ḡ

sin β
[
m2
Hu + λ2s2

2 + g′21
2 Q2QSs

2 + 6g′21
ḡ2 Q

2
2(mDR

Z )2
]
−
√

2λAλs
ḡ

cos β

− 3(mDR
Z )2

ḡ
sin β cos 2β + 6

ḡ3 (mDR
Z )2 cos β sin 2β

[
λ2 + g′21

(
Q1Q2 − Q̃2

2
)]
,

∂f3

∂mDR
Z

= 4mDR
Z

ḡ2

[
λ2s− λAλ√

2
sin 2β + g′21 QSs

(
Q1 cos2 β +Q2 sin2 β

)]
.

While the tree-level master formula is a useful start, it is well known in the MSSM
that radiative corrections can significantly change, and in fact reduce the fine tuning
[557]. It is therefore essential when studying the fine tuning to account for the loop
corrections to the effective potential. To do so it is more convenient to work with
the EWSB conditions in the form of Eq. (3.17) rather than Eq. (3.22). The general
procedure is as follows3. For a model in which m fields develop real VEVs, we require

3This method has also previously been applied in the NMSSM; see, for example, Ref. [558].



5.3. Calculating Fine Tuning in the E6SSM 109

that the m minimisation conditions,

f1 = f2 = · · · = fm = 0 , (5.22)

continue to hold under an arbitrary variation in a model parameter p → p + δp, so
that the variations δfi satisfy

δf1 = δf2 = · · · = δfm = 0 . (5.23)

Each fi is a function of the VEVs vj as well as l running parameters qk evaluated at
the scale of EWSB, fi = fi(vj, qk). It follows that for each fi,

m∑
j=1

∂fi
∂vj

∂vj
∂p

+
l∑

k=1

∂fi
∂qk

∂qk
∂p

= 0 . (5.24)

The quantities ∂fi
∂vj

are simply the elements of the CP-even Higgs squared mass matrix
M2

h of the model before carrying out any field rotations. For example, in the E6SSM
this corresponds to the mass matrix in the basis (φd, φu, φS), where the φi are as defined
before Eq. (3.57). When evaluated for all n model parameters, the above system of
equations can be concisely expressed as

M2
h


∂v1
∂p1

· · · ∂v1
∂pn... . . . ...

∂vm
∂p1

· · · ∂vm
∂pn

 = −


∂f1
∂q1

· · · ∂f1
∂ql... . . . ...

∂fm
∂q1

· · · ∂fm
∂ql



∂q1
∂p1

· · · ∂q1
∂pn... . . . ...

∂ql
∂p1

· · · ∂ql
∂pn

 . (5.25)

The quantities forming the first matrix on the right-hand side, along with M2
h, are

easily calculated by differentiating the conditions in Eq. (3.17) with respect to the
VEVs and the running parameters. The remaining derivatives ∂qk/∂p must be deter-
mined using the RGEs. Once these have been obtained, it is straightforward to solve
for the ∂vi/∂p. The sensitivities ∆pi are then obtained as linear combinations of the
∂vi/∂p and ∂qk/∂p. By including the contributions coming from ∆VE6SSM, the higher
order corrections are easily, if tediously, incorporated. In the MSSM, the dominant
corrections come from the stops, with the contributions from other states being much
smaller, and so it is reasonable to include only the contributions from the stops and
the top quark appearing in Eq. (2.39). In the E6SSM, we similarly include only the
dominant corrections involving the stops and top, so that for the numerical results
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presented below we have taken

∆VE6SSM ≈
3

32π2

(mDR
t̃1

)4

ln
(mDR

t̃1
)2

Q2 − 3
2

+ (mDR
t̃2

)4

ln
(mDR

t̃2
)2

Q2 − 3
2


− 2(mDR

t )4

ln (mDR
t )2

Q2 − 3
2

 , (5.26)

where the stop masses are as given in Eq. (3.32), and the renormalisation scale
in all of the fine tuning calculations presented here is taken to be Q = MS =√
mDR
t̃1

(MS)mDR
t̃2

(MS).
Evaluating the derivatives ∂qk/∂p must, in general, be done by numerically inte-

grating the two-loop RGEs. Simple forms for the derivatives can be obtained by con-
structing the semi-analytic solutions discussed in Section 4.2.1 that express the each
low-energy parameter q in terms of the model parameters {pi}. The semi-analytic co-
efficients must still be numerically determined, though, which is time consuming and
therefore is an obstacle to doing large scans of the parameter space. When the model
parameters are defined at scales MX not too far above MS, as we do here, it is possi-
ble to derive approximate analytic expressions for the various coefficients that exhibit
good accuracy over the range of scales considered. Although a low-energy parameter
can then be expressed analytically in terms of the approximate coefficients, it is more
convenient to rearrange the result into a power series in the parameter t ≡ ln(MS/MX)
to identify the leading and sub-leading logarithmic contributions coming from RG run-
ning. The approximate formulas are easily derived by solving the two-loop RGE for
the parameter q,

dq

dt
≡ βq = 1

16π2β
(1)
q + 1

(16π2)2β
(2)
q , (5.27)

using a Picard iteration, with the result that

q(MS) = q(MX) +
∫ t

0
βq(t′)dt′

≈ q(MX) + t

16π2

(
β(1)
q +

β(2)
q

16π2

)
+ t2

32π2
dβ(1)

q

dt
+O(t2) . (5.28)

Expanded to this order, we obtain the leading-log (LL) and next-to-LL (NLL) con-
tributions at two-loop order. The O(t2) terms not displayed above are formally of
three-loop order and thus are neglected. The derivative of the one-loop β function is
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given by
dβ(1)

q

dt
= 1

16π2

∑
qk

β(1)
qk

∂β(1)
q

∂qk
, (5.29)

where the sum is over all of the running parameters appearing in β(1)
q . The β functions

appearing on the right-hand side of Eqs. (5.28) and (5.29) are evaluated at the scale
MX , allowing the derivatives of the parameters at MS with respect to the high-scale
parameters at MX to be evaluated analytically. Explicit results for the relevant series
expansions in the MSSM and E6 models are presented in Appendix B and Appendix C.

5.4 Naturalness Impact of Z ′ Limits in the E6SSM

Using the approach outlined above, we are able to scan the low-energy parameter
space of the MSSM and E6SSM and calculate the fine tuning in each. To do so, we
implemented the above expressions for computing the fine tuning in a modified version
of the E6SSM spectrum generator that was used in previous fine tuning studies of the
E6SSM [389]. This code implemented two-loop RGEs for all parameters except the
soft scalar masses. To properly include the fine tuning impact ofM3, which enters only
at two-loop order in the RG running of the soft masses, the original code was extended
to make use of the two-loop RGEs generated by SARAH and FlexibleSUSY. The CP-
even Higgs masses are calculated including the leading one-loop effective potential
contributions given in Ref. [363] and for the light Higgs we use the leading two-loop4

contributions from Ref. [278], which are a generalisation of the corrections in the
MSSM and NMSSM calculated using effective field theory techniques [218, 561]. To
scan over the MSSM parameter space, the equivalent MSSM fine tuning expressions
were implemented into a modified version of SOFTSUSY-3.3.10. For consistency with
the results produced in the E6 models, and for computational speed, for our main
scans only the dominant one- and two-loop corrections to the CP-even Higgs masses
were included.

5.4.1 Stop Mass Fine Tuning

As discussed in Section 2.6, heavy stops are expected to lead to substantial fine tuning,
and hence many works on natural SUSY have focused on light stops, with much
theoretical effort being applied to find models in which it is easier to get a 125 GeV

4While full two-loop corrections to the Higgs masses, in the gaugeless limit, can now be calculated
for a general model in SARAH [559, 560], this capability was not available at the time our numerical
study was done, and such corrections go beyond the required precision for studying fine tuning here.
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Higgs boson and light stops simultaneously and much experimental effort to search for
light stops. This is entirely appropriate since there are many good reasons to expect
the soft masses to be set at high energies by some mechanism for SSB. However, this is
not the only possibility and, as noted above, the fine tuning problem depends strongly
on the RG evolution from the high-scale, as the soft Higgs masses that appear in the
EWSB conditions pick up contributions from the soft squark masses.

Figure 5.1: Left panel: Scatter plot of fine tuning in the MSSM as a function of the
lightest stop mass, mt̃1 , for the cutoff scales (from bottom to top) MX = 20 TeV,
MX = 50 TeV, MX = 100 TeV and MX = 1016 GeV. Right panel: Scatter plot of fine
tuning in the MSSM as a function of the lightest Higgs mass, mh1 , for the cutoff scales
(from bottom to top) MX = 20 TeV, MX = 50 TeV, MX = 100 TeV and MX = 1016

GeV.

To illustrate this, in the left panel of Figure 5.1 we show the variation in fine
tuning for MX = 20 TeV, 50 TeV, 100 TeV and 1016 GeV when we scan over the
stop masses and mixing, with 500 GeV ≤ mQ3 ,muc3

≤ 10 TeV and −3810 GeV ≤
At ≤ −20 GeV. We adopt the pMSSM boundary conditions defined in Section 2.2,
and fix the remaining parameters such that at MS they have the values µ = −97.5,
B ≡ Bµ/µ = −84.8, M1 = 92.1, M2 = 95.9, M3 = 352, Ab = −117.9, Aτ = −7.8,
ML̃L

= mL3 = 400, MẽR = mei = 204, Mq̃L = 438, MũR = 436 and Md̃R
= mdc3

= 438
GeV. Although we should stress that making these parameter values will lead to a
spectrum that is in conflict with the LHC limits, doing so ensures that fine tuning due
to the other parameters is small, so that we avoid washing out the fine tuning impact
of the stops when the tuning is small5 as can be the case when the stop masses are less
than 1 TeV. Note that the Higgs mass is also allowed to vary in this scan, as shown

5For models in which the spectrum is heavier, when the stop masses are small the fine tuning
reaches a lower bound imposed by other heavier parameters.
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in the right panel of Figure 5.1. This illustrates the tuning problem that has become
prominent since the discovery of the 125 GeV Higgs boson. It can be seen that raising
the stop masses is also pushing up the Higgs mass, meaning that heavier Higgs masses
require more fine tuning. However, for a low value of the UV scale MX this tuning is
not so severe unless the stops are very heavy, and a 125 GeV Higgs can be obtained
without much tuning in this unrealistic case where the other sources of tuning have
been minimised. On the other hand, the tuning becomes more severe as we increase
the cutoff such that for MX = 1016 GeV a lightest stop mass of 1−3 TeV can result in
a fine tuning of ≈ 100− 1000 and the minimum tuning we find6 for a 125 GeV Higgs
is ≈ 200, as shown in Figure 5.1.

5.4.2 Fine Tuning at Low Energies

Since the stop mass does not have such a large impact on the fine tuning when the
scale MX is very low we can use this to see more clearly the impact of the Z ′ mass on
fine tuning. To do so we select a fixed low MX = 20 TeV and compare the fine tuning
in the MSSM and E6SSM for two different values of the Z ′ mass. We choose to look
at MZ′ = 2.5 TeV, corresponding to the ATLAS limits at the time the numerical work
presented here was done [562], andMZ′ = 4.5 TeV, which is expected to be in reach in
run II at the LHC [563]. We then compare the fine tuning calculated in each case to
the tuning in the MSSM. For this comparison, we have performed a six-dimensional
parameter space scan in both the MSSM and E6SSM, varying those parameters most
relevant for the fine tuning and the Higgs mass. Therefore, the set of parameters
which we vary includes µ, B and tan β for the MSSM, and λ, Aλ and tan β, for the
E6SSM, which appear at tree-level in the EWSB conditions of the models. While the
RGE contribution from large stop masses to the fine tuning is small for such a low
MX , the stop contributions to the effective potential can potentially play a significant
role in reducing the fine tuning. For this reason it is still important to properly treat
the tuning associated with stop contributions to the one-loop effective potential, and
so we also scan over the soft masses m2

Q3 , m
2
uc3

and the trilinear coupling At. The
relevant parameters and ranges that were scanned over are summarised in Table 5.1.
We also repeat each scan for three different values of M2 to allow more variation in
the chargino masses.

6Note that in this calculation of the Higgs mass there is a significant theoretical error, even with
leading two-loop corrections, which must be borne in mind when thinking about what the results
imply for the minimum fine tuning in the model consistent with a 125 GeV Higgs.



114 Chapter 5. Fine Tuning in the E6SSM

In this case, we now consider realistic scenarios, where the parameters that are
not scanned over are set to values which keep the associated states comfortably above
their experimental limits. Therefore in both the MSSM and E6SSM all other soft scalar
masses are set to 5 TeV. We require a valid spectrum with no tachyonic states to ex-
clude points which would have an unrealistic minimum, for example due to the appear-
ance of charge or colour breaking (CCB) minima. In the E6SSM, we adopt “pMSSM-
like” boundary conditions. That is, we work in the third family approximation, taking
the first and second generation Yukawa couplings to be zero, and we also assume
that their associated soft trilinears vanish. Similarly, we take Ab = Aτ = 0 GeV.
The U(1) gaugino soft mass M1 was fixed to M1 = 300 GeV, and we fix M3 = 2000
GeV. Additionally, in the E6SSM the U(1)N gaugino soft mass M ′

1 is held fixed with
M ′

1 = M1 = 300 GeV, and µL = 5 TeV.

MSSM E6SSM
2 ≤ tan β ≤ 50 2 ≤ tan β ≤ 50

−1 TeV ≤ µ ≤ 1 TeV −3 ≤ λ ≤ 3
−1 TeV ≤ B ≤ 1 TeV −10 TeV ≤ Aλ ≤ 10 TeV

200 GeV ≤ mQ3 ≤ 2000 GeV 200 GeV ≤ mQ3 ≤ 2000 GeV
200 GeV ≤ muc3

≤ 2000 GeV 200 GeV ≤ muc3
≤ 2000 GeV

−10 TeV ≤ At ≤ 10 TeV −10 TeV ≤ At ≤ 10 TeV
M2 = 100, 1050, 2000 GeV M2 = 100, 1050, 2000 GeV

Table 5.1: The parameters scanned over and the ranges of values used in the MSSM
and the E6SSM models.

In Figure 5.2, results from these scans are plotted showing the tuning for each case
against the lightest Higgs mass. As expected, the dependence on the Higgs mass is
now quite weak, while the minimum tuning in the model for the E6SSM is increased
by the mass of the Z ′ boson. In the case of a very low cutoff the tuning required to
get a 125 GeV Higgs is not so large. However, the tuning from the Z ′ mass appears
already at tree-level and is, therefore, not suppressed when the cutoff scale is low. In
our scan we find that, for the points with the lower value of MZ′ , which is already
ruled out by the most recent limits, and having an approximately 125 GeV Higgs, the
minimum fine tuning that can be achieved is ∆min ≈ 121. If run II of the LHC further
pushes up the limit on the Z ′ mass to be above 4.5 TeV then the fine tuning in the
model will be greater than at least ∆min ≈ 394 for Higgs masses between 124.5 and
125.5 GeV.

This demonstrates the two important points about these U(1) extensions antici-
pated in the discussion at the start of this chapter – first, that limits on the Z ′ mass
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Figure 5.2: Scatter plot of fine tuning against the lightest Higgs mass for the MSSM
(light blue, bottom band), the E6SSM with MZ′ = 2.5 TeV (dark blue, middle band)
and the E6SSM with MZ′ = 4.5 TeV (dark yellow, top band). Note that there are
points for which the fine tuning in the MSSM and the E6SSM with MZ′ = 2.5 TeV is
larger than is visible on this plot and those below; however, these points are obscured
by the overlaid data for the E6SSM with MZ′ = 4.5 TeV, and it is the lower bound on
the achievable tuning that is of interest here.
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play an incredibly important role in constraining natural scenarios in such models and,
second, that the tuning from the Z ′ limits in these models depends less on assumptions
about SUSY breaking than the tuning required by the 125 GeV Higgs measurement
that is believed to be a problem in the MSSM.

Because of the tree-level nature of the Z ′ fine tuning, as discussed in Section 5.1
the effect of the Z ′ limits can usefully be compared to the impact of chargino limits in
the MSSM, which place a bound on the magnitude of |µ|, or |µeff| in U(1) extensions.
The LEP bound [506] on chargino masses, excluding mχ̃±1

. 104 GeV, implies that
|µ| should only be greater than ∼ 100 GeV, which is not substantially larger than
MZ . Consequently the bound from LEP is not high enough to have an impact on
the fine tuning obtained in the models and parameter space regions that we have
studied, as we have checked explicitly. Significantly larger lower bounds on the µ
parameter, and therefore on the fine tuning, may arise from chargino limits coming
from LHC searches. However, the chargino limits from the LHC depend the mass
difference between the lightest chargino and lightest neutralino and on whether there
are light sleptons or sneutrinos. Current limits placed by CMS and ATLAS exclude
lightest chargino masses between ∼ 700 GeV and ∼ 1150 GeV if there are light sleptons
[564–566], with much weaker bounds if there are no light sleptons or sneutrinos.

Nonetheless, for the MSSM the impact of potential chargino mass limits is shown
in Figure 5.3. There we see that if the full parameter space with mχ̃±1

< 700 GeV
could be excluded, the impact would be to make the tuning in the MSSM with a 20
TeV UV scale similar to that of the E6SSM with the same high-scale and a Z ′ mass of
≈ 2.5 TeV. In the E6SSM, while raising the chargino limit can have the same impact
in principle, the current limits on the Z ′ mass are already the dominant source of
tuning, and the bounds on chargino masses do not have a noticeable effect.

Finally, it should be emphasised that while in Figure 5.2 the E6SSM appears more
fine tuned than the MSSM, this result depends on the high-scale boundary,MX , where
the parameters are assumed to be set by some SUSY breaking mechanism. This can
be compared with the results of Ref. [389] in which the CE6SSM was found to be less
tuned than the CMSSM. Since a 125 GeV Higgs can be achieved in the E6SSM with
lighter stops, then if MX is large, the larger stop masses of the MSSM can make that
model more fine tuned due to large RGE effects.
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Figure 5.3: Scatter plot of fine tuning as a function of the lightest Higgs mass in
the MSSM with 200 GeV ≤ mχ̃±1

≤ 400 GeV shown in light blue (bottom band),
500 GeV ≤ mχ̃±1

≤ 600 GeV in dark blue (middle band), and 700 GeV ≤ mχ̃±1
≤ 800

GeV in dark yellow (top band).

5.5 Benchmark Scenarios

To further illustrate this point, we looked at how the tuning varies withMX for several
low tuning benchmarks in the MSSM and E6SSM. These benchmarks are defined in
Table 5.2 and the variation in the fine tuning with MX for these points is shown in
Figure 5.4. Since the behaviour is quite complicated we now discuss these in detail to
gain some insight into the many differences in the tuning between the two models.

In the top panel of Figure 5.4 one can see that the MSSM BM1 tuning (dotted
curve) steadily climbs as the cutoff scale is increased, as one would expect when the
tuning originates from large soft masses entering from the RGEs. The panel on the
middle left confirms this, showing that the largest tuning contributions come from
∆At and ∆m2

Hu
with the former being the larger sensitivity until MX ≈ 108 GeV at

which point ∆m2
Hu

takes over, leading to the small kink in overall tuning that can be
seen in the dotted curve in the top panel. In this case we have chosen a point with
large mixing, which is known to reduce the MSSM tuning. We found this does not
eliminate the tuning as there is still a strong sensitivity to At, but we did find that
large mixing lead to less fine tuning overall for the points we examined.
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MSSM BM1 MSSM BM2 E6SSM BM1 E6SSM BM2
tan β(MZ) 10 10 10 10
s(MS) [GeV] · · · · · · 6700 6700
κ11,22,33(MS) · · · · · · 0.6 0.52
λ̃11,22(MS) · · · · · · 0.2 0.13

µ(eff)(MS) [GeV] 689.7 1013.5 1093.3 1313.0
B(eff)(MS) [GeV] 345.7 1032.5 3792.7 817.8
Aτ (MS) [GeV] 0 −5057.9 0 −88.5
Ab(MS) [GeV] 0 −5707.2 0 −1720.7
At(MS) [GeV] −3335.7 −2734.8 −1100 −1103.2

M2
L̃L

(MS) [GeV2] 2.5× 107 6.35× 106 2.5× 107 4.94× 106

m2
L3(MS) [GeV2] 2.5× 107 6.22× 106 2.5× 107 4.90× 106

M2
ẽR

(MS) [GeV2] 2.5× 107 6.27× 106 2.5× 107 5.21× 106

m2
ec3

(MS) [GeV2] 2.5× 107 6.03× 106 2.5× 107 5.11× 106

M2
q̃L

(MS) [GeV2] 2.5× 107 7.37× 106 2.5× 107 5.76× 106

m2
Q3(MS) [GeV2] 4.45× 106 3.97× 106 4.50× 105 3.61× 106

M2
ũR

(MS) [GeV2] 2.5× 107 7.30× 106 2.5× 107 5.54× 106

m2
uc3

(MS) [GeV2] 4.0× 106 6.60× 105 5.86× 105 2.04× 106

M2
d̃R

(MS) [GeV2] 2.5× 107 7.30× 106 2.5× 107 5.88× 106

m2
dc3

(MS) [GeV2] 2.5× 107 7.03× 106 2.5× 107 5.78× 106

m2
Hd

(MS) [GeV2] 1.82× 106 8.96× 106 4.06× 107 1.04× 107

m2
Hu(MS) [GeV2] −3.60× 105 −9.35× 105 5.0× 105 −2.66× 105

m2
S(MS) [GeV2] · · · · · · −3.10× 106 −3.17× 106

M1(MS) [GeV] 300 260.8 300 173.4
M2(MS) [GeV] 2000 479.2 1050 281.4
M3(MS) [GeV] 2000 1312.3 2000 1200
M ′

1(MS) [GeV] · · · · · · 300 175.2

mDR
Z′ [GeV] · · · · · · 2473.2 2512.7

mh1 [GeV] 124.3 124.4 125.0 126.2
mt̃1 [GeV] 1942.1 861.6 993.8 1665.0
mt̃2 [GeV] 2220.1 2023.9 1174.8 2094.4
mg̃ [GeV] 2259.8 1472.9 2290.0 1407.4

∆(MX = 20 TeV) 157.3 242.8 165.3 402.1
∆(MX = 1016 GeV) 1089.0 949.0 1722.3 546.7

Table 5.2: Parameters for the MSSM and E6SSM benchmark points. In the E6SSM,
we define µeff as in Eq. (3.24) and Beff = Aλ. The soft masses m2

Hd
, m2

Hu and m2
S are

those that satisfy the EWSB conditions including the one-loop corrections involving
the top and stops. For E6SSM BM1 (BM2) we also set µL = 5000.0 (897.9) GeV,
BLµL = 5000.0 (−4.21× 105) GeV2, Aκ11,22,33 = 0 (−1389.2) GeV, Aλ̃11,22

= 0 (−52.9)
GeV, m2

D11,22,33 = 2.5 × 107 (4.81 × 106) GeV2, m2
D11,22,33

= 2.5 × 107 (4.90 × 106)
GeV2, m2

H111,22
= 2.5 × 107 (4.46 × 106) GeV2, m2

H211,22
= 2.5 × 107 (4.81 × 106)

GeV2, m2
Σ11,22 = 2.5× 107 (5.28× 106) GeV2, m2

L4 = 2.5× 107 (4.94× 106) GeV2 and
m2
L4

= 2.5× 107 (4.87× 106) GeV2.
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Figure 5.4: Top panel: Scatter plot of the fine tuning as a function of the cutoff scale
MX for the four benchmark points given in Table 5.2. Middle left panel: Individual
sensitivities for MSSM BM1 plotted against the high-scale MX which give the overall
tuning shown by the dotted line in the top panel. Middle right panel: Individual
sensitivities for E6SSM BM1 plotted against the high-scale MX which give the over-
all tuning shown by the solid line in the top panel. Bottom left panel: Individual
sensitivities for MSSM BM2 plotted against the high-scale MX which give the overall
tuning shown by the dash-dotted line in the top panel. Bottom right panel: Individual
sensitivities for E6SSM BM2 plotted against the high-scale MX which give the overall
tuning shown by the dashed line in the top panel.
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Comparing the MSSM tunings to the E6SSM tunings one can see that which point
is more fine tuned depends on the scale at which the parameters are defined. This
illustrates that any statement about which model is more tuned depends on the high-
scale boundary, MX . For E6SSM BM1 the fine tuning is shown by the solid curve
in the top panel of Figure 5.4 and the individual sensitivities are given in the middle
right panel. The tuning actually reduces initially as the cutoff is increased from 20
TeV. This occurs because the largest sensitivity is initially ∆λ (shown in solid light
blue in the middle right panel). This contains some terms proportional to (mDR

Z′ )2,
which provide the dominant contribution to this sensitivity at very lowMX . However,
as MX is increased contributions from the soft masses become more important and
these actually start to cancel the large contribution to ∆λ coming from mDR

Z′ until
∆λ passes through zero. At the same time though these large soft masses also cause
other sensitivities to grow, in particular ∆M3 . The fine tuning rises with MX once
MX & 105−106 GeV, but remains lower than that of the other points, untilMX ≈ 108

GeV. Eventually the ∆M3 sensitivity leads to this point being the most fine-tuned of
the four shown in Figure 5.4. Although the gluino mass and M3(MS) have similar
values to those in the MSSM BM1 point, in the E6SSM M3(MX) is larger due to the
altered RGE running from exotic matter7. This is in turn why E6SSM BM1 has a larger
tuning at larger values of MX , coming from ∆M3 . Interestingly other sensitivities are
suppressed by this effect since at the same time larger M3 at higher scales reduces the
soft squark masses at MX . Therefore, the stop mass contributions are ameliorated,
compared to the MSSM, both by allowing lighter stops at MS and by the modified
RGE running. Even so, the stops still do lead to ∆m2

Hu
increasing with the cutoff

through the usual mechanism8.
By contrast the tuning for E6SSM BM2 is very different, as is shown by the dashed

line in the top panel of Figure 5.4, with the individual sensitivities given in the bottom
right panel. This point was chosen as it had a much lighter gluino mass that was, at
the time this study was done, just above the experimental limit of 1.4 TeV [567]. At
20 TeV this benchmark is not amongst the lowest tuned points, since at that scale the
tree-level tuning from mDR

Z′ dominates. However, the reduction inM3 means that ∆M3

is substantially lower and only becomes the dominant tuning at a much larger scale
7This altered RG running is a result of the exotic matter introduced to keep the extra U(1)

anomaly free.
8Wherein m2

Hu
(MS) receives a positive contribution from m2

Hu
(MX) and a negative contribution

fromm2
Q3

(MX) andm2
uc3

(MX), allowing heavy stop masses to cause fine tuning. In this casem2
Hu

(MS)
is held fixed so as the scale MX increases the values of these soft masses at the high-scale will be
larger and there will be a bigger cancellation between them, increasing the sensitivity of mDR

Z to both
m2
Hu

and the soft scalar masses for the stops.
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of MX & 1012 − 1013 GeV, giving a tuning at 1016 GeV of ≈ 546, which is far below
that of the other three benchmark points.

In addition to this, the soft parameters in E6SSM BM2 follow a pattern similar
to that found in the constrained model. With the exception of the parameters m2

Q3 ,
m2
uc3
, m2

Hd
, m2

Hu , and M3, the values of which are given in Table 5.2, the soft masses
at the SUSY scale correspond to the values that result in the CE6SSM with m0 = 2.2
TeV, M1/2 = 1003 GeV, A0 = 500 GeV, κ11,22,33(MX) = 0.1923, λ(MX) = 0.2646 and
λ̃11,22(MX) = 0.1. This leads to a significant reduction in the contributions to the RG
running of m2

Hu and m2
Q3 coming from terms of the form g2

1Σ1 and, to a lesser extent,
g′21 Σ′1. Here we define for the E6SSM (see also Eqs. (C.6) and (C.7) for general E6

inspired models)

Σ1 = Tr(m2
Q)− 2 Tr(m2

uc) + Tr(m2
dc) + Tr(m2

ec)− Tr(m2
L) +m2

Hu + Tr(m2
H2)

−m2
Hd
− Tr(m2

H1) + Tr(m2
D

)− Tr(m2
D)−m2

L4 +m2
L4
,

Σ′1 = 6 Tr(m2
Q) + 3 Tr(m2

uc) + 6 Tr(m2
dc) + Tr(m2

ec) + 4 Tr(m2
L)− 4m2

Hu − 4 Tr(m2
H2)

− 6m2
Hd
− 6 Tr(m2

H1) + 5m2
S + 5 Tr(m2

Σ)− 9 Tr(m2
D

)− 6 Tr(m2
D)

+ 4m2
L4 − 4m2

L4
.

In the unconstrained case, this contribution acts to drive up the values of m2
Q3 and

m2
Hu , and thus the associated tuning sensitivities, at the cutoff scale MX . In the case

of E6SSM BM2, on the other hand, the reduced splitting between the soft masses leads
to a much smaller contribution from these terms. Together with the reduction in M3

described above, this allows to maintain the observed low fine tuning at very large
values of MX . MSSM benchmark BM2, corresponding to the dash-dotted line in the
top panel of Figure 5.4, with individual sensitivities shown in the bottom left panel,
is designed to be similar to E6SSM BM2, for a reasonable comparison. However, from
the individual sensitivities one can see that the behaviour is quite similar to MSSM
BM1, though in this case ∆m2

Hu
becomes the largest tuning at a higher MX and does

not reach such large values, since more of the tuning is from the mixing in this case.

5.6 Alternative E6 Inspired Models

The exact level of tuning from the Z ′ depends on the charges of the extra U(1) gauge
symmetry it is associated with. In Figure 5.5 we look at the fine tuning for other U(1)
extensions for the same Z ′ masses as we did for the E6SSM. To simplify the analysis
we fix tan β = 10, but scan over the remaining parameters as in Table 5.1 and fix



122 Chapter 5. Fine Tuning in the E6SSM

the rest to the same values we used in the scan carried out for Figure 5.2. In order
to more clearly identify the lower bound on the obtainable tuning in each model, the
parameter values for points in these main grid scans with a low fine tuning were then
used as the starting points for smaller scans about those values. In these smaller scans
the parameters were more finely varied to populate the low fine tuning regions.

Figure 5.5: Top left panel: Scatter plot of the fine tuning against the lightest Higgs
mass in the U(1)I model. Top right panel: Scatter plot of the fine tuning against
the lightest Higgs mass in the U(1)ψ model. Bottom panel: Scatter plot of the fine
tuning against the lightest Higgs mass in the U(1)η model. In each plot points with
MZ′ = 2.5 TeV are shown in dark blue (bottom band), and points with MZ′ = 4.5
TeV are shown in dark yellow (top band).

As can be seen in Figure 5.5, the severity of the tunings varies quite a bit. This is
because the charges appear as coefficients in front of the Z ′ mass in the EWSB condi-
tions. These charges significantly change the value of the coefficient d in Eq. (5.2). The
values of the coefficient d in each model, for tan β = 10, are {−0.01, 0.40, 0.50, 0.81}
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for {U(1)I , U(1)N , U(1)ψ, U(1)η}. The size of this coefficient thus determines which of
the models is the most tuned.

Interestingly, the coefficient d is very small (and negative) in the case of the U(1)I .
This allows a dramatic reduction in the fine tuning from the U(1)I symmetry. This is a
result of the U(1)I charge of Hu vanishing, which means that the D-term contribution
to the lightest Higgs, which is predominantly Hu at large tan β, is suppressed. This
makes it difficult to raise the Higgs mass in the same way as happens in the other
models and explains why heavier Higgs values in this model are not obtained in the
scan. Therefore the fine tuning behaviour in this model is much closer to that of the
MSSM, and in this case raising the Z ′ mass limit to 4.5 TeV will have little impact
on naturalness. A naïve estimate of the tuning using the d coefficient suggests that Z ′

limits need to be around 15 TeV before they will significantly raise the tuning in the
U(1)I model.

5.7 Conclusions

Prior to stringent experimental constraints on the mass of the lightest Higgs boson and
squarks in supersymmetric models, a rather simple picture of natural SUSY emerged
from theoretical reasoning. In this picture, it was expected that the soft masses
associated with the stops should not be much bigger than 100 GeV, as at the EW scale
they enter the EWSB condition for mDR

Z through RG running. While we have focused
on the tension arising from the need to reconcile this scenario with the observation of
a 125 GeV Higgs in the MSSM, this little hierarchy problem has in fact been evident
since LEP first obtained the constraint mh1 ≥ 114.4 GeV [568, 569], which is already
sufficiently far above the tree-level upper bound in the MSSM to introduce significant
fine tuning in constrained models.

This observation has provided one important motivation, among others, for con-
sidering U(1) extensions of the MSSM that are based at high energies on a unified
E6 gauge group, since the additional F - and D-term contributions raise the tree-level
Higgs mass and reduce the need for large radiative corrections. However, as we have
discussed in this chapter, such models come with their own potential fine tuning prob-
lem, since a large singlet VEV, proportional to the mass of the new Z ′ boson, appears
in the EWSB condition for mDR

Z at tree-level. Though it has been found in a previous
study that in one such E6 inspired model, the CE6SSM, the fine tuning is less severe
than the CMSSM, it is nevertheless still significant.
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In light of these difficulties it is important to consider whether the simple picture
of natural SUSY is wrong in some way, or if there are other possibilities that allow
naturalness to be preserved. For example, the conclusions drawn about fine tuning
in the aforementioned constrained models depend strongly on the assumptions about
the value of the scale of SSB, MX , and the pattern of soft parameters at this scale.
If this scale is lowered, or the SSB mechanism changed, the degree of fine tuning can
be significantly changed. It is therefore useful to ask, are there are ways to constrain
the naturalness of these models that do not rely upon assumptions about how SUSY
is broken?

The goal of this chapter has been to investigate exactly this question in the MSSM
and several E6 inspired models. Since the RG evolution links the soft masses together
and causes the fine tuning problems associated with the stop and gluino masses, the
most conservative approach to placing naturalness limits is to choose a low value of
MX . In this case, the SSB model dependent fine tuning impact associated with the
RG flow is minimised, while any fine tuning that arises at tree-level persists. In the
MSSM, the most direct way to constrain naturalness in this way is through limits
on the chargino masses. Unfortunately, the current LHC limits on charginos are not
model independent and thereby leave many gaps where one can have light charginos.

Our results in this chapter have shown that in the E6 models considered, there is
an additional way to constrain naturalness, which also leads to a more robust bound
on the attainable fine tuning. This comes about through the already high Z ′ mass
limit. Even taking MX = 20 TeV for setting the soft masses, the lowest tuning in the
E6SSM compatible with a Z ′ mass of 2.5 TeV is found to be ∆ ≈ 121, while if the LHC
run II can place a limit of 4.5 TeV onM ′

Z then the tuning would be approximately 394.
This is quite a bit larger than the current tuning required in the MSSM consistent
with a 125 GeV Higgs mass, of around 38. We interpret this as meaning that, in the
most conservative limits one can place on naturalness in these two models, the tuning
in the E6SSM is worse. The tuning bound imposed by the need for a Z ′ of mass at
least 2.5 TeV is equivalent to that which would occur in the MSSM if there are no
charginos below 700 GeV.

The role of assumptions about the high-scale model can be nicely illustrated by
contrasting the results obtained in this conservative approach with those that are ob-
tained as MX is raised. The study of the benchmark points presented in Section 5.5
demonstrates that exactly which point within a model, or for that matter which model,
is more fine tuned depends very strongly on MX . The tuning in the E6SSM is suffi-
ciently complicated by the interplay of the different sources of tension in the EWSB
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conditions that a small reduction in fine tuning can even occur for a moderate increase
in MX . However, as MX increases towards the scale where the gauge couplings unify,
the familiar tunings from the MSSM do dominate, though with tunings from the gluino
mass appearing to be more significant relative to those from soft scalar masses.

The primary focus of this work has been on the E6SSM, since it has the attractive
features of being able to account for the observed neutrino masses and baryogenesis,
and has been studied from a naturalness perspective previously. Alternative U(1)
extensions, following from a different symmetry breaking pattern, can also be con-
structed, and the impact from Z ′ limits can also be investigated to see whether the
situation can be improved compared to the case of U(1)N . For the cases considered,
we have found that for fixed tan β there is still a lower bound on the fine tuning due
to the Z ′ mass, and that this becomes worse for larger Z ′ masses. This highlights the
importance of Z ′ searches for constraining naturalness in a variety of E6 inspired, U(1)
extensions of the MSSM. The actual amount of fine tuning is found to be very depen-
dent on the precise set of U(1)′ charges. The U(1)I model shows the least tuning due
to the vanishing charge of the Hu state. This model is quite interesting in the sense
that it provides a solution to the µ problem while avoiding the large tuning, at least
for current experimental limits, from the Z ′ mass. However, these are conservative
limits on naturalness that we have set, and in the U(1)I model the suppression of the
additional D-term contributions means that there is no solution to the usual tuning
coming from the large stops needed to get a 125 GeV Higgs mass, which becomes a
problem as the UV scale is raised.

Additionally, while the fine tuning can in some cases be decreased by altering the
U(1)′ charge assignments, this comes at the cost of some of the benefits associated with
the choice of U(1)N . It was pointed out in Section 3.2 that, of the models considered in
this chapter, only those based on U(1)N such as the E6SSM contain total singlet right-
handed neutrinos, allowing for the observed neutrino masses to be explained using the
see-saw mechanism and for successful leptogenesis to occur. It would be preferable if
the fine tuning could be reduced while retaining these successful features of the model.
In the next chapter, we consider an interesting modification of the E6SSM that, it will
be argued, can achieve precisely this goal, in addition to having a variety of other
positive features.





Chapter 6

An E6 Inspired Model with Exact
Custodial Symmetry

6.1 An Alternative to the E6SSM

The E6SSM is a well motivated extension of the MSSM that solves many of the open
problems discussed in Section 2.6. It is also one of the simplest formulations of an E6

inspired model with a U(1)N gauge symmetry. It is not unique, however, and in this
chapter we consider an alternative E6 inspired model with many appealing features
and several advantages over the simplest variants of the E6SSM. This alternative model
still leads to a U(1) extension of the MSSM with an additional U(1)N gauge symmetry,
ensuring that the origin of neutrino masses and baryogenesis can still be accounted for,
as emphasised in Chapter 3. The starting point for its construction is the observation
that the breakdown of E6 into the SM gauge group with two additional U(1) factors, as
in Eq. (3.4), can be achieved in orbifold GUT models [297, 298, 570–579]. The elegant
motivation for the model, coming as it does from an E6 GUT, is thus retained. The
model considered here [100, 101, 300, 347, 352] is constructed from an underlying five-
or six-dimensional orbifold GUT. In this framework [300] E6 can be broken directly
to SU(3)C × SU(2)L × U(1)Y × U(1)χ × U(1)ψ at or near the GUT scale MX . The
additional U(1)χ × U(1)ψ is then broken near MX to U(1)N × ZM

2 , where ZM
2 is the

same matter parity as defined in Eq. (2.3).
The matter content now differs in an important way to the E6SSM. BelowMX , the

three complete 27-plets of E6 that are usually present in the E6SSM are accompanied
by a set of pairs of multiplets Ml, M l, coming from incomplete 27′ and 27′ repre-
sentations, respectively. The required splitting to leave only incomplete multiplets,
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which can be problematic in ordinary four-dimensional GUTs, is neatly achieved in
orbifold models like the one considered here [580–585]. As for the case of introducing
the multiplets L̂4 and L̂4 in the E6SSM, gauge anomalies cancel since the fields from
Ml and M l carry opposite U(1) charges. The exact set of Ml, M l multiplets is not
uniquely specified, and must be chosen to define the model. The SM matter content,
as in the E6SSM, is accommodated in the three complete 27-plets, which also contain
exotic states.

This extended set of matter multiplets permits an important change to be made to
one of the model building assumptions of the ordinary E6SSM. In the E6SSM, while
the exotic states have enticing implications for collider phenomenology, the many new
couplings that accompany them would, in the most general case, lead to severe con-
flicts with current constraints. As was briefly discussed in Section 3.2, in the simplest
versions of the E6SSM multiple exact and approximate discrete Z2 symmetries are im-
posed to suppress the most dangerous of these couplings. Currently, the phenomeno-
logically viable variants of the E6SSM impose at least three different Z2 symmetries
[344, 375]. None of these discrete symmetries commute with E6, because not all of
the fields within a given multiplet have the same Z2 charges. Although the need to
impose discrete symmetries to avoid phenomenological problems is not uncommon in
BSM models, the situation in the E6SSM is substantially more complicated than in
the MSSM, for instance, where the single ZM

2 matter parity is sufficient [300]. The
need to impose a comparatively large number of discrete symmetries to arrive at an
acceptable model is an undesirable feature of the E6SSM.

This is remedied in the alternative model now considered, in which a single, exact
Z̃H

2 symmetry, commuting with E6, is imposed. Under this custodial symmetry, all
components of the 27-plets are odd, thereby forbidding both interactions that generate
large FCNCs and those that would lead to rapid proton decay. Doing so precludes any
of the components of the 27-plets from getting VEVs to break EW symmetry. This
means that all of the 27-plet Higgs states Hui, Hdi are inert and cannot be identified
with the usual MSSM Higgs doublets. But, at the same time the multiplets Ml and
M l may be either even or odd under Z̃H

2 , allowing some of them to get VEVs for
spontaneous symmetry breaking. The particular set of Ml, M l multiplets, and their
transformation properties under Z̃H

2 , define the specific variant of the model to be
considered.
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6.2 The SE6SSM and the CSE6SSM

In this thesis, we consider the case in which the set of multiplets Ml and M l includes
two pairs of SU(2)L doublets, Hu and Hu, Hd and Hd, as well as a pair of singlets S
and S. The fields Hu, Hd, S and S are postulated to be even under Z̃H

2 symmetry
and are responsible for the breaking of SU(2)L×U(1)Y ×U(1)N → U(1)em at the TeV
scale1. On the other hand, the doublets Hu and Hd are assumed to be odd under Z̃H

2 ,
so that they can mix with a combination of the 27-plet states, defined to be the third
generation Hu

3 , Hd
3 . In this case they may form vector-like states with masses of order

MX , and so may be integrated out of the low-energy spectrum.
With only this set of multiplets, the imposed Z̃H

2 would forbid any renormalisable
operators allowing the exotic quarks to decay. In Chapter 3 it was noted that the
same problem occurs in the E6SSM when ZH

2 symmetry is exact, leading to conflicts
with limits on the relic concentration of exotic matter [358–360]. By allowing ZH

2

to be violated by small Yukawa couplings, the exotic states are able to decay. In the
usual case where it is assumed that this breaking is mostly due to Yukawa couplings of
D̂i, D̂i to the third generation MSSM chiral superfields, the exotic D-fermions mostly
decay via the channels [278, 290, 309]

D → t+ τ̃ , D → τ + t̃ , D → b+ ν̃τ , D → ντ + b̃ , (6.1)

when ZB
2 symmetry is imposed. The subsequent decays of these states mean that if

the exotics are produced at colliders they may lead to an enhancement in the cross
sections for pp→ tt̄τ+τ− +X and pp→ bb̄τ+τ− +X. However, in this alternative E6

model the Z̃H
2 is required to be exact, and the above Yukawa couplings are forbidden.

Instead, a pair of Z̃H
2 even SU(2)L doublets L4 and L4 with the quantum numbers of

leptons are once again included, this time as part of the set of Ml and M l multiplets,
at the TeV scale. These couple to the exotic Di, Di and so allow the exotic quarks to
decay. This choice also implies that Di and Di are leptoquarks in this scenario, as for
the case of ZB

2 symmetry in the E6SSM.
In addition to the above sets of multiplets, a pure singlet superfield φ̂ is also

included in the spectrum below the GUT scale, which is uncharged under all of the
gauge symmetries [347]. This superfield is likewise taken to be even under Z̃H

2 so
1The initial breaking of U(1)ψ × U(1)χ → U(1)N × ZM2 can be achieved with the VEVs of a

multiplet pair N c
H and N c

H with the quantum numbers of right-handed neutrinos. These VEVs may
also be responsible for the generation of Majorana masses for the 27-plet right-handed neutrinos; the
full details of the construction can be found in Ref. [300].
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that the superpotential may contain a term proportional to φ̂ŜŜ. This is necessary to
stabilise the scalar potential, as shall be demonstrated in Section 6.3, and the scalar
component φ of φ̂ is allowed to develop a non-zero VEV. The component fields of
Ĥu, Ĥd, Ŝ, Ŝ and φ̂ are all expected to get masses at or below the TeV scale. Thus
after integrating out superheavy states the low-energy matter content in this model,
here referred to as the SE6SSM, consists of the superfields shown in Table 6.1. At low

Q̂i ûci d̂ci L̂i êci D̂i D̂i Ŝi Ĥuα Ĥdα Ĥu Ĥd Ŝ Ŝ L̂4 L̂4

SU(3)C 3 3 3 1 1 3 3 1 1 1 1 1 1 1 1 1
SU(2)L 2 1 1 2 1 1 1 1 2 2 2 2 1 1 2 2√

5
3Q

Y
i

1
6 − 2

3
1
3 − 1

2 1 − 1
3

1
3 0 1

2 − 1
2

1
2 − 1

2 0 0 − 1
2

1
2√

40QNi 1 1 2 2 1 −2 −3 5 −2 −3 −2 −3 5 −5 2 −2
Z̃H2 − − − − − − − − − − + + + + + +
ZM2 − − − − − + + + + + + + + + − −
ZE2 + + + + + − − − − − + + + + − −

Table 6.1: Summary of the chiral superfields present at low energies, showing their
representations and charges under the gauge symmetries as well as their transformation
properties under the discrete symmetries Z̃H

2 , ZM
2 and ZE

2 . Note that the pure singlet
field φ̂ is omitted from the table, as it transforms trivially under all of the symmetries.

energies and neglecting suppressed non-renormalisable interactions, the most general
superpotential, initially containing terms such as those in Eq. (3.7), reduces to the
simpler form [347]

ŴSE6SSM = λŜĤd · Ĥu − σφ̂ŜŜ + κφ
3 φ̂

3 + µφ
2 φ̂2 + ΛF φ̂+ λ̃αβŜĤdα · Ĥuβ + κijŜD̂iD̂j

+ f̃iαŜiĤu · Ĥdα + fiαŜiĤuα · Ĥd − gDij Q̂i · L̂4D̂j − hEiαêciĤdα · L̂4 + µLL̂4 · L̂4

+ σ̃φ̂L̂4 · L̂4 + yUij û
c
iĤu · Q̂j + yDij d̂

c
iQ̂j · Ĥd + yEij ê

c
i L̂j · Ĥd . (6.2)

The exact Z̃H
2 symmetry forbids all terms of the form 27 × 27 × 27, so that the

allowed trilinear interactions involving non-singlet fields are of the form 27′ × 27′ ×
27′ or 27′ × 27 × 27. Note that, while the notation used in this section matches
that used in the E6SSM, the meanings and origins of the various terms are subtly
different. For instance, the λŜĤd · Ĥu in the E6SSM is an example of a 27 × 27 ×
27 interaction, whereas in the SE6SSM it involves only states from incomplete 27′

multiplets. Otherwise, the shared parts of the E6SSM and SE6SSM superpotentials
are rather similar. In particular, by making rotations of the superfields (Ĥdα, Ĥuα) and
(D̂i, D̂i), the trilinear couplings λ̃αβ and κij are again chosen to be flavour diagonal.
The same cannot be done for the other new couplings f̃iα, fiα, gDij and hEiα, in general.
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As in the E6SSM, the superpotential also contains several bilinear terms, such as
those of the form 27′ × 27′, that are consistent with all of the gauge and discrete
symmetries. The corresponding couplings, for example µL, can be generated in the
usual way, namely via the Giudice-Masiero mechanism.

As well as being invariant under the single imposed Z̃H
2 symmetry, the superpoten-

tial is also invariant under the residual ZM
2 symmetry resulting from the breakdown

of U(1)ψ × U(1)χ → U(1)N × ZM
2 . The presence of multiple Z2 symmetries suggests

that it is not unreasonable to expect multiple stable states that may play the role of
DM. To reveal the identity of the possible DM states, it is convenient to define [300]
a combination of these two Z2 symmetries by Z̃H

2 = ZM
2 × ZE

2 . The transformation
properties of each field under this ZE

2 symmetry are also shown in Table 6.1. While
in previous chapters we used the term exotic states in the rather loose sense of those
states that are not present in the MSSM, in the SE6SSM we adopt a more precise
terminology in which the exotic states are exactly the ZE

2 odd states. Since the La-
grangian is separately invariant under Z̃H

2 and ZM
2 , it is also invariant under ZE

2 . In
particular, this means that the lightest ZE

2 -odd, i.e., exotic state is absolutely stable
and so can potentially be a DM candidate. The automatically conserved matter par-
ity ZM

2 , meanwhile, also implies the existence of a stable state, and is equivalent to
R–parity as defined in the MSSM. Examination of the possible cases shows that these
two states are in fact distinct, so that the model has the rather interesting feature of
containing two DM candidates. In the case that the stable, lightest ZE

2 odd state is
not also the lightest R–parity odd state, then the lightest R–parity odd state must be
stable, as usual. Conversely, if the lightest ZE

2 odd state is also the lightest R–parity
odd state, then either the lightest R–parity even, ZE

2 odd state or the lightest R–parity
odd, ZE

2 even state (depending on which is lighter) is absolutely stable.
In the E6SSM, the phenomenological problems associated with the lightest in-

ert neutralinos are avoided by introducing a ZS
2 symmetry. These states tend to be

the lightest exotic states in the spectrum, and are predominantly combinations of
the fermionic components of the inert singlet superfields Ŝi. Just as in the E6SSM,
substantial masses for these inert singlinos, of more than ∼ 1 eV, are ruled out by
measurements of the SM-like Higgs branching ratios and the DM relic density. The
solution adopted in the SE6SSM is to require that the inert singlino masses are much
lighter than 1 eV, which can be achieved provided that the couplings f̃iα, fiα . 10−6.
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This results in the inert singlinos forming hot DM, giving a negligible contribution to
the observed relic density2.

In this case, the second DM candidate should account fully or partially for the DM
density, with the latter possibility requiring either additional DM candidates or a non-
standard thermal history of the Universe to be consistent with measurements. The
sub-eV inert singlinos are both the lightest exotic and lightest R–parity odd states
in the spectrum. This implies that the lightest R–parity even exotic state or the
lightest R–parity odd, ZE

2 even state is a possible second DM candidate. Table 6.1
indicates that the possible exotic candidates are the exotic squarks arising from the
superfields (D̂i, D̂i), the inert Higgs scalars coming from the mixing of (Ŝi, Ĥuα, Ĥdα),
or the fermionic components of (L̂4, L̂4). The masses of these states are required to be
sufficiently heavy to have evaded detection to date. In particular, for large values of
the SUSY breaking scale MS the scalars receive large soft SUSY breaking masses and
can be of similar mass to the ordinary squarks. The fermionic components of (L̂4, L̂4),
meanwhile, receive a supersymmetric mass contribution from the superpotential bi-
linear term µLL̂4 · L̂4. Exactly as in the E6SSM, this parameter is not constrained by
the requirement of successful EWSB and therefore need not be small. The principal
constraints on the value of µL come from requiring that gauge unification still occurs,
as before, and that the states associated with L̂4 and L̂4 are light enough so that
the exotic leptoquarks Di, Di decay sufficiently quickly. This means that the lightest
R–parity odd, ZE

2 even state tends to be the stable state corresponding to the lightest
neutralino with ZE

2 = +1. Depending on the composition of this state, it may then
account for some or all of the DM relic density, as in the MSSM.

As usual in low-energy SUSY models, quantities like the composition of the lightest
neutralino are governed both by the superpotential interactions in Eq. (6.2) as well
as (a subset of) the soft SUSY breaking interactions. Including the standard set of
soft scalar masses, soft trilinears, and soft gaugino masses, the full set of soft SUSY
breaking terms that we consider is [347]

−LsoftSE6SSM = m2
Hu|Hu|2 +m2

Hd
|Hd|2 +m2

S|S|2 +m2
S
|S|2 +m2

ΣijS
†
iSj +m2

φ|φ|2

+m2
H2,αβ

(Huα)†Huβ +m2
H1,αβ

(Hdα)†Hdβ +m2
Dij
D†iDj +m2

Dij
D
†
iDj

+m2
L4|L4|2 +m2

L4
|L4|2 +m2

Qij
Q̃†iQ̃j +m2

ucij
(ũci)†ũcj +m2

dcij
(d̃ci)†d̃cj

+m2
Lij
L̃†i L̃j +m2

ecij
(ẽci)†ẽcj +

(
µLBLL4 · L4 + µφBφ

2 φ2 + ΛSφ+ h.c.

)
2The presence of very light neutral fermions in the particle spectrum may also lead to some

interesting implications for the neutrino physics (see, for example, Ref. [586]).
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+
(
TλSHd ·Hu − TσφSS + T κijSDiDj + TUij ũ

c
iHu · Q̃j + TDij d̃

c
iQ̃j ·Hd

+ TEij ẽ
c
i L̃ ·Hd + T λ̃αβSHdα ·Huβ + T f̃iαSiHu ·Hdα + T fiαSiHuα ·Hd

+ Tσ̃φL4 · L4 +
Tκφ
3 φ3 − T g

D

ij Q̃i · L4Dj − T h
E

iα ẽ
c
iHdα · L4 + h.c.

)

+ 1
2

(
M1B̃B̃ +M2W̃W̃ +M3G̃G̃+M ′

1B̃
′B̃′ + 2M11B̃B̃

′ + h.c.

)
. (6.3)

To reduce the number of free parameters in the model, in the remainder of this
thesis we consider a constrained version of the model, denoted the CSE6SSM. The
CSE6SSM is defined by imposing boundary conditions inspired by gravity mediated
SSB at the GUT scaleMX where all gauge couplings coincide, as defined in Eq. (3.12).
Since at low energies the matter content of the SE6SSM can be placed into complete
SU(5) multiplets, with the exceptions of the doublets L̂4 and L̂4, gauge coupling
unification still occurs at the two-loop level for any value of α3(MZ) consistent with
the measured value [300, 350], like in the E6SSM. The situation concerning gauge
kinetic mixing is also essentially the same as it was in the simpler model; we assume
that the off-diagonal gauge coupling g11 and the mixed gaugino massM11 vanish atMX

and remain zero at all scales below this. For the same reasons noted when discussing
gauge kinetic mixing in the E6SSM, if these parameters vanish at the GUT scale they
also remain small at all scales below this, so that their effects can be neglected.

The remaining soft masses satisfy high-scale relations analogous to those applied
in the CMSSM, Eq. (2.16). The soft scalar masses squared are taken to be flavour
diagonal with diagonal elements set to the common value m2

0 at MX , and similarly
the gaugino masses (with the exception of M11, as noted above) are assumed to unify
to the value M1/2 at this scale. The values of the soft breaking trilinears are related
to a single common trilinear parameter A0 by

Tλ(MX) = λ(MX)A0 , Tσ(MX) = σ(MX)A0 ,

T κij(MX) = κij(MX)A0 , TUij (MX) = yUij(MX)A0 ,

TDij (MX) = yDij (MX)A0 , TEij (MX) = yEij(MX)A0 ,

T λ̃αβ(MX) = λ̃αβ(MX)A0 , T f̃iα(MX) = f̃iα(MX)A0 ,

T fiα(MX) = fiα(MX)A0 , Tσ̃(MX) = σ̃(MX)A0 ,

Tκφ(MX) = κφ(MX)A0 , T g
D

ij (MX) = gDij (MX)A0 ,

T h
E

iα (MX) = hEiα(MX)A0 .

(6.4)
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Similarly, the soft breaking bilinears are assumed to unify, BL(MX) = Bφ(MX) = B0.
The parameter B0 is taken to be independent of A0; this can be done assuming that
these soft terms are also generated via a Giudice-Masiero term, as used to produce the
superpotential bilinears. The soft breaking tadpole ΛS is not required to be related to
other soft parameters by the high-scale boundary condition.

With this choice of boundary conditions, the underlying parameters in the CSE6SSM
consist of the new superpotential couplings, namely λ(MX), σ(MX), κφ(MX), µφ(MX),
ΛF (MX), λ̃αβ(MX), κij(MX), f̃iα(MX), fiα(MX), gDij (MX), hEiα(MX), µL(MX) and
σ̃(MX), and the soft breaking parameters m0, M1/2, A0, B0 and ΛS. The analysis of
the model is also simplified by assuming that all of these parameters are real, which
also helps to avoid limits on CP-violation. Once these high-scale parameters, together
with the MSSM gauge and Yukawa couplings are specified, the CSE6SSM at low en-
ergies can be studied by integrating the RGEs, given in Appendix D, from MX to the
EWSB scale.

6.3 Gauge Symmetry Breaking in the SE6SSM

At low energies, the Higgs fields Hu, Hd, S, S and φ develop non-zero VEVs breaking
SU(2)L×U(1)Y ×U(1)N → U(1)em. The relevant part of the SE6SSM scalar potential
can again be divided into parts,

VSE6SSM = V F
SE6SSM + V D

SE6SSM + V soft
SE6SSM + ∆VSE6SSM . (6.5)

The F -term, D-term and soft contributions are now

V F
SE6SSM = λ2|S|2(|Hd|2 + |Hu|2) + σ2|φ|2|S|2 + |λHd ·Hu − σφS|2

+ |κφφ2 + µφφ+ ΛF − σSS|2 , (6.6)

V D
SE6SSM = ḡ2

8 (|Hu|2 − |Hd|2)2 + g2
2
2 |H

†
dHu|2

+ g′21
2 (Q1|Hd|2 +Q2|Hu|2 +QS|S|2 −QS|S|2)2 , (6.7)

V soft
SE6SSM = m2

Hd
|Hd|2 +m2

Hu|Hu|2 +m2
S|S|2 +m2

S
|S|2 +m2

φ|φ|2

+
(
Tκφ
3 φ3 + µφ

2 Bφφ
2 + ΛSφ+ TλSHd ·Hu − TσφSS + h.c.

)
, (6.8)

and ∆VSE6SSM as usual contains the loop corrections to the effective potential. Because
S and S have the same U(1)N charge, there is a D-flat direction in which the quartic
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terms in V D
SE6SSM vanish for |S| = |S| → ∞ and with the remaining fields vanishing.

If it were the case that σ = 0, then when m2
S +m2

S
< 0 the potential is unstable along

this direction, i.e., it is not bounded below [347]. The superpotential term σφ̂ŜŜ is
included to counteract this, since it generates an F -term contribution |σ|2|S|2|S|2 that
renders the potential stable in this direction.

The interactions of the multiple singlets S, S and φ are also responsible for the
potential improvement in the fine tuning associated with the Z ′ mentioned at the end
of the previous chapter. There it was demonstrated that, in the E6SSM, increasingly
high limits on the mass of an unobserved Z ′ boson imply large D-terms are present in
the EWSB conditions and cause a substantial fine tuning. This came about because,
for mDR

Z′ to be large, the E6SSM singlet VEV involved in breaking SU(2)L × U(1)Y ×
U(1)N → U(1)em must also be large, s ∼ mDR

Z′ . As a result, the EW scale, mDR
Z ∼ v,

receives a large tree-level contribution proportional to mDR
Z′ through the U(1)N D-

terms,
∆Φ = g′21

2
(
Q1v

2
1 +Q2v

2
2 +QSs

2
)
QΦ ≈

QΦ

2QS

(mDR
Z′ )2 ,

as follows from Eq. (5.2). The fine tuning required to keepmDR
Z small while at the same

time having mDR
Z′ large enough to avoid the current experimental limits is problematic

for a model that is in part motivated by the possibility of solving the fine tuning in
the MSSM implied by a 125 GeV Higgs mass.

In the SE6SSM, on the other hand, close to the D-flat direction |S| = |S| in field
space, the D-term contributions from S and S very nearly cancel. As a result, the D-
term contribution can be suppressed even when the singlet VEVs, which again set the
Z ′ mass, are large. Thus provided that the soft parameters can be chosen so that the
physical minimum lies approximately along thisD-flat direction, the unnaturalD-term
contributions to mDR

Z that are a problem for the E6SSM can be made substantially
smaller, reducing the associated fine tuning. In contrast to alternative U(1) extensions
such as U(1)I , where the reduction in tuning comes from the alternative set of U(1)′

charges, in the SE6SSM it arises from the additional multiplets present at low energies,
while the benefits of choosing U(1)′ = U(1)N are retained. Although the size of the Z ′

contribution to the EWSB conditions is reduced in the SE6SSM, it should also be noted
that this mechanism involving multiple singlets simultaneously prevents the Higgs
mass from receiving substantial corrections from extra D-terms. In the parameter
space where these D-terms are heavily suppressed the lightest tree-level Higgs mass
is very similar to that found in the MSSM [347], and large radiative corrections are
required to raise the physical mass to 125 GeV.
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At the physical minimum of this potential, the VEVs of the Higgs fields are taken
to be of the form

〈Hd〉 = 1√
2

v1

0

 , 〈Hu〉 = 1√
2

 0
v2

 ,

〈S〉 = s1√
2
, 〈S〉 = s2√

2
, 〈φ〉 = ϕ√

2
.

(6.9)

The corresponding conditions for these non-zero VEVs to be a stationary point of the
potential are found to be,

∂VSE6SSM

∂v1
= m2

Hd
v1 −

Tλ√
2
s1v2 + λ2

2 (v2
2 + s2

1)v1 + λσ

2 v2s2ϕ+ ḡ2

8 (v2
1 − v2

2)v1

+ g′21
2 (Q1v

2
1 +Q2v

2
2 +QSs

2
1 −QSs

2
2)Q1v1 + ∂∆VSE6SSM

∂v1
= 0 , (6.10a)

∂VSE6SSM

∂v2
= m2

Huv2 −
Tλ√

2
s1v1 + λ2

2 (v2
1 + s2

1)v2 + λσ

2 v1s2ϕ−
ḡ2

8 (v2
1 − v2

2)v2

+ g′21
2 (Q1v

2
1 +Q2v

2
2 +QSs

2
1 −QSs

2
2)Q2v2 + ∂∆VSE6SSM

∂v2
= 0 , (6.10b)

∂VSE6SSM

∂s1
= m2

Ss1 −
Tλ√

2
v1v2 −

Tσ√
2
ϕs2 + σ2

2 ϕ
2s1

+ σs2

(
σ

2 s1s2 −
κφ
2 ϕ

2 − µφ√
2
ϕ− ΛF

)
+ λ2

2 (v2
1 + v2

2)s1

+ g′21
2 (Q1v

2
1 +Q2v

2
2 +QSs

2
1 −QSs

2
2)QSs1 + ∂∆VSE6SSM

∂s1
= 0 , (6.10c)

∂VSE6SSM

∂s2
= m2

S
s2 −

Tσ√
2
ϕs1 + σ2

2 ϕ
2s2 + λσ

2 ϕv1v2

+ σs1

(
σ

2 s1s2 −
κφ
2 ϕ

2 − µφ√
2
ϕ− ΛF

)

− g′21
2 (Q1v

2
1 +Q2v

2
2 +QSs

2
1 −QSs

2
2)QSs2 + ∂∆VSE6SSM

∂s2
= 0 , (6.10d)

∂VSE6SSM

∂ϕ
= m2

φϕ−
Tσ√

2
s1s2 + µφBφϕ+

√
2ΛS +

Tκφ√
2
ϕ2 + σ2

2 (s2
1 + s2

2)ϕ+ λσ

2 s2v1v2

− 2
(
σ

2 s1s2 −
κφ
2 ϕ

2 − µφ√
2
ϕ− ΛF

)(
κφϕ+ µφ√

2

)
+ ∂∆VSE6SSM

∂ϕ
= 0 .

(6.10e)

Of the 14 degrees of freedom associated with this larger set of Higgs fields, after EWSB
four massless Goldstone modes are swallowed to generate masses for the physical W±,
Z and Z ′ bosons. The masses of the charged gauge bosons remain the same as in the
MSSM and the E6SSM. The fields H0

u and H0
d are still charged under both U(1)Y and
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U(1)N , and so Z − Z ′ mixing occurs as in the E6SSM. It is convenient to supplement
the usual definition of v and tan β, Eq. (2.33), with the analogous quantities for the
two SM singlet VEVs,

s2 = s2
1 + s2

2 , tan θ = s2

s1
. (6.11)

The expression for the Z−Z ′ mass matrix is then identical to that in the E6SSM, with
the single singlet VEV in the E6SSM replaced by s as defined in Eq. (6.11). Moreover,
the same constraints hold on the combined VEV s, so that current Z ′ limits require
s =

√
s2

1 + s2
2 & 9 TeV. In this case, the mixing between the physical states is tiny,

so that Z1 ≈ Z and Z2 ≈ Z ′, with expressions for the tree-level masses that are
unchanged from those in the E6SSM.

In the E6SSM, the value of the tree-level Z ′ mass can be directly related to the
size of the SUSY scale through EWSB. It can be seen from the EWSB conditions,
Eq. (3.17), that the scale of the singlet VEV, and hence the Z ′ mass, is set by the
scale of the soft SUSY breaking masses, taken to be of the order of the SUSY scale
MS. When v is much smaller than either MS or MZ′ , as is required by experimental
data, by keeping only those terms that are O(M2

S) or larger it follows from Eq. (3.17c)
that, at tree-level,

s2 ≈ (mDR
Z′ )2

g′21 Q
2
S

≈ − 2m2
S

g′21 Q
2
S

, (6.12)

where the first approximate equality follows from Eq. (3.20) with s � v [389]. This
makes it clear that in the E6SSM the singlet VEV and MZ′ are both set by the SUSY
scale, with MZ′ ∼ MS. As a result, a fine tuning price is not the only consequence
of large Z ′ mass limits in the E6SSM. Turning Eq. (6.12) around, it is evident that
a large MZ′ implies that MS is large as well. Therefore when the Z ′ mass is above
experimental limits, MZ′ & 3.4 TeV, the superpartners with SUSY scale masses also
tend to be in the multi-TeV range and so are not likely to be observed at the LHC [347].
In fact, in the E6SSM this implicit lower bound on the sparticle masses is as stringent,
if not more so, than the current LHC limits. For example, in the CE6SSM a Z ′ mass
of ∼ 3.8 TeV can correspond to first and second generation squark masses of ∼ 2.5−3
TeV, when neglecting limits on the gluino mass that also push up the possible squark
masses [378]. While dedicated limits have not been determined in the CE6SSM, this
can be compared with those in the CMSSM where 2 TeV squarks remain viable [226].
The discrepancy is even more dramatic for the third generation sfermions, for which
the experimental limits are much weaker (depending on the interpretation model, in
the sub-TeV range [214, 215, 587]) but the Z ′ limit leads to multi-TeV masses for these
states. The prospect that the sfermions in the E6SSM might be unobservable at the
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LHC is, from the phenomenological point of view, a disappointing aspect of this model
[347].

Very much unlike in the E6SSM, in the SE6SSM the relationship between the Z ′

mass and the SUSY breaking scale can be much less rigid. This comes about again
as a result of the interplay between the terms involving the singlets S, S and φ. The
simplest case occurs when the VEVs s1, s2 lie close to the aforementioned D-flat
direction and m2

S +m2
S
< 0, which can occur when |σ| is small [300]. In this scenario,

the stable minimum occurs at large values of the singlet VEVs given approximately
by [347]

|ϕ| ∼ |s1| ≈ |s2| ∼
1
σ

√
|m2

S +m2
S
| , (6.13)

from which it follows that MZ′ ∼MS/σ �MS. This implies that in the SE6SSM the
Z ′ mass need not be set by the SUSY scale, allowing it to be much larger to satisfy
the experimental limits on MZ′ while still having observable superpartners. Thus the
SE6SSM has the attractive feature that the Z ′ can be very heavy while still predicting
superpartners with masses within reach at the LHC, by breaking the tight coupling
between MZ′ and MS. In this chapter and the next, we focus primarily on the parts
of the parameter space where this is achieved.

Even when m2
S + m2

S
≥ 0, it remains possible to find acceptable solutions to the

EWSB conditions that realise this pattern of masses. Mass spectra with MZ′ � MS

correspond to s1, s2 and ϕ being much larger than MS. The appropriate stationary
points of the scalar potential in Eq. (6.5) arise instead if ΛF , ΛS are large, with
ΛF � M2

S and ΛS � M3
S. In this case the structure of the potential is further

simplified if the dimensionless couplings κφ and σ are small. Then in the leading
approximation the quartic part of the scalar potential in Eq. (6.5) is just given by

g′21
2 Q̃2

S(|S|2 − |S|2)2 , (6.14)

so that in the limit |s1|, |s2| → ∞ the SM singlet VEVs still tend to lie approximately
along the D-flat direction s1 ≈ s2. The magnitude of these VEVs is large due to the
small value of σ,

|ϕ| ∼ |s1| ≈ |s2| ∼
√

2ΛF

σ
. (6.15)

In general, the singlet VEVs do not lie exactly along the D-flat direction being consid-
ered, since m2

S 6= m2
S
. The deviation from this direction is quantified by the value of

tan θ, which can be estimated from the EWSB conditions. By combining Eq. (6.10c)
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and Eq. (6.10d), it follows that

tan2 θ ≈
m2
S + σ2

2 ϕ
2 + g′21

2 Q̃
2
Ss

2

m2
S

+ σ2

2 ϕ
2 + g′21

2 Q̃
2
Ss

2
. (6.16)

If the VEVs of the SM singlets ϕ, s1 and s2 are rather large due to the large values
of parameters ΛF and ΛS then MZ′ � MS, in marked difference to the situation in
the E6SSM, and from Eq. (6.16) it follows that tan θ ≈ 1. Moreover, if the Yukawa
couplings λ, σ, λ̃αβ, κij, f̃iα and fiα are small, then for the high-scale BC m2

S(MX) =
m2
S
(MX) = m2

0 the running ofm2
S andm2

S
is such that at the scale of EWSBm2

S ≈ m2
S
.

As a result, the value of tan θ is extremely close to unity in this scenario. This region
of parameter space is of particular interest, since the small Yukawa couplings imply
that the exotic fermions are relatively light and so might be discovered at the LHC,
as can be seen by looking at the particle mass spectrum of the SE6SSM.

6.4 Modifications to the Particle Spectrum

The predictions for the masses of these exotic states, along with the neutralino and
Higgs sectors, are substantially different in the SE6SSM compared to the E6SSM be-
cause of the extended Higgs sector. Much of the rest of the mass spectrum is otherwise
changed only slightly. This is true for the MSSM sfermion masses, which, under the
previous assumptions of negligible flavour mixing and small mixings in the first and
second generations, continue to be given by Eqs. (3.25) to (3.31) for the first and sec-
ond generation sfermions and the sneutrinos, and by Eqs. (3.32), (3.33) and (3.34) for
the third generation sfermions. The only difference in the case of the first and second
generation masses is that the U(1)N D-term contributions now have a contribution
from the extra singlet S and read

∆Φ = g′21
2 QΦv

2
(
Q1 cos2 β +Q2 sin2 β

)
+ g′21

2 QΦQSs
2 cos 2θ . (6.17)

Compared to the E6SSM, where ∆Φ ∼ (mDR
Z′ )2 for large s, this D-term contribution

can be significantly smaller even when s is large, due to the suppression by cos 2θ, while
the sign of the contribution to the masses remains the same. Consequently in the parts
of the parameter space where MZ′ � MS it can still be the case that the sfermions
masses remain O(MS), as expected. The modified D-terms also appear in the third
generation masses. The mixing parameters are also slightly different, requiring the
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substitution s→ s1 so that in the SE6SSM,

Xt = TU33v√
2

sin β − λyU33vs

2 cos β cos θ , (6.18)

Xb = TD33v√
2

cos β − λyD33vs

2 sin β cos θ , (6.19)

Xτ = TE33v√
2

cos β − λyE33vs

2 sin β cos θ . (6.20)

Of course, while these states can be lighter thanMZ′ , to be phenomenologically viable
they cannot be too light; in this chapter and the next we require MS & 1 TeV, with
MS � MZ to avoid limits from collider searches. The substitution s → s1 must also
be made in the chargino masses, which are identical to the ones in the MSSM with
µ→ µeff and

µeff = λs1√
2

= λs√
2

cos θ . (6.21)

This is because the vector supermultiplet B̂′ and the additional singlet fields are elec-
trically neutral, and so the fermion components of these superfields do not mix with
the charged Higgsino and gaugino states.

Where the expressions for the MSSM sfermion and the chargino masses are similar
to those found in the E6SSM, the masses for the SM fermions and the gluino are
unchanged in going from the E6SSM to the SE6SSM. The SM fermion masses are
obtained from Eq. (2.40), and the tree-level gluino mass remains mDR

g̃ = M3. The
radiative corrections to this quantity are again essential for accurately estimating the
physical gluino mass, i.e.,

mg̃ = M3(MS) + ∆g̃(MS) ,

for which the one-loop corrections ∆g̃ can be quite large, of up to 20%–30%, as in
the MSSM. Pair production of gluinos would lead to a significant enhancement in
p p→ qq̄qq̄+Emiss

T +X, with X denoting any number of light quark or gluon jets [363].
This signature can be used to discover the model when mg̃ is within the LHC reach,
or exclude regions of SE6SSM parameter space where this is the case, thus making a
good estimate of mg̃ important for constraining the model. As the SE6SSM contains
the same coloured states as in the E6SSM, the form of these radiative corrections ∆g̃

is unchanged between the two models.
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6.4.1 The Neutralino Sector

The neutralino sector of the SE6SSM is extended compared to its equivalent in the
E6SSM because the neutral fermion components of Ĥu, Ĥd, Ŝ, Ŝ and φ̂ as well as
the neutral gauginos may all mix. This leads to a ZE

2 = +1 neutralino sector that is
twice as large as the MSSM neutralino sector. The neutralino mass eigenstates, χ̃0

i ,
i = 1, . . . , 8, are now linear combinations of the neutral Higgsino and singlino fields
H̃0
u, H̃0

d , S̃, S̃, φ̃, and the gauginos B̃, W̃3, and B̃′. Their tree-level masses are obtained
by diagonalising the mass matrix in the usual way,

diag(mDR
χ̃0

1
, . . . ,mDR

χ̃0
8

) = N∗Mχ̃0N † . (6.22)

The 8×8 tree-level mass matrix in the basis (H̃0
d , H̃

0
u, W̃3, B̃, B̃

′, S̃ cos θ−S̃ sin θ, S̃ sin θ+
S̃ cos θ, φ̃) in the SE6SSM can be written in block matrix form similar to that in
Eq. (3.61), i.e.,

Mχ̃0 =
A CT

C B

 .

The sub-matrices A, B and C are now all 4×4 matrices. The upper left sub-matrix A
has the same structure as the neutralino mass matrix in the MSSM with µ→ µeff, and
is given by Eq. (3.62) with the appropriate value of µeff for the SE6SSM being that
given in Eq. (6.21). The remaining two sub-matrices then contain the mass terms for
the additional SM singlet neutralinos and their mixings with the MSSM-like neutralino
sector,

B =


M ′

1 g′1QSs 0 0
g′1QSs

σϕ√
2 sin 2θ − σϕ√

2 cos 2θ 0
0 − σϕ√

2 cos 2θ − σϕ√
2 sin 2θ − σs√

2
0 0 − σs√

2 µφ +
√

2κφϕ

 , (6.23)

C =


Q1g

′
1v cos β Q2g

′
1v sin β 0 0

− λv√
2 sin β cos θ − λv√

2 cos β cos θ 0 0
− λv√

2 sin β sin θ − λv√
2 cos β sin θ 0 0

0 0 0 0

 . (6.24)

For general values of the parameters and VEVs, the neutralino mass matrix of the
SE6SSM is clearly more complicated than its counterparts in the MSSM and E6SSM.
In the regions of parameter space that are of interest, however, the mass matrix has a
rather simple structure so that the MSSM-like neutralinos and the states beyond the
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MSSM tend not to mix. Inspection of Eq. (6.23) shows that two of the neutralinos,
those that are a mixture of B̃′ and S̃ cos θ− S̃ sin θ, have their masses set by the large
value of mDR

Z′ required by experiment. For large values of the singlet VEV, the value
of µeff would be similarly large unless λ is taken to be sufficiently small. For large
values of µeff � 1 TeV the states that are superpositions of H̃0

u and H̃0
d become very

heavy, leading to two very heavy pure Higgsino neutralinos with masses much larger
than 1 TeV. This is not so interesting from a phenomenological point of view, as such
heavy Higgsinos would not be observable. Moreover, in large parts of the parameter
space3 these pure Higgsinos would not make acceptable DM candidates, as they would
be present today with too high a relic abundance [588]. It is therefore preferable to
restrict λ to small values so that µeff . 1 TeV. When λ � σ while σ is rather small
and MZ′ � MS as implied by Eq. (6.15), the states that are a mixture of B̃′ and
S̃ cos θ − S̃ sin θ become very heavy and decouple from the rest of the spectrum. For
very large s, Eq. (6.16) implies that tan θ ≈ 1 to high precision, allowing the masses
of the states to be expressed approximately as

mDR
χ̃0

7,8
≈ mDR

Z′


√

2M ′
1 + σϕ

2
√

2mDR
Z′

±

√√√√√1 +

(√
2M ′

1 − σϕ
)2

8(mDR
Z′ )2

 ∼ mDR
Z′ . (6.25)

When MS � MZ and λ is small, the mixing of the remaining extra states, which are
a mixture of S̃ sin θ+ S̃ cos θ and φ̃, and the MSSM-like neutralinos is also highly sup-
pressed. The masses of physical states formed by the mixture of these two remaining
singlet states are then approximately given by

mDR
χ̃0

5,6
≈ 1

2

µφ + ϕ√
2

(2κφ − σ)±

√√√√2σ2s2 +
(
µφ + ϕ√

2
(2κφ + σ)

)2
 ∼MS . (6.26)

For large values of MS & 1 TeV, these states will be heavy. Due to the lack of
significant mixing, this means that they can also be ignored in the first approximation
as far as determining the mass of the second DM candidate goes.

Provided this is the case, the neutralino DM candidate discussed above is expected
to be predominantly MSSM-like, that is, a mixture of H̃d, H̃u, W̃3 and B̃, with mass
given by the lightest eigenvalue of the 4 × 4 sub-matrix A. In particular, since this
matrix is identical to the MSSM neutralino mass matrix (with µ→ µeff), when MS �

3The possible exceptions being scenarios in which the effective annihilation cross section is signif-
icantly modified due to, e.g., coannihilations or annihilations near a resonance.
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MZ the masses of the four lightest neutralinos are determined by tan β, µeff, M1 and
M2 as they are in the MSSM. In the CSE6SSM, the condition of universal gaugino
masses at MX further implies that

M1 ≈ 1.1M ′
1 ≈ 0.5M2 ≈ 0.3M3 ≈ 0.2M1/2 (6.27)

at low energies, which can be obtained from the semi-analytic solutions for the gaugino
masses in the model. Apart from tan β, the MSSM-like neutralino sector then only
depends on the two parameters µeff and M1/2. The low-energy values of M1, M2 and
M3 can also be compared to the equivalent relations found in the CMSSM,

M1 ≈ 0.5M2 ≈ 0.15M3 ≈ 0.4M1/2 , (6.28)

which are quite different because of the modified RG flow, due to the exotic states, in
the SE6SSM.

6.4.2 The Exotic Sector

The states that are odd under ZE
2 do not mix with the ordinary MSSM states or the

Higgs fields, forming a separate sector containing a DM candidate as well as additional
exotic states, some of which may generate spectacular collider signals. As mentioned
above, the DM candidate in this sector is expected to be an almost massless inert
singlino, which is the lightest of the inert neutralinos. The inert neutralino sector is
formed by the fermion components (S̃i, H̃uα and H̃dα) of the superfields Ŝi, Ĥuα and
Ĥdα. The scalar components of the corresponding superfields also mix to form a set
of inert charged and neutral Higgs scalars. The general inert neutralino and neutral
inert Higgs mass matrices are 7 × 7 matrices. In the basis ((H̃0

d1 + H̃0
u1)/
√

2, (H̃0
u1 −

H̃0
d1)/
√

2, (H̃0
d2+H̃0

u2)/
√

2, (H̃0
u2−H̃0

d2)/
√

2, S̃1, S̃2, S̃3), the inert neutralino mass matrix
is of the form

Mχ̃0
I

=
AI CT

I

CI 0

 , (6.29)

where
AI = diag

(
−mDR

H̃0
I1
,mDR

H̃0
I1
,−mDR

H̃0
I2
,mDR

H̃0
I2

)
(6.30)

contains the tree-level masses of the inert Higgsinos, mDR
H̃0
Iα

= λ̃ααs cos θ/
√

2, in the
absence of mixing with the inert singlinos, while the mixing is given by the 3 × 4
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sub-matrix CI with elements

(CI)i1 = v

2
(
fi1 cos β + f̃i1 sin β

)
, (CI)i2 = v

2
(
fi1 cos β − f̃i1 sin β

)
,

(CI)i3 = v

2
(
fi2 cos β + f̃i2 sin β

)
, (CI)i4 = v

2
(
fi2 cos β − f̃i2 sin β

)
.

(6.31)

To yield almost massless hot DM candidates, the couplings of the inert singlinos are
required to satisfy fiα, f̃iα . 10−6. Then, provided that λ̃αβ & 10−6, the mixing
between the inert Higgsinos and the inert singlinos is entirely negligible, and the inert
neutralinos correspond to two degenerate pairs of inert Higgsinos with tree-level masses
given by Eq. (6.30) and three almost massless inert singlinos. This is rather similar to
the situation in the E6SSM considered in Section 3.4.1. The inert charginos similarly
have tree-level masses given by mDR

H̃±Iα
= |mDR

H̃0
Iα
|.

When the couplings fiα, f̃iα are negligibly small, the mass matrix associated with
the scalar components of the superfields Ŝi, Ĥuα and Ĥdα also simplifies in a similar
fashion. In this case, the mixing between the neutral inert Higgs scalars (Huα and
Hdα) and the inert singlets Si can be ignored and the corresponding mass matrix
decomposes into a 3 × 3 singlet mass matrix and a 4 × 4 mass matrix for the inert
Higgs scalars4. The family-diagonal structure of the couplings λ̃αβ, as well as the fact
that the off-diagonal soft scalar masses vanish at the GUT scale, ensures that the
mixing between generations is very small. Thus the mass matrix for the inert singlets
is approximately diagonal, with the tree-level masses for the inert singlet scalars given
by (

mDR
SIi

)2
= m2

Σii + ∆Si . (6.32)

For tan θ ≈ 1, the inert singlet masses are therefore ∼ MS, and so are somewhat
lighter than MZ′ . This can be contrasted with the situation in the E6SSM, where the
D-terms appearing in Eq. (3.42) are ∼ MZ′ . In the absence of generation mixing,
the inert Higgs mass matrix again decomposes into two 2× 2 matrices. The resulting
tree-level masses can be written in the same way as in Eq. (3.43). In addition to now
involving the modified D-terms, the mixing parameter XHα is significantly modified,
reading in the SE6SSM,

XHα = T λ̃ααs√
2

cos θ − λ̃αα
4
(
λv2 sin 2β + 2σϕs sin θ

)
. (6.33)

4Strictly speaking, for non-zero f and f̃ couplings, the inert neutral Higgs sector should actually
be decomposed into CP-eigenstates. This leads to 7 CP-even scalars and 7 CP-odd scalars. When
the couplings fiα and f̃iα are neglected, these states instead form 7 complex scalar mass eigenstates
described by the mentioned 3× 3 and 4× 4 mass matrices.
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The same comments hold for the inert charged Higgs states, which continue to be given
by an expression of the form Eq. (3.45) with the modified D-terms and the mixing in
Eq. (6.33) used instead.

The contribution to the mixing proportional to σϕs ∼MSMZ′ can be of the order
of the soft mass contributions to the masses. This means that it can be large enough
to drive one of the squared masses negative, indicating that the physical vacuum
is unstable. To prevent this potentially dangerous term from causing these tachyonic
states, the inert Higgs couplings λ̃αβ should not be too large. In practice, we take these
couplings to be not much larger than λ, e.g., λ̃αβ ∼ 10−3, to satisfy this requirement.
Doing so implies that the mixing is rather small so that the inert scalars tend to
have masses of order MS. At the same time, small values of the Yukawas λ̃αβ imply
that the inert Higgsinos and charginos can be light, with masses not much heavier
than the lightest ZE

2 = +1 neutralino, in which case they may be observable in LHC
searches. The exact Z̃H

2 symmetry forbids the Yukawa couplings of the inert Higgs and
singlet superfields to ordinary quark and lepton superfields. In the E6SSM where the
Z2 symmetry suppressing FCNCs is only approximate, such couplings in general are
permitted along with those for the ordinary Higgs fields, leading to the inert Higgsinos
and charginos decaying predominantly into third generation fermion-sfermion pairs
[278]. The absence of these couplings in the SE6SSM due to Z̃H

2 symmetry means
that the decay channels of the inert Higgsinos are rather different in this model.
Pair production of the ZE

2 and R–parity odd inert Higgsinos and charginos can occur
through off-shell W and Z bosons. They then decay into an inert singlino and an
on-shell W or Z boson, or a ZE

2 even Higgs boson, through the mixing induced by
the fiα and f̃iα superpotential couplings. When both of the produced states decay
into gauge bosons it is expected that they should lead to enhancements in the rates
of p p→ Z Z + Emiss

T +X, p p→ W Z + Emiss
T +X and p p→ W W + Emiss

T +X.
The choice of flavour diagonal couplings κij also means that there is no substantial

mixing between generations of the exotic leptoquarks, Di and Di. The 6 × 6 mass
matrix for the scalar leptoquarks reduces to three 2×2 matrices, with tree-level masses
given by similar expressions to those in the E6SSM, Eq. (3.39). The only difference
again is in the form of the D-terms and the mixing parameter,

XDi = T κiis√
2

cos θ − κii
4
(
λv2 sin 2β + 2σϕs sin θ

)
. (6.34)

The corresponding spin-1/2 leptoquark masses are mDR
Di

= κiis cos θ/
√

2. The same
potentially dangerous contribution to the mixing that occurs in the inert Higgs mass
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matrices is also present here. To ensure that this does not lead to an instability of
the physical vacuum, the couplings κij can be required to be small as well, κij ∼
10−3. As is the case for the inert Higgs states, this leads to the scalar leptoquarks
D̃i being heavier, with masses of the order of MS, while the exotic fermions Di can
be light. These exotic fermion states are coloured and, once past threshold, can be
pair produced at the 13 TeV LHC. They subsequently decay with missing energy via
a decay chain involving an initial decay into an ordinary squark (quark) and an exotic
L4 fermion (scalar) component, through the couplings gDij . This is followed by a decay
involving the couplings hEiα of the exotic L4 state into a lepton and inert Higgs or
singlet (inert neutralino). If a hierarchy exists in the sizes of the couplings gDij and
hEiα as is present in the SM Yukawas, then such a process leads to an enhancement in
signals with third generation final states, namely in p p → t t̄ τ+ τ− + Emiss

t + X and
p p→ b b̄ τ+ τ− + Emiss

T +X.
For the branching ratio of these leptoquark decays to be significant, and also for

the lifetimes of the exotic leptoquarks to be sufficiently short, the states associated
with L̂4 and L̂4 should not be too heavy. The set of states associated with L̂4 and L̂4

contains the same physical states as in the E6SSM. The fermion and scalar components
of L̂4 and L̂4 form a set of exotic lepton and slepton states that do not mix with the
other exotic fields. The fermion components lead to a pair of charged and neutral
states L̃±4 and L̃0

4,1, L̃0
4,2 with degenerate tree-level masses now given by

mDR
L̃±4

= mDR
L̃0

4
= µL −

σ̃ϕ√
2
. (6.35)

Note that this differs from the corresponding expressions in the E6SSM, where the
tree-level masses depend only on µL. The expressions for the neutral and charged
exotic sleptons, on the other hand, take the same form as in the E6SSM, Eq. (3.47)
and Eq. (3.48), with the DR fermion masses now given by Eq. (6.35) and the mixing
given by

XL4 = µLBL −
Tσ̃ϕ√

2
+ σ̃

(
σ

4 s
2 sin 2θ − κφ

2 ϕ
2 − µφ√

2
ϕ− ΛF

)
. (6.36)

By tuning the above mixing parameter, the exotic sleptons could be made light enough
so that the exotic D fermions decay rapidly enough. Alternatively, these states are
allowed to be heavier than the spin-1/2 leptoquarks provided that the couplings gD

and hE are taken to be sufficiently large. Taking values for these couplings of ∼ 10−2

lead to lifetimes of the exotic fermions short enough to be consistent with constraints
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from Big Bang nucleosynthesis. At the same time, the impact of the couplings gD and
hE on the mass spectrum and DM predictions is negligible for these small values of
the couplings. Consequently they may be safely varied in this range without having
any substantial impact on the other sectors.

6.4.3 The Higgs Sector

The Higgs sector of the SE6SSM is substantially different from the simplest version
of the E6SSM. In the SE6SSM the sector responsible for the breakdown of gauge
symmetry involves five multiplets of scalar fields Hu, Hd, S, S and φ that give rise
to ten physical degrees of freedom in the Higgs sector. These form a set of charged
and neutral Higgs bosons. The unbroken U(1)em symmetry ensures that the charged
components of Hu and Hd do not mix with the other Higgs and singlet fields. The
two massive charged Higgs states are still formed by the linear combination

H+ = H−∗d sin β +H+
u cos β , (6.37)

since the additional singlets are all electromagnetically neutral, but the charged Higgs
mass is now given by

(
mDR
H±

)2
=
√

2s
sin 2β

(
Tλ cos θ − λσϕ√

2
sin θ

)
− λ2

2 v
2 + g2

2
4 v

2 . (6.38)

The linear combination orthogonal to Eq. (6.37) constitutes the longitudinal degrees
of freedom of the W± bosons, as expected.

In the absence of CP-violation in the Higgs sector, the real and imaginary parts of
the neutral components of the Higgs and singlets fields do not mix, which now leads
to three physical CP-odd Higgs bosons and five CP-even states. The Goldstone states
that are absorbed by the Z and Z ′ bosons are mixtures of the imaginary parts of H0

d ,
H0
u, S and S,

G =
√

2(ImH0
d cos β − ImH0

u sin β) ,
G′ =

√
2(ImS cos θ − ImS sin θ) cos γ −

√
2(ImH0

u cos β + ImH0
d sin β) sin γ ,

(6.39)

where tan γ is defined analogously to tanϕ in the E6SSM,

tan γ = v

2s sin 2β . (6.40)
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For phenomenologically viable scenarios with s� v, tan γ goes to zero. Expressed in
terms of the field basis (P1, P2, P3), where

P1 =
√

2(ImH0
u cos β + ImH0

d sin β) cos γ +
√

2(ImS cos θ − ImS sin θ) sin γ ,
P2 =

√
2(ImS sin θ + ImS cos θ) ,

P3 =
√

2 Imφ ,

(6.41)

the pseudoscalar mass matrixM2
A has elements

(M2
A)11 =

√
2s

sin 2β cos2 γ

(
Tλ cos θ − λσϕ√

2
sin θ

)
,

(M2
A)12 = (M2

A)21 = v√
2 cos γ

(
Tλ sin θ + λσϕ√

2
cos θ

)
,

(M2
A)13 = (M2

A)31 = λσvs

2 cos γ sin θ ,

(M2
A)22 = 2σϕ

sin 2θ

(
κφ
2 ϕ+ µφ√

2
+ ΛF

ϕ

)
+ v2 sin 2β√

2s sin 2θ

(
Tλ sin3 θ − λσϕ√

2
cos3 θ

)

+
√

2Tσϕ
sin 2θ ,

(M2
A)23 = (M2

A)32 = Tσs√
2
− σs

(
κφϕ+ µφ√

2

)
− λσ

4 v2 sin 2β cos θ ,

(M2
A)33 = Tσs

2

2
√

2ϕ
sin 2θ − 2µφBφ −

3Tκφ√
2
ϕ−
√

2
ϕ

(µφΛF + ΛS) + σκφs
2 sin 2θ

− κφµφ√
2
ϕ− 4κφΛF + σµφs

2

2
√

2ϕ
sin 2θ − λσs

4ϕ v2 sin θ sin 2β .

(6.42)

In the parameter space of interest, the structure of the full 3× 3 matrix is such that
it can be approximately diagonalised analytically. Because MZ′ ,MS � MZ and we
restrict our attention to small values of λ, the mixings between P1 and P2, P3 are
rather small and may be safely neglected. In this approximation, the mass of one
CP-odd state is set by (M2

A)11. Thus it has almost the same mass as the charged
Higgs states. The masses of two other CP-odd states are set by m̃DR

± , given by

(
m̃DR
±

)2
≈ 1

2

{
(M2

A)22 + (M2
A)33 ±

√
[(M2

A)22 − (M2
A)33]2 + 4(M2

A)2
23

}
. (6.43)

It follows from Eq. (6.43) that in some cases m̃DR
− can be rather small so that the light-

est CP-odd state A1 becomes the lightest particle in the spectrum. This happens, for
example, in the limit κφ, µφ,ΛF ,ΛS → 0, when mDR

A1 vanishes and the superpotential
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possesses a global U(1)PQ PQ symmetry which is spontaneously broken by the VEVs
s1, s2 and ϕ. For small but non-vanishing U(1)PQ violating couplings, the state A1 is
a light pseudo-Goldstone boson of the approximate PQ symmetry and can be lighter
than the SM-like Higgs. In this case, the decay h1 → A1A1 is kinematically allowed
and can in principle lead to non-negligible branching fractions for non-standard decays
of the SM Higgs [347]. Even for larger values of the couplings κφ, µφ, ΛF and ΛS, mA1

may be small provided that the remaining parameters in Eq. (6.43) are tuned so that
m̃DR
− → 0. It is important to note that in either case, the vanishing of mDR

A1 ≈ m̃DR
−

does not also require that the lightest neutralino mass becomes small, as occurs for
example in the PQ-symmetric NMSSM. Indeed, from Eq. (6.25) and Eq. (6.26) it is
clear that the singlino dominated states should remain heavy, while mχ̃0

1
is governed

by the values of the gaugino masses and µeff. This means that by varying the other
Lagrangian parameters for fixed M1/2 and µeff, the value of mA1 can be chosen in-
dependently of mχ̃0

1
. In particular, for a given mχ̃0

1
this allows for the possibility of

resonant annihilations χ̃0
1 χ̃

0
1 → A1 → SM particles with mA1 ≈ 2mχ̃0

1
, leading to re-

gions of parameter space in which the well-known A-funnel mechanism is responsible
for setting the DM relic density [589–591].

The real parts of H0
d , H0

u, S, S and φ form five physical CP-even Higgs states, hi,
related by the unitary transformation



h1

h2

h3

h4

h5


= Uh



Φd

Φu

ΦS

ΦS

Φφ


, (6.44)

where Uh diagonalises the CP-even Higgs mass matrix,M2
h, and

ReH0
d = 1√

2
(v1 + Φd) , ReH0

u = 1√
2

(v2 + Φu) ,

ReS = 1√
2

(s1 + ΦS) , ReS = 1√
2

(s2 + ΦS) ,

Reφ = 1√
2

(ϕ+ Φφ) .
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In the basis (S1, S2, S3, S4, S5), where

ΦS = S1 cos θ + S2 sin θ ,
ΦS = −S1 sin θ + S2 cos θ ,
Φφ = S3 ,

Φd = S5 cos β − S4 sin β ,
Φu = S5 sin β + S4 cos β ,

(6.45)

and using the EWSB conditions Eq. (6.10) to eliminate the soft Higgs masses, this
has elements

(M2
h)11 = g′21 Q

2
Ss

2 − σ2s2

2 sin2 2θ +
√

2Tσϕ sin 2θ +
(
κφσϕ

2 +
√

2σµφϕ+ 2σΛF

)
sin 2θ

+ Tλ

2
√

2s
v2 cos θ sin 2β − λσϕ

4s v2 sin θ sin 2β ,

(M2
h)12 = (M2

h)21 = σ2s2

4 sin 4θ −
√

2Tσϕ cos 2θ −
(
κφσϕ

2 +
√

2σµφϕ+ 2σΛF

)
cos 2θ

+ Tλ

2
√

2s
v2 sin θ sin 2β + λσϕ

4s v2 cos θ sin 2β ,

(M2
h)13 = (M2

h)31 = σ2ϕs cos 2θ − λσ

4 v2 sin θ sin 2β ,

(M2
h)14 = (M2

h)41 = g′21
2 QS(Q2 −Q1)sv sin 2β − Tλ√

2
v cos θ cos 2β

− λσ

2 ϕv sin θ cos 2β ,

(M2
h)15 = (M2

h)51 = g′21 QS(Q1 cos2 β +Q2 sin2 β)sv − Tλ√
2
v cos θ sin 2β + λ2vs cos2 θ

− λσ

2 ϕv sin θ sin 2β ,

(M2
h)22 = σ2s2

2 sin2 2θ +
√

2Tσϕ
sin 2θ cos2 2θ +

(
κφσϕ

2 +
√

2σµφϕ+ 2σΛF

) cos2 2θ
sin 2θ

+ Tλv
2

2
√

2s cos θ
sin2 θ sin 2β − λσϕv2

4s sin θ cos2 θ sin 2β ,

(M2
h)23 = (M2

h)32 = − Tσ√
2
s+ σ2ϕs sin 2θ − σs

(
κφϕ+ µφ√

2

)
(6.46)

+ λσ

4 v2 cos θ sin 2β ,

(M2
h)24 = (M2

h)42 =
(
− Tλ√

2
v sin θ + λσ

2 ϕv cos θ
)

cos 2β ,
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(M2
h)25 = (M2

h)52 = λ2

2 sv sin 2θ +
(
− Tλ√

2
v sin θ + λσ

2 ϕv cos θ
)

sin 2β ,

(M2
h)33 = Tσs

2

2
√

2ϕ
sin 2θ −

√
2ΛS

ϕ
+
Tκφ√

2
ϕ+ µφ

(
σs2

2
√

2ϕ
sin 2θ + 3κφϕ√

2
−
√

2ΛF

ϕ

)

+ 2κ2
φϕ

2 − λσs

4ϕ v2 sin θ sin 2β ,

(M2
h)34 = (M2

h)43 = λσ

2 sv sin θ cos 2β ,

(M2
h)35 = (M2

h)53 = λσ

2 sv sin θ sin 2β ,

(M2
h)44 =

[
(mDR

Z )2 − λ2v2

2 + g′21
4 (Q2 −Q1)2v2

)
sin2 2β

+
√

2s
sin 2β

(
Tλ cos θ − λσϕ√

2
sin θ

)
,

(M2
h)45 = (M2

h)54 =
λ2v2

4 − (mDR
Z )2

2

 sin 4β + g′21
2 v2(Q2 −Q1)

× (Q1 cos2 β +Q2 sin2 β) sin 2β ,

(M2
h)55 = (mDR

Z )2 cos2 2β + λ2

2 v
2 sin2 2β + g′21 v

2(Q1 cos2 β +Q2 sin2 β)2 .

With the exceptions of (M2
h)45, (M2

h)54 and (M2
h)55, the size of the mass matrix

elements is determined by the singlet VEVs s and ϕ. For small values of λ such that
λs ∼ σs ∼ σϕ ∼MS, it is therefore expected that all but the lightest state have masses
of the order of the SUSY scale or heavier. In particular, for λ ∼ σ → 0 the element
(M2

h)11 ∼ (mDR
Z′ )2 � M2

S, while all other matrix elements are substantially smaller.
Thus the mass of the heaviest CP-even state is approximately degenerate with the Z ′

mass. After neglecting all terms which are proportional to λv in Eqs. (6.46) it is easy
to see that in the limitMS �MZ the mass of another CP-even state is set by (M2

h)44,
i.e., this state is almost degenerate with the charged Higgs states, while the masses of
two other CP-even states are determined by mDR

± ,

(
mDR
±

)2
≈ 1

2

{
(M2

h)22 + (M2
h)33 ±

√
[(M2

h)22 − (M2
h)33]2 + 4(M2

h)2
23

}
. (6.47)

The mass of the lightest state, on the other hand, is bounded from above by the
smallest element (M2

h)55, i.e., the tree-level lightest CP-even Higgs mass satisfies a
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tree-level upper bound similar to that found in the E6SSM,

(
mDR
h1

)2
≤ (mDR

Z )2 cos2 2β + λ2

2 v
2 sin2 2β + g′21 v

2(Q1 cos2 β +Q2 sin2 β)2 . (6.48)

Consequently h1 ≈ S5 is always light, and for MS �MZ is SM-like in its interactions.
The upper bound on the tree-level Higgs mass is as expected larger than that in the
MSSM. However, radiative corrections remain very important for obtaining a physical
Higgs mass of 125 GeV.

The above considerations on the particle spectrum, taken together with the rest
of the discussion in this chapter, suggest that in addition to being theoretically well
motivated, the SE6SSM also has interesting implications for collider searches and
cosmology. The single exact Z̃H

2 symmetry supersedes the multiple discrete symmetries
imposed in the simplest variants of the E6SSM. When combined with the automatically
conserved ZM

2 , this has the interesting consequence that there are two DM candidates
in the spectrum. In the EWSB conditions, the presence of additional singlets allows
the large U(1)N D-terms to be cancelled in allowed parts of the parameter space,
potentially reducing the associated fine tuning of the EW scale. There is also now a
mechanism for the Z ′ mass to be much heavier than the SUSY scale, implying that the
sfermions can be substantially lighter than the Z ′. The SE6SSM therefore addresses
several shortcomings of the E6SSM, while still being an anomaly free, U(1)N extension
of the MSSM as desired.

The tree-level discussion so far also implies that in the regions of the CSE6SSM
parameter space of interest, the mass spectrum is split, with heavy scalars such as
the MSSM sfermions having masses that are O(MS), and light neutralinos and exotic
fermions, which can have distinctive collider signatures. The situation concerning DM
appears to be rather different to that in the E6SSM. In the simplest E6SSM variant,
the light inert singlinos that tend to form DM are now ruled out. In the E6SSM with
a ZS

2 symmetry, the possible DM phenomenology is richer [344, 375]; observations can
be reproduced with an MSSM-like neutralino that is predominantly bino or Higgsino,
a predominantly inert Higgsino, or a state with substantial admixtures of all three,
the inert singlinos now being exactly massless. In the SE6SSM, on the other hand, the
latter states are only very light, forming a subdominant hot DM component, while the
lightest ZE

2 = +1 neutralino is a candidate for cold DM. Therefore in the SE6SSM, the
possible DM scenarios can be similar to those in the MSSM, but with the possibility
of discovering additional exotics at the LHC. Even so, the above conclusions have all
been arrived at based on simple tree-level arguments. As highlighted in Chapter 4,



6.4. Modifications to the Particle Spectrum 153

it is imperative that radiative corrections be incorporated to properly understand the
phenomenology of the model. In particular, the need to reproduce mh1 = 125.09
GeV is a tough constraint on parameter space that is only satisfiable when these are
included. With this in mind, in the next chapter we study the mass spectrum and DM
scenarios in the model when these essential higher order corrections are included, and
determine some of the current constraints on, and future prospects for, the CSE6SSM.





Chapter 7

Dark Matter Scenarios in the
CSE6SSM

7.1 Dark Matter in BSM Models

The nature of DM is currently one of the most important and exciting open questions
in particle physics. Assuming it to be composed of one or more new particles, it is
clear that DM cannot be accounted for by SM particles. It is therefore one of the
strongest pieces of evidence for the existence of BSM physics; successfully explaining
it is a key test of a BSM theory. In models that attempt to do so, the plethora of ex-
perimental observations related to DM can be used to generate additional constraints
on the model’s parameter space. In addition to its attractive theoretical features, the
CSE6SSM, due to the presence of two discrete symmetries Z̃H

2 and ZM
2 , contains two

stable candidates for DM. The considerations of the previous chapter indicate that one
of these, a ZE

2 even neutralino, should be MSSM-like and could potentially account
for the observed relic density of DM particles. In this chapter, we examine this inter-
esting possibility and assess the viability of the scenarios found in light of constraints
coming from collider searches, cosmological observations, and terrestrial DM direct
detection searches. Given that the DM candidates we investigate are MSSM-like, we
simultaneously consider the analogous situations in the CMSSM as well, highlighting
where the models are similar and which features of the CSE6SSM would distinguish
it from the CMSSM.

Our strategy for doing so is to compute the mass spectrum in the CSE6SSM and
CMSSM, including important radiative corrections, using our extensions to the code
FlexibleSUSY. The higher order corrections calculated using FlexibleSUSY are es-

155
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sential for comparing to results from collider searches. At the same time, the physical
masses are also inputs into the calculation of the DM relic density and interaction
cross sections. These properties of the DM candidate must then be reliably computed
to judge a model’s compatibility with the inferred limits from CMB measurements
[68–70] and direct detection searches [370–374]. Before explaining our methodology
for doing so and presenting the results, it is helpful to first review the basic steps that
go into extracting the DM predictions of a BSM model.

7.1.1 Calculation of the Relic Density

In the models considered here, the WIMP DM candidate, χ, is a cold thermal relic,
so that it is initially in local thermodynamic equilibrium with other states in the
early Universe. As the Universe expands, it is assumed that at a given time the DM
candidate goes out of equilibrium as the expansion rate of the Universe exceeds the
WIMP interaction rate. After this so-called freeze-out point, the WIMP is decoupled,
so that its number density nχ changes only with the expansion of the Universe [592–
596]. The present day abundance is computed by solving a Boltzmann equation that
can be written in the form [597–601]

dnχ
dt

+ 3Hnχ = −〈σeffv〉
(
n2
χ − n2

χ,eq.

)
. (7.1)

Here H is the Hubble parameter and nχ,eq. is the equilibrium number density. The
number density nχ appearing in Eq. (7.1) is the sum of the number densities [600] of
each species i that eventually annihilates into the WIMP DM candidate,

nχ =
N∑
i=1

ni , (7.2)

with N being the total number of such species. The second term on the left-hand
side of Eq. (7.1) corresponds to the dilution of nχ with the expansion of the Uni-
verse, while the right-hand side describes changes in the number density as a result of
particle interactions. The thermally averaged effective cross section, 〈σeffv〉, contains
the essential particle physics inputs that are required to compute the WIMP number
density, and must be computed in the context of a given BSM model. In particular, a
reliable calculation of 〈σeffv〉 must account for cases such as coannihilations involving
additional states or resonant annihilations, which can significantly change the pre-
dicted cross section [600]. Eq. (7.1) is more conveniently solved by introducing the
abundance Y ≡ nχ/s, where s is the entropy density, and the parameter x = mχ/T ,
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where mχ is the WIMP mass and T the temperature. By using the fact that the
entropy per unit comoving volume, sa3, is constant1 and that T ∝ a−1, Eq. (7.1) can
then be rewritten in the form (for more detailed reviews of this derivation and the
following discussion see, e.g., Refs. [72, 125, 594])

dY

dx
= −〈σeffv〉s

Hx

(
Y 2 − Y 2

eq.

)
. (7.3)

The relic density Ω = ρχ/ρc = nχmχ/ρc of the WIMP is defined as the ratio of the
WIMP mass density ρχ to the critical density

ρc = 3H2

8πGN

. (7.4)

Since nχ = Y (x)s(x), the present day relic density, i.e., at T → 0, is given by

Ωh2 = mχs0h
2

ρc
Y (x→∞) , (7.5)

where h = H0/(100km·s−1 ·Mpc−1) ≈ 0.678 [70] is the Hubble constant and s0 ≈ 2.9×
103 cm−3 is the present day entropy density [594]. The essential step in determining
Ωh2 is therefore obtaining the value of Y∞ ≡ Y (x→∞) for the effective cross section
〈σeffv〉 in a given BSM model. In general, Eq. (7.3) must be integrated numerically
from x = 0 to the present photon temperature, although simple estimates for Ωh2 can
be obtained in the so-called freeze-out approximation [597]. The task of numerically
integrating Eq. (7.3) to obtain the predicted relic density in a general BSM model,
without using the freeze-out approximation2 [440], can be carried out using a software
tool such as micrOMEGAs, when linked to CalcHEP. The obtained value (Ωh2)th. can
then be compared to the observed value [70],

(Ωh2)exp. = 0.1188± 0.0010 , (7.6)

to determine if a model parameter point is ruled out; a point leading to a predicted
(Ωh2)th. > (Ωh2)exp. would overclose the Universe, assuming the standard cosmological
history, and thus is ruled out. Points for which the predicted relic density does not

1Here a ≡ a(t) is the scale factor appearing in the Friedmann-Lemaître-Robertson-Walker metric;
the Hubble parameter is given by H(t) = ȧ/a, where an overdot indicates differentiation with respect
to universal time t.

2Actually, micrOMEGAs also provides a version of the calculation that uses this approximation as
well, so it can be used if desired, but this is not the default method.
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exceed the value in Eq. (7.6) are not ruled out in the same way, though in this case
additional contributions to DM are required.

7.1.2 Direct Detection of Dark Matter

In addition to the relic density constraint, terrestrial direct detection searches for
DM also place significant restrictions on possible DM candidates. Direct detection
searches, which are based on detecting the recoil of nuclei after interacting with an
incident WIMP [602], place limits on the interaction cross section of a WIMP with
nuclei. The reported limits arise from comparing the observed number of signal events
to the average number expected for a given WIMP candidate. This can be calculated
by integrating the differential recoil rate per unit detector mass, which for a neutralino
DM candidate can be written (this is reviewed in Refs. [125, 603, 604])

dR

dE
= 1

2mχm2
r

σ(q)ρχ,localη (vmin(E), t) , (7.7)

where E is the nuclear recoil energy, mr is the reduced mass of the WIMP and nucleus,
and the function η describes the (time-dependent) WIMP velocity distribution, with
vmin being the minimum WIMP velocity yielding a recoil energy of E. The differential
rate also depends on the local DM density ρχ,local and an effective scattering cross
section,

σ(q) = σSI/SDF
2
SI/SD(q) , (7.8)

where q is the momentum transfer, σSI/SD is the scattering cross section in the limit
of zero momentum transfer, and F 2

SI/SD(q) is a form factor accounting for the spatial
structure of the nucleus [605]. The subscripts SI and SD indicate that the correspond-
ing WIMP-nucleus interaction is spin-independent or spin-dependent, respectively; in
direct detection experiments the former is usually more relevant [604], for which rea-
son we focus on it in the remainder of this chapter. Nevertheless, it should be noted
that limits, e.g., those in Refs. [606, 607], can also be put on SD interactions as well
and can be an additional constraint on models of DM.

The SI cross section σSI can be written in the form [604]

σSI = 4
π
m2
r [Zfp + (A− Z)fn]2 , (7.9)

where Z is the atomic number and A is the mass number of the nucleus, and the
coefficients fp and fn describe the effective WIMP-nucleon couplings for the proton
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and neutron, respectively. It is commonly assumed that the effective couplings are
not isospin violating, fp ≈ fn, so that the WIMP-nucleon cross sections σpSI , σnSI ,
are approximately equal [608]. This is usually a reasonable assumption for neutralino
DM candidates, though in some scenarios isospin violating effects can be relevant
[609]. Assuming this to be the case, the WIMP-nucleus scattering cross section can
be written

σSI ≈
m2
r(mp +mχ)2

m2
pm

2
χ

A2σpSI , (7.10)

where the SI scattering cross section for a single proton reads

σpSI =
4m2

pm
2
χ

π(mp +mχ)2f
2
p . (7.11)

Here mp is the proton mass, and the effective coupling fp is given by [610]

fp
mp

=
∑

q=u,d,s
fpTqCq + 2

27f
p
TQ

∑
q=c,b,t

Cq , (7.12)

where for a nucleon N = p or n,

mNf
N
Tq = 〈N |mq(Q)q̄q|N〉 , fNTQ = 1−

∑
q=u,d,s

fNTq , (7.13)

and Cq is the Wilson coefficient for the operator mq(Q)χ̄χq̄q with running quark mass
mq(Q) [609]. In the following we take the nucleon scalar couplings to have the values3

fNTu ≈ 0.0153, fNTd ≈ 0.0191 and fNTs ≈ 0.0447.
The calculation of the effective SI scattering cross section for a particular model

therefore requires deriving the effective coupling of χ to quarks. Given a BSM model,
nowadays this can be done efficiently by codes such as micrOMEGAs. To convert a
limit on the number of signal events in a detector into one on the SI WIMP-nucleon
cross section, it is also necessary to assume values for the other factors contributing
to Eq. (7.7). Limits such as those presented by the LUX collaboration [374] are based
on a local DM density

ρχ,local = 0.3 GeV · cm−3 , (7.14)
3The values of these hadronic matrix elements are the default values used in micrOMEGAs-4.1.8, as

determined in Ref. [444] from lattice results. A review of some recent determinations of the required
sigma terms σπN and σs has been given in Ref. [611], while an extraction of these quantities from
phenomenological inputs using chiral effective field theory has been presented in Refs. [612, 613].
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and a Maxwellian velocity distribution for DM, which allows the calculation of
η(vmin(E), t). The values of these quantities are variously inferred from astrophysical
measurements, such as stellar kinematics in the Milky Way, and numerical simula-
tions of galaxy evolution. However, there are often substantial uncertainties in these
astrophysical inputs (for reviews of their determination and the associated uncertain-
ties, see, e.g., Ref. [614]). Modifying any of these assumptions can have a non-trivial
impact on direct detection limits [615, 616].

A particularly simple example is when the proposed DM candidate only accounts
for a small fraction of the total DM density, that is, when (Ωh2)th. < (Ωh2)exp.. In this
case, it would be expected that the local density of the WIMP will be lower than that
in Eq. (7.14), implying a reduced signal event rate. This in turn means that larger
scattering cross sections can be consistent with the experimental data, weakening the
obtained limit on σpSI . A simple estimate of how much weaker the limit is can be made
by rescaling the experimental limit by the fraction of the total DM density accounted
for by the particular WIMP candidate. That is, as a rough guide a point can be
considered to be consistent with direct detection limits provided that the predicted
scattering cross section σpSI satisfies

(Ωh2)th.σpSI ≤ (Ωh2)exp.σp,LUXSI (mχ) , (7.15)

where σp,LUXSI (mχ) is the experimental limit, here taken to be that from LUX, at the
WIMP mass mχ. The use of the scaled limit, Eq. (7.15), can dramatically alter the
allowed parameter space regions in a model, as we find below, and should therefore
be kept in mind when interpreting direct detection limits.

7.2 Scanning the CSE6SSM Parameter Space

We now proceed to investigate the mass spectra and possible DM candidates in the
CSE6SSM suggested by the tree-level considerations presented in Chapter 6, calcu-
lating the DM observables described above and comparing to limits from the LHC.
To study scenarios that are able to account for the observed relic DM density with
a MSSM-like DM candidate, a dedicated CSE6SSM spectrum generator was created4

using FlexibleSUSY-1.1.0 and SARAH-4.5.6. As explained in Chapter 4, this approach
provides a precise determination of the mass spectrum by making use of the full two-
loop RGEs and one-loop self-energies for all of the masses. The accurate inclusion

4All of the code used for the analysis presented in this chapter is available at https://doi.org/
10.5281/zenodo.215628.

https://doi.org/10.5281/zenodo.215628
https://doi.org/10.5281/zenodo.215628
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of the most significant radiative corrections is particularly important for the deter-
mination of the Higgs mass, given the strong constraints arising from the precise
experimental measurement [28]. For a set of fields that mix after EWSB to form mass
eigenstates, the tree-level mass matrix is corrected by a matrix of self-energies. Thus,
in principle the five physical Higgs masses can be determined from the poles in the
propagator after including these self-energies by solving

det
[
p2
i1−M2

h(MS) + Σh(p2
i )
]

= 0 (7.16)

with m2
hi

= Re(p2
i ) and whereM2

h(MS) is the tree-level Higgs mass matrix, Eq. (6.46),
evaluated here at MS, and Σh(p2) denotes the self-energies. The general one-loop
contributions to the self-energies for the CP-even Higgs states, as well as all other
states in the spectrum, are automatically included in the mass spectrum calculated
using FlexibleSUSY. For the calculation of the CP-odd and CP-even Higgs mass,
the leading two-loop contributions from the known NMSSM [617] and MSSM [618–
622] expressions were initially also included5, since the additional contributions from
new states are expected to be small by virtue of the small exotic Yukawa couplings
considered, as discussed in Section 6.4.2.

However, for large values of MS � MZ this strategy leads to large logarithmic
contributions to the Higgs masses due to heavy states, which should be resummed to
get an accurate estimate for the Higgs mass. The discussion in Section 6.4 indicates
that the SUSY spectrum in the CSE6SSM is split, containing many heavy scalars,
notably the MSSM sfermions and the exotic scalars, as well as light neutralinos and
exotic fermions. Such a situation is well handled by an effective field theory (EFT)
approach to calculate the lightest Higgs mass, in which the large logarithms are re-
summed. In the MSSM, the largest of these contributions is usually associated with
the third generation sfermions, and in particular the stops. In the SE6SSM, there are
also contributions from the heavy exotic scalars that should be accounted for. Because
the exotic Yukawa couplings λ̃αβ and κij are very small in the models we consider,
these logarithmic corrections to the Higgs mass are very small and can be neglected
compared to the contributions from the stops and other MSSM sfermions6. In our
study of the CSE6SSM parameter space, to obtain the light CP-even Higgs mass we
therefore make use of the known EFT calculation in the MSSM, which includes the

5At the time that this work was done, FlexibleSUSY did not have the capability to automatically
include the general two-loop corrections calculated by SARAH.

6The contributions from the exotic states to Eq. (7.16) were explicitly confirmed to be numerically
negligible compared to those from the stops and sbottoms.
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dominant contributions to the Higgs mass. While a complete EFT calculation in-
cluding the exotic states would be more accurate7, in this case the accuracy of our
calculation is not expected to be significantly reduced, due to the small size of the
exotic contributions.

To apply this MSSM EFT calculation to the CSE6SSM, at the SUSY scale defined
by MS =

√
mDR
t̃1
mDR
t̃2

, a simple tree-level matching to the MSSM is performed. In this
simple matching procedure, the DR MSSM soft scalar masses m2

Qii
, m2

ucii
, m2

dcii
, m2

Lii
,

m2
ecii
, gaugino massesM1,M2,M3 and soft trilinear At ≡ TU33/y

U
33 are set atMS to their

values obtained in the CSE6SSM after running from MX . The MSSM µ parameter
is set to its effective value at MS, Eq. (6.21), while an effective MSSM pseudoscalar
mass, (mA)eff, is obtained from the effective soft bilinear

(Bµ)eff = Tλs√
2

cos θ − λσ

2 sϕ sin θ . (7.17)

The physical lightest CP-even Higgs mass is then calculated using SUSYHD-1.0.2 [624] to
obtain a more accurate estimate for the SM-like Higgs mass. The remaining heavy CP-
even Higgs masses are computed using the ordinary fixed order approach, Eq. (7.16).

The nature of the DM candidate in the CSE6SSM varies throughout the parameter
space, which we scan to examine some of the possible scenarios. The parameters
determining the masses and compositions of the MSSM-like DM candidates are tan β,
M1/2 and µeff. To study this state, it is most convenient to vary the parameters M1/2

and µeff, as the latter controls the Higgsino masses and therefore choosing M1/2 and
µeff permits the composition of the lightest neutralino to be directly chosen. To avoid
considering parts of the parameter space that lead to incorrect EWSB, a subset of
the other free parameters are fixed using the EWSB conditions, Eq. (6.10). Since
the CSE6SSM is a constrained model, it is well suited for applying the semi-analytic
algorithm described in Chapter 4. In this case, the semi-analytic solutions allow the
parameters at the SUSY scale to be expanded directly in terms of the fundamental
parameters at the GUT scale MX . This allows the EWSB conditions to fix high-scale
parameters directly. In this case, upon substituting the semi-analytic solutions for
the soft Higgs mass m2

Hd
, m2

Hu , m2
S, m2

S
and m2

φ, the universal scalar mass m0 can be
fixed using Eq. (6.10). The FlexibleSUSY-generated CSE6SSM spectrum generator
was modified to make use of a prototype version of the semi-analytic BVP solver to
achieve this. Four additional parameters can be fixed using the remaining EWSB

7Such a calculation was indeed made available [623] shortly after the numerical work presented
here was completed.
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conditions. To maintain consistency with the Z ′ limits, it is desirable to control mDR
Z′

directly by using s as a free parameter. The VEVs s1, s2 are then fixed by using an
EWSB condition to determine tan θ. The remaining three EWSB conditions allow
to fix ϕ, as well as the values of ΛF (MX) and ΛS(MX). To take advantage of the
mechanism Eq. (6.15) to obtain MZ′ � MS, the coupling σ is kept as a free input
parameter. For sufficiently small values of σ, it is expected that the solutions for
ΛF , ΛS will be large, and the physical minimum will lie close to the D-flat direction
discussed in Section 6.3. The EWSB conditions are solved including the full one-loop
corrections to the effective potential, Eq. (2.39) with exotic contributions, and the
leading two-loop corrections from the NMSSM and MSSM mentioned previously.

After fixing the parameters m0, tan θ, ϕ, ΛF (MX) and ΛS(MX), the remaining
parameters listed after Eq. (6.4) are still free, up to the constraint of requiring a
viable mass spectrum. To satisfy the limits on the Z ′ mass, we choose MZ′ well above
the current limits, putting MZ′ ≈ 240 TeV. This requires a very large value of s = 650
TeV at the SUSY scale. Acceptably small values of µeff . 1 TeV, yielding an MSSM-
like Higgsino that could reproduce the DM relic density, are then achieved for very
small |λ|, though µeff is still large enough to evade limits from LEP. In this study of
the CSE6SSM we focus on scenarios in which the LSP is either a mixed bino-Higgsino
or pure Higgsino DM candidate. To do so, we considered |λ(MX)| = 9.15181 × 10−4

and |λ(MX)| = 2.4 × 10−3, for both λ < 0 and λ > 0. Because tan θ ≈ 1 for such
large values of s, this corresponds to |µeff(MX)| ≈ 347 GeV and |µeff(MX)| ≈ 898 GeV,
giving values at the SUSY scale of |µeff(MS)| ≈ 417 GeV and |µeff(MS)| ≈ 1046 GeV,
respectively8.

Per the discussion in Section 6.4.2, to prevent tachyonic states in the exotic sector,
the exotic couplings cannot be too large; for our scans we chose fixed values satisfying
λ̃αβ(MX), κij(MX) ≤ 3 × 10−3. Additionally, to simplify our analysis we took these
couplings to be family universal with λ̃αβ(MX) = λ̃0δαβ and κij(MX) = κ0δij. A SUSY
scale somewhat below MZ′ was obtained by choosing small σ(MX) = 2× 10−2. Light
inert singlinos in the spectrum were ensured by choosing extremely small values for
the couplings f̃iα and fiα, while for simplicity we set the couplings σ̃(MX), µφ(MX),
gDij (MX) and hEiα(MX) to zero. It should be stressed that the impact of the latter

8 The values of |µeff| given are the mean values over all of the obtained valid solutions presented
in the following sections. The exact values of |µeff(MS)| and |µeff(MX)| vary over the parameter
space scanned, since tan θ varies slightly over the scanned region, as it is an EWSB output pa-
rameter, and the RG evolution also changes slightly due to sparticle threshold corrections. For
the smaller value of |λ(MX)|, the solutions we present have 409 GeV ≤ |µeff(MS)| ≤ 425 GeV,
and 344 GeV ≤ |µeff(MX)| ≤ 349 GeV. For the larger |λ(MX)| value we obtain solutions with
1032 GeV ≤ |µeff(MS)| ≤ 1063 GeV, and 892 GeV ≤ |µeff(MX)| ≤ 903 GeV.
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two sets of couplings on the quantities we investigate is numerically negligible. We
have checked that their values could also be increased to satisfy constraints on the
exotic lifetimes without altering our results. We also chose κφ(MX) = 10−2, and
µL(MX) = 10 TeV. While the above fixed couplings impact the mass spectrum, they
do not play a significant role in the predictions for DM, for the scenarios considered
here in which the DM candidate is the lightest MSSM-like neutralino, and hence we
do not scan over them. The high-scale boundary condition for the CSE6SSM, at which
these parameter settings hold, is applied at the GUT scale, which is defined by the
condition g1(MX) = g2(MX). This condition is solved iteratively, as described in
Ref. [428]. Since gauge coupling unification still occurs in the SE6SSM, Eq. (3.12) is
also found to hold at the solution for MX .

For λ� ḡ, the tree-level upper bound on the SM-like Higgs mass is maximised for
large tan β. We take here tan β(MZ) = 10 to saturate this limit. In both the CMSSM
and the CSE6SSM, the transformation M1/2 → −M1/2, A0 → −A0, B0 → −B0 and
µeff → −µeff leaves our results invariant. We use this symmetry to fix M1/2 ≥ 0.
Setting B0 = 0, we scanned over M1/2 and A0 by uniformly sampling in the intervals
[0 TeV, 20 TeV] and [−20 TeV, 20 TeV], respectively, to find solutions with the correct
Higgs mass and an allowed DM relic density. The relic density and direct detection
cross section were calculated numerically with micrOMEGAs-4.1.8, using CalcHEP model
files automatically generated with SARAH. The values of the CSE6SSM parameters used
are summarised in Table 7.1.

For this choice of parameters the lightest neutralino is expected to be MSSM-like
in its composition and couplings. At the same time, the spectrum and the RG flow
of couplings in the CSE6SSM is very different to that in the CMSSM. While the two
models may in this limit make very similar predictions concerning DM, the ranges
of parameter space in which this occurs and their collider signatures can therefore
be quite distinct. This makes it interesting to compare the CSE6SSM and CMSSM
directly. To do this comparison, we also generated a CMSSM spectrum generator
using FlexibleSUSY and SARAH as described above, and modified it to make use of the
semi-analytic BVP algorithm. Conventionally in the CMSSM, the EWSB conditions,
Eq. (2.31), are used to fix µ and Bµ, but this is inconvenient for studying the neutralino
sector. Using the freedom provided by the use of the semi-analytic RGE solutions, here
the MSSM EWSB conditions are used to fixm0 and B0 at the GUT scale, andM1/2 and
A0 were scanned over the same ranges as in the CSE6SSM. This was done for values
of µ(MS) fixed to the mean values obtained in the CSE6SSM, that is, |µ(MS)| = 417
GeV and |µ(MS)| = 1046 GeV, respectively. The same fixed value of tan β(MZ) = 10
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λ(MX) = ±9.15181× 10−4 λ(MX) = ±2.4× 10−3

σ(MX) 2× 10−2 2× 10−2

κφ(MX) 10−2 10−2

λ̃αβ(MX) = λ̃0δαβ 10−3 3× 10−3

κij(MX) = κ0δij 10−3 1.4× 10−3, 3× 10−3

f̃11(MX), f̃22(MX), f̃31(MX) 10−7 10−7

f11(MX), f22(MX), f32(MX) 10−7 10−7

µL(MX) [TeV] 10 10
s(MS) [TeV] 650 650
M1/2 [TeV] [0, 20] [0, 20]
A0 [TeV] [−20, 20] [−20, 20]

tan β(MZ) 10 10

Table 7.1: Summary of the fixed parameter values and allowed ranges used in the
CSE6SSM for the two values of |λ(MX)| considered. The free parameters σ̃(MX),
µφ(MX), B0, gDij (MX), hEiα(MX) and the f̃iα(MX), fiα(MX) not shown are set to zero
in both cases. The parameters m0, tan θ, ϕ, ΛF and ΛS are fixed by the requirement
of correct EWSB. In the CMSSM, the same ranges are taken for M1/2 and A0 for the
comparison scans with µ(MS) = ±417 GeV and µ(MS) = ±1046 GeV, and we set
tan β(MZ) = 10 as well. The EWSB conditions are used to fix m0 and B0 in the
CMSSM.

was used. In this way we are able to present a more direct comparison of the two
models, in which analogous parameters are approximately matched between the two9.
The CMSSM solutions that we obtained have a heavy SUSY scale as well, so that
we again used SUSYHD to compute the lightest Higgs mass. The predicted DM relic
density and direct detection cross section were calculated in micrOMEGAs using model
files generated by SARAH10.

In both models, valid points were selected by imposing the theoretical constraints
that the point should have a valid spectrum with correct EWSB and no tachyonic
states. We required that all couplings remain perturbative up to the GUT scale.
Since we perform only a naïve matching to the MSSM in the EFT calculation, we
allowed for an uncertainty of ±3 GeV in the result for mh1 , which is somewhat larger
than is reported by SUSYHD. For the CSE6SSM we accepted points with calculated
light Higgs masses satisfying 122 GeV ≤ mh1 ≤ 128 GeV, and for comparison we

9We emphasise that our approach in the CMSSM differs from the conventional approach in the
literature, in which µ would be determined by the EWSB conditions and m0 is an input parameter.

10The results obtained this way are in very good agreement with those found from using the MSSM
implementation already available in micrOMEGAs, provided some care is taken to define the quark mass
parameters that implicitly enter into Eq. (7.12) consistently.
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allowed the same range of Higgs masses in the CMSSM. As noted following Eq. (7.6),
points with (Ωh2)th. > (Ωh2)exp. are ruled out, and we exclude them from the valid
points presented below. On the other hand, if the relic density bound is not saturated
the point is still considered to be valid.

To make a clear comparison of the impact of collider bounds on the CSE6SSM and
CMSSM, model specific limits should be applied to each. However in the CSE6SSM
the RGEs drive the sfermions to masses which are substantially larger than the gaugino
masses, creating a hierarchical spectrum that persists even with the decoupling of the
Z ′ mass from the rest of the spectrum. This means that typically LHC collider limits
come from the gaugino sector, especially the gluino which is produced through strong
interactions. The gluino decays in an MSSM-like manner and as a result the gluino
mass limit set in the CMSSM in the heavy sfermion limit should, to a reasonable
approximation, apply to the gluino in the CSE6SSM also11. To show where current
and future collider limits constrain the models, we prefer to show explicit gluino mass
contours in each model, along with contours for the physical first generation squark
mass, mũ6 . Note that this is approximately degenerate with the other first and second
generation squark masses as well, i.e., mq̃1,2 ≈ mũ6 .

7.3 Mixed Bino-Higgsino Dark Matter

Using the above framework for scanning the CMSSM and CSE6SSM, we explore parts
of the parameter space in both models containing a viable neutralino DM candidate
at or below the TeV scale. We first consider cases with a light Higgsino mass term of
|µ(eff)(MS)| ≈ 417 GeV. The results obtained in the two models for this value of |µ(eff)|
are compared in Figure 7.1 and Figure 7.2.

In the top row of Figure 7.1 we compare the mass of the SM-like Higgs in the two
models. In both we find solutions consistent with mh1 ≈ 125 GeV, but the allowed
regions in the M1/2−m0 plane clearly differ quite substantially. For such large values
of s and small values of λ the tree-level mass of the lightest CP-even Higgs in the
SE6SSM is approximately the same as it is in the MSSM, (mDR

h1 )2 ≈ (mDR
Z )2 cos2 2β,

as follows from approximately diagonalising the mass matrix in Eq. (6.46). Without
substantial tree-level contributions from the additional F - and D-terms, a 125 GeV
Higgs is achieved with large radiative corrections in the CSE6SSM as well as in the

11A more thorough treatment involves reinterpreting existing searches, for which a variety of tools,
such as Checkmate [625], MadAnalysis [626], SModelS [627] or Fastlim [628] are available. Since the
situation is fairly simple in this case, with very heavy sfermions, we consider this unnecessary here
and beyond the scope of the current analysis.
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Figure 7.1: Contour plots in the M1/2 −m0 plane of the lightest CP-even Higgs mass
(top row), DM relic density (middle row) and proton SI cross section (bottom row) in
the CSE6SSM with µeff(MX) ≈ 347 GeV (left column) and CMSSM with µ(MS) = 417
GeV (right column). In the top row, we also show contours of the gluino (solid lines)
and squark (dashed lines) masses. At large values ofM1/2, where χ̃0

1 is a light Higgsino,
the relic density saturates with (Ωh2)th./(Ωh2)exp. ≈ 0.15.
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Figure 7.2: Contour plots in the M1/2 − m0 plane of the lightest CP-even Higgs
mass (top row), DM relic density (middle row) and proton SI cross section (bottom
row) in the CSE6SSM with µeff(MX) ≈ −347 GeV (left column) and CMSSM with
µ(MS) = −417 GeV (right column). In the top row, we show contours of the gluino
(solid lines) and squark (dashed lines) masses. As for the positive µeff case, at large
M1/2 the relic density reaches a limiting value of (Ωh2)th./(Ωh2)exp. ≈ 0.15.
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CMSSM. In principle, these would result from either large sparticle masses, particu-
larly stop masses, or large stop mixing. However, increasing A0 or M1/2 to generate
large mixings for fixed µ(eff) leads to the value of m0 increasing as needed to satisfy
the EWSB conditions. As a result in the solutions we obtain m0 > A0,M1/2 and
large enough radiative corrections must arise from sufficiently heavy sparticle masses
instead. The effect of the Higgs mass constraint can be clearly seen in the top row of
Figure 7.1 and Figure 7.2, where the requirement mh1 ≥ 122 GeV imposes the lower
bound on m0 for small values of M1/2.

The right-most boundary of the solution region is a consequence of determining
m2

0 from the EWSB conditions. When the soft masses and SUSY scale are large and
|µ(eff)| � M1/2, as is the case here, the resulting function for m2

0(M1/2, A0), defined
implicitly by the EWSB conditions, has a minimum at eachM1/2 with m2

0,min(M1/2) >
0. For example, at tree-level and neglecting small D-term contributions the EWSB
conditions lead to an expression of the form m2

0 = ξ1M
2
1/2 +ξ2M1/2A0 +ξ3A

2
0 +ξ0|µ(eff)|2

where the coefficients ξ1, ξ3 > 0 and ξ0, ξ2 < 0 for tan β = 10 are set by the RG flow.
Because it is found that ξ1−ξ2

2/(4ξ3) > 0, for fixed |µ(eff)| �M1/2 there is a non-trivial
lower bound on the value of m2

0. Hence when µ(eff) is fixed, we do not find points with
values of m0 below this boundary for each given value ofM1/2. This can be contrasted
with the usual procedure in the CMSSM, where lower values of m2

0 can be found by
varying |µ| and Bµ to compensate.

Figure 7.3: Contour plots of the lightest CP-even Higgs mass in the M1/2 − A0 plane
in the CSE6SSM with µeff(MX) ≈ 347 GeV (left) and the CMSSM with µ(MS) = 417
GeV (right). Also shown are contours of the gluino (solid lines) and squark (dashed
lines) masses for both models.

In the CMSSM, the Higgs mass constraint mh1 ≤ 128 GeV also puts an upper
bound on the possible values of M1/2. This is shown in Figure 7.3, where we plot
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mh1 in the M1/2 − A0 plane in both models for µ(eff) > 0. The upper bound on mh1

cuts off the solution region at large values of M1/2 in Figure 7.3 in the CMSSM. In
comparison, in the CSE6SSM the region at large M1/2 is ruled out by the presence of
tachyonic states. The lower right region of the CSE6SSMM1/2−A0 plane in Figure 7.3
is excluded by tachyonic pseudoscalars Ai, while the uppermost boundary is due to
tachyonic CP-even Higgs states. This corresponds to the much more restrictive upper
bound on m0 in the CSE6SSM in Figure 7.1 compared to the CMSSM. The same
is true for µ(eff) < 0 in Figure 7.2, though the position of the boundary is modified,
leading to the much smaller range of acceptable m0 values in the CSE6SSM for this
value of |µeff|. It should be noted, however, that these results are obtained for a single
value of s. It is expected that if s and λ are allowed to vary while maintaining fixed
µeff, additional solutions would be obtained, as is found in the CE6SSM [363, 378].
It is important to emphasise that in the CSE6SSM there is still additional parameter
space available, and that the constraints shown here apply only for a single value of
MZ′ in the model.

The large values of m0 required result in a large SUSY scale and all scalars except
the SM-like Higgs h1, and the lightest pseudoscalar A1 in the CSE6SSM, are very heavy.
In the top row of Figure 7.1 and Figure 7.2 we show contours of the gluino and first and
second generation squark masses. The viable solutions that we find in the CSE6SSM all
have squark masses mq̃1,2 ≥ 5.4 TeV, while in our CMSSM solutions mq̃1,2 ≥ 6.5 TeV.
While much lighter thanMZ′ , these states are not observable at the LHC. On the other
hand, the small exotic couplings lead to light exotic fermions. For |µeff(MX)| ≈ 347
GeV, the choice of κ0 = 10−3 leads to exotic D fermion masses of ≈ 1.3 TeV. Similarly,
setting λ̃0 = 10−3 leads to inert Higgsinos with masses ≈ 580 GeV. Both sets of states
are therefore light enough to be produced at the LHC and would be detectable via
the signatures discussed in Section 6.4.2. Given the increasingly large SUSY scale
required by LHC searches in constrained models, this makes searches targeting the
exotic spin-1/2 leptoquark and inert Higgsino states attractive for still being able to
probe the CSE6SSM parameter space. Because the exotic couplings cannot be too
large in the scenarios considered here, improved limits on these states would strongly
constrain the solutions we have found with very small values of |µeff|.

In addition to the restriction on the allowed values ofm0, there is also a lower bound
on M1/2 in both models, which is determined by the relic density constraint. The
behaviour in the CMSSM in this case is well understood. WhenM1 is sufficiently large,
χ̃0

1 is a nearly pure, light Higgsino that is underabundant [629]. The opposite limit,
with small M1/2 and M1 . µ, leads to an almost pure bino LSP that is overabundant,
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due to its small annihilation cross section. Therefore requiring Ωh2 ≤ 0.1188 amounts
to placing a lower bound on M1/2 for fixed µ.

Since µ(eff) is small in this case, an acceptable relic density is achieved with relatively
low values of M1/2. The minimal allowed value of M1/2 in the CMSSM, M1/2 ≈ 0.85
TeV, leads to M1 ≈ µ and the LSP is a so-called “well-tempered” highly mixed bino-
Higgsino state [588] that saturates the relic density. This region is evident in the middle
rows of Figure 7.1 and Figure 7.2 as an extremely narrow strip at the minimum value
ofM1/2 (shown in greater detail in the insets) where (Ωh2)th. ≈ 0.1188, while for larger
M1/2 the Higgsino DM candidate leads to (Ωh2)th. � 0.1188. From comparing the left
and right panels in the middle rows of Figure 7.1 and Figure 7.2 it is clear that similar
behaviour occurs for the ZE

2 = +1 DM candidate in the CSE6SSM. From Eq. (6.27)
and Eq. (6.28) it follows that the necessary value of M1 occurs for smaller values of
M1/2 in the CMSSM.

The low allowed values of M1/2 imply that in the light µ(eff) scenario the gluino as
well as the ordinary neutralino and chargino states can be light. Though the location
of the well-tempered strip in theM1/2−m0 plane differs in the two models, the masses
of the gluino, neutralino and charginos are still rather similar. For example, in both
models in this strip mχ̃0

1
≈ 370 GeV. In the CMSSM, we find that mg̃ & 2.1 TeV, the

minimum value occurring in the well-tempered region. A very similar result can be
seen in the CSE6SSM, with mg̃ & 2 TeV except for a narrow line of solutions where
the gluino can be as light as mg̃ ≈ 1 TeV.

For these solutions, the bino DM candidate is viable due to the A-funnel mecha-
nism. In the CMSSM, mA is only light enough so that mA ≈ 2mχ̃0

1
at large tan β & 50

[590]. Because we only considered tan β(MZ) = 10 in our scans, mA > 6 TeV is always
very heavy in our CMSSM results and the A-funnel region is not accessible. In the
CSE6SSM, for a given value of tan β and M1/2 one can make mA1 ≈ 2mχ̃0

1
light by

fine tuning A0 appropriately. This corresponds to the lower boundary of the solution
region in Figure 7.3. Therefore even for tan β(MZ) = 10 light bino DM can satisfy
the relic density constraint in the CSE6SSM. This does, however, imply a substantial
fine tuning; in our scans, additional points were sampled from this region to overcome
this.

In either the bulk or A-funnel regions, the gluino is thus observable at run II
or at the high luminosity LHC (HL-LHC); indeed, gluino masses under 2 TeV are
already rather close to the limits based on the most recent

√
s = 13 TeV data [630–

633] and so LHC searches will soon be probing this part of the parameter space.
Similarly, both models also predict light neutralinos and charginos with masses of a
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few hundred GeV. To be precise, our CMSSM solutions satisfy 366 GeV ≤ mχ̃0
1
≤ 452

GeV, 428 GeV ≤ mχ̃0
2
≤ 453 GeV and 419 GeV ≤ mχ̃±1

≤ 453 GeV, while in the
CSE6SSM the ranges are 182 GeV ≤ mχ̃0

1
≤ 426 GeV, 335 GeV ≤ mχ̃0

2
≤ 438 GeV,

and 335 GeV ≤ mχ̃±1
≤ 431 GeV. This suggests the neutralinos and charginos could

also be discoverable at the HL-LHC [634] in the small µ(eff) case. The overall picture
for the solutions presented with |µ(MS)| ≈ 417 GeV is of a split spectrum, with
unobservably heavy scalars but light exotic fermions and electroweak-inos, as well as
a sufficiently light gluino. This scenario would therefore predict interesting collider
phenomenology in tandem with accounting for the observed DM relic density.

However, while small values of µ(eff) permit the neutralinos and gluino to be ob-
servable at the LHC, models with a highly mixed bino-Higgsino DM candidate are
strongly constrained by null results from direct detection experiments. In the bottom
rows of Figure 7.1 and Figure 7.2 we show the χ̃0

1-proton SI cross section, given by
Eq. (7.11), for each sign of µ(eff). In the region where (Ωh2)th. matches the observed
value, the direct detection cross section peaks at ∼ 10−45 − 10−44 cm2 and is above
the 90% exclusion limits set by LUX [373, 374]. In both the CSE6SSM and CMSSM,
the SI cross section in this part of the parameter space is dominated by t-channel
exchange of the lightest CP-even Higgs h1. Keeping only the leading contribution to
the Wilson coefficients Cq in Eq. (7.12), the SI part of the χ̃0

1-nucleon cross section
takes the form [367]

σpSI =
4m2

χ̃0
1
m4
p

πv2m4
h1(mχ̃0

1
+mp)2 |gh1χ1χ1F

p|2 , (7.18)

where
F p =

∑
q=u,d,s

fpTq + 2
27

∑
Q=c,b,t

fpTQ , (7.19)

with fpTq, f
p
TQ defined as in Eq. (7.13). The size of the cross section in Eq. (7.18) is

set by the h1 χ̃
0
1 χ̃

0
1 coupling gh1χ1χ1 , which is given by

gh1χ1χ1 = 1
2

√3
5g1N14 − g2N13

 [N11(Uh)11 −N12(Uh)12] , (7.20)

where the neutralino mixing matrix elements Nij are defined in Eq. (6.22) and the
Higgs mixing matrix Uh is defined by Eq. (6.44). In the CSE6SSM, the contributions to
this coupling involving the singlet mixing components N1j, j = 5, 6, 7, 8, are negligible
in our case and have been ignored in Eq. (7.20). In the highly mixed case with
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|µ| ≈ M1 and N13 . N14, the products N11N14 and N12N14 that appear above are
large and the SI cross section is enhanced [609]. Therefore points with a mixed bino-
Higgsino DM candidate that saturates the relic abundance are excluded, for both12

signs of µ(eff). As M1/2 is increased (decreased) so that χ̃0
1 has a smaller (larger) bino

component, the SI cross section decreases as N14 → 0 (N11, N12 → 0). Additionally,
the reduction in Ωh2 for larger values of M1/2 implies a reduction in the local number
density of WIMPs and thereby weakens the limits from direct detection, as estimated
from Eq. (7.15). Thus points away from the well-tempered strip may still avoid the
direct detection limits. In the CSE6SSM, the presence of the A-funnel region also
allows for solutions with (Ωh2)th. ≈ (Ωh2)exp. and a predicted SI cross section below
current limits for λ < 0. Nevertheless, as discussed below future limits are expected
to probe a substantial portion of the remaining parameter space. Therefore scenarios
with small µ(eff) and a mixed bino-Higgsino χ̃0

1 are very tightly constrained.

7.4 Pure Higgsino Dark Matter

This situation can be compared with the case when the DM candidate is a heavy,
almost pure Higgsino. These scenarios are less constrained by direct detection lim-
its due to both the weaker limits at high WIMP masses and the suppression of the
SI scattering cross section for a pure Higgsino LSP [635]. Analyses of the CMSSM
parameter space that also account for limits from collider searches suggest that this
part of the parameter space is favoured by experimental constraints [636], though sce-
narios with a relatively light LSP can still fit the data [637]. To see that this is also
true in the CSE6SSM, in Figure 7.4 and Figure 7.5 we compare the CSE6SSM with
|µeff(MS)| ≈ 1046 GeV to the CMSSM with |µ(MS)| = 1046 GeV.

As in the previous case with small µ(eff), the region in which we find solutions in the
CSE6SSM is much smaller than in the CMSSM. The upper bound on m0 again arises
from tachyonic CP-even and CP-odd Higgs states that occur as |A0| is increased. At
the same time, the minimum value of M1/2 that satisfies the relic density constraint
is much larger. This is because a relic density consistent with Eq. (7.6) requires χ̃0

1 to
be nearly purely Higgsino with mχ̃0

1
≈ 1 TeV, which is achieved for |M1| & |µ(eff)| ≈ 1

TeV. The condition of universal gaugino masses at MX then means that the gluino
is now very heavy along with the sfermions. In the CSE6SSM we find solutions with

12For µ(eff) < 0 the SI cross section is slightly smaller, due to a cancellation between the contribu-
tions from the up- and down-type Higgsinos, but this is not significant enough to evade the current
limits.
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Figure 7.4: Contour plots in the M1/2 − m0 plane of the lightest CP-even Higgs
mass (top row), DM relic density (middle row) and proton SI cross section (bottom
row) in the CSE6SSM with µeff(MX) ≈ 898 GeV (left column) and CMSSM with
µ(MS) = 1046 GeV (right column). In the top row, we show contours of the gluino
(solid lines) and squark (dashed lines) masses.

mg̃ ≥ 3.8 TeV, compared to the minimum value of mg̃ ≥ 5.7 TeV in the CMSSM scan.
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Figure 7.5: Contour plots in the M1/2 − m0 plane of the lightest CP-even Higgs
mass (top row), DM relic density (middle row) and proton SI cross section (bottom
row) in the CSE6SSM with µeff(MX) ≈ −898 GeV (left column) and CMSSM with
µ(MS) = −1046 GeV (right column). In the top row, we show contours of the gluino
(solid lines) and squark (dashed lines) masses.

The prospects for an LHC discovery in this scenario are fairly poor in the CMSSM,
as the gluino and all sfermions would be out of reach at run II.
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For the CSE6SSM points shown in Figure 7.4 and Figure 7.5 we considered slightly
larger exotic couplings with κ0 = λ̃0 = 3 × 10−3. The couplings are required to be
large enough to ensure that χ̃0

1 is still the stable second DM candidate, rather than
one of the exotic sector possibilities. The exotic fermions are correspondingly heavier,
with masses satisfying 3 TeV ≤ mDi ≤ 3.3 TeV and 1.63 TeV ≤ mH̃0

Iα
≤ 1.67 TeV,

which also makes them unlikely to be observable at run II or at the HL-LHC. Note
however that, in addition to being able to varyMZ′ , there is also some freedom to vary
the exotic couplings to obtain lighter exotic states. We illustrate this in Figure 7.6,
where we plot the valid solutions with κ0 = 1.4 × 10−3, giving D fermion masses
of mDi ∈ [1.5 TeV, 1.6 TeV], comparable with the potential exclusion reach for third
generation squarks at the HL-LHC [638]. For fixed |λ(MX)| = 2.4× 10−3 the effect of
this is to slightly increase the minimum allowed value of M1/2 outside of the A-funnel
region. This is due to an increase in the calculated (Ωh2)th., which was already rather
close to the value from Planck observations. The larger value of the relic density in
turn arises because of the increase in µeff(MS) that results for smaller values of κ0 in
the RG running; this can be seen, for example, from Eq. (D.17). A compensating small
reduction in λ(MX) can be used to maintain the low-energy value of µeff and therefore
(Ωh2)th., in which case the smaller values of M1/2 shown in Figure 7.4 and Figure 7.5
continue to be allowed. The presence of light exotics is an important possible signature
that allows the model to be discovered when the SUSY breaking scale is very heavy,
as well as distinguishing the E6 inspired model from the CMSSM.

Figure 7.6: Contour plots in the M1/2 − m0 plane of the DM relic density in the
CSE6SSM with µeff(MS) ≈ 1046 GeV (left) and µeff(MS) ≈ −1046 GeV (right), with
reduced values of the exotic Yukawa couplings κij(MX) such that mDi ≈ 1.5 TeV.
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As can be seen in the middle rows of Figure 7.4 and Figure 7.5, and in Figure 7.6,
the prediction for the relic density in the CSE6SSM remains similar to that in the
CMSSM. In both models a Higgsino with a mass of approximately 1 TeV saturates
the observed value in Eq. (7.6). The narrow A-funnel region at lower M1/2 is again
accessible in the CSE6SSM by tuning A0 to reduce mA1 . As large mixings are no
longer required to reproduce the relic density for |µ(eff)| ≈ 1 TeV, a large fraction of
the solutions found have a predicted SI cross section below the current LUX limits.
Points in both models with M1/2 where the LSP transitions from being pure bino to
pure Higgsino, i.e., where M1 ≈ µ(eff) near the lower bound on M1/2, present a larger
cross section that is in excess of the LUX limits. Therefore even for heavy µ(eff) in
the CMSSM and CSE6SSM constraints can be put on the parameter space by direct
detection searches. At largerM1/2 (that is, whereM1 is significantly larger than µ(eff))
the models currently evade the SI direct detection limits, and are very unlikely to
be probed by direct collider searches in the near future if the exotic fermions in the
CSE6SSM are not light. However, this part of the CSE6SSM, and CMSSM, parameter
space will be constrained by results from XENON1T.

7.5 Benchmark Scenarios

Before considering the impact on the CSE6SSM parameter space coming from the
current set of constraints and the projected impacts of limits from XENON1T, we
present a set of benchmark points as specific examples illustrating the above scenarios.
In Table 7.2 we show the model parameters defining six benchmark points along with
the predicted mass spectra. The points labelled BM1, BM2, and BM3 have a ZE

2 = +1
DM candidate that is a mixed bino-Higgsino state, while the remaining benchmarks
have a pure Higgsino DM candidate. All of the benchmarks reproduce the observed
SM-like Higgs mass, within theoretical errors.

In all of the benchmarks, the sfermions are rather heavy due to the large values
of m0 required to reproduce the 125 GeV Higgs mass. The prospects for observing
any of these states at the LHC are therefore poor. Small values of the exotic Yukawa
couplings permit the exotic fermions to be light, making these states much more
promising as discovery channels for all of the benchmarks. For example, BM1 has
exotic leptoquarks with masses well below current limits on the gluino and should be
easily discoverable at run II of the LHC. For BM2, BM3, BM4 and BM6, the exotic
quarks are slightly heavier but should still be quite comfortably within the reach of
the LHC run II. The fact that the exotic couplings are not tightly constrained by DM
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BM 1 BM 2 BM 3 BM 4 BM 5 BM 6

λ(MX) 0.0009152 0.0009886 0.0007052 0.002295 0.00047 0.0005
λ̃11,22(MX) 0.001 0.0013 0.0012 0.003 0.0016 0.0012
κ11,22,33(MX) 0.001 0.0013 0.0012 0.00135 0.0016 0.0012
M1/2 [GeV] 2227.79 2407.79 1617.79 5800.98 1900.00 2017.79
m0 [GeV] 9586.46 9494.22 8800.16 1.084 · 104 7396.89 7410.12
A0 [GeV] −7281.96 −6481.96 −7541.96 2129.63 −4600.00 −4441.96

1− tan θ 1.5 · 10−6 1.9 · 10−6 2.4 · 10−6 9.4 · 10−7 5.3 · 10−6 2.7 · 10−6

ϕ [TeV] −1633 −1493 −1737 −708 −1713 −1621
Λ1/2
F [TeV] 127 120 131 108 139 133

Λ1/3
S [TeV] 98 91 102 61 101 96

mq̃1,2 [GeV] 9400 9400 8500 12500 7300 7350
ml̃ [GeV] 9500 9400 8700 11000 7330 7350
mb̃1

[GeV] 7577 7616 6759 10801 5927 5992
mb̃2

[GeV] 9361 9364 8438 12411 7287 7345
mt̃1 [GeV] 5476 5550 4802 8582 4326 4396
mt̃2 [GeV] 7580 7619 6762 10803 5931 5995

mH± ≈ mA2 ≈ mh3 [GeV] 9381 9312 8576 11056 7245 7266
mA1 [GeV] 5193 6605 2723 9978 931 3650
mA3 [GeV] 42896 39797 44939 25797 43985 41946
mh1 [GeV] 125.22 125.04 124.96 125.04 124.04 124.10
mh2 [GeV] 8208 8289 7985 8048 7072 7195
mh4 [GeV] 38770 36136 40469 24529 39664 37913

MZ′ ≈ mh5 [GeV] 2.4 · 105 2.4 · 105 2.4 · 105 2.4 · 105 2.4 · 105 2.4 · 105

mD̃i1
[GeV] 8523 8430 7016 12308 4520 5562

mD̃i2
[GeV] 10376 10516 9966 12662 9698 9062

mDi [GeV] 1243 1575 1499 1540 1943 1489
mH±

Iα1
[GeV] 8938 8762 7862 10433 5799 6309

mH±
Iα2

[GeV] 10056 10091 9490 11986 8696 8328
mHIα1

[GeV] 13406 13332 12935 14251 12123 12189
mHIα2

[GeV] 17161 17113 16944 17584 16560 16494
mH̃±

Iα
≈ mH̃0

Iα1,2
[GeV] 580 750 700 1663 929 699

mSIi [GeV] 25593 25516 25663 24875 25583 25567

mL±41
[GeV] 17580 17468 17355 17512 16663 16657

mL±42
[GeV] 18465 18422 18021 19611 17470 17513

mL0
41

[GeV] 19994 19886 19870 19671 19345 19336
mL0

42
[GeV] 20771 20724 20449 21557 20039 20072

mL̃±4
≈ mL̃0

41,2
[GeV] 15358 15314 15439 14955 15436 15447

Table 7.2: Parameters for the benchmark points BM1–BM6 and the resulting sparticle
masses. Those parameters not shown here are set equal to the values used in the scans
of the CSE6SSM parameter space. For brevity, we show an approximate mass mq̃1,2 for
the first and second generation up- and down-type squarks. The exact masses of all
four states are within ±100 GeV of this value. Similarly, ml̃ represents an approximate
mass for all sleptons, with the exact masses all lying within ±150 GeV of the given
value.
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limits does, however, mean that the exotic states can also be heavier, and potentially
more difficult to observe at the LHC. BM5 is an example of this scenario, having
leptoquarks that are heavier than in the other benchmarks that may be challenging to
find with 300 fb−1 of integrated luminosity. Even so, they are still light enough for a
discovery to be possible at the LHC. As noted in Section 6.4.2, the pair production of
these states would be expected to lead to an enhancement in p p→ t t̄ τ+ τ−+Emiss

t +X
and p p→ b b̄ τ+ τ−+Emiss

T +X. The potential for discovering the model through the
decays of these states means that dedicated studies on these exotic states would be
extremely valuable.

Although the sfermions are rather heavy, in all benchmark points other than BM4
the MSSM-like neutralinos and charginos are also light in addition to the exotic states.
The neutralino and chargino masses are shown in Table 7.3. While these are weakly
interacting states, they are very light, so it is reasonable to expect some discovery
potential, in particular from the production of a neutralino-chargino pair, which leads
to an enhancement of pp → lll + Emiss

T + X. The branching ratios for the processes
χ̃0

2 → χ̃0
1ll̄ and χ̃±1 → χ̃0

1lνl, obtained using the generated CalcHEP model files, are
shown in Table 7.3. For the scenarios considered here, the process χ̃0

2 → χ̃0
1ll̄ proceeds

almost entirely through diagrams involving a virtual Z, with diagrams involving a
virtual Higgs being a negligible contribution due to the small mass splitting between
mχ̃0

2
and mχ̃0

1
and the small Higgs couplings to leptons and quarks13. Therefore the

discovery prospects are expected to be rather similar to those in the WZ-mediated
scenario of Ref. [634].

The relic density and direct detection limits allow much stronger constraints to
be placed on the gaugino sector more generally. The composition of the lightest
neutralino, the relic density along with a breakdown of the various contributions to the
annihilation cross section and the SI and SD cross sections are also given in Table 7.3.
Since the inert singlinos are almost massless and their contribution to the total relic
density is negligible, the total relic density shown is that due to the lightest neutralino.

Benchmarks with a light, mixed bino-Higgsino candidate, lying in the low M1/2

regions of Figure 7.1 and Figure 7.2, have the largest SI cross sections due to the
large mixings. These points, namely BM1, BM2, and BM3, are already experiencing
significant tension with the current set of LUX limits, and would be discovered almost
immediately at XENON1T. An advantage of achieving the relic density with a light
DM candidate is that M1/2 can be much smaller, so that the gluino may be within
reach of the LHC as well. If this is the case, gluino pair production would lead to

13Note that the decay of χ̃0
2 into χ̃0

1 + tt̄ is not kinematically allowed.
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BM 1 BM 2 BM 3 BM 4 BM 5 BM 6

mg̃ [GeV] 2099 2256 1541 5230 1716 1839

mχ̃±1
[GeV] 422 454 320 1034 216 231

mχ̃±2
≈ mχ̃0

4
[GeV] 780 845 570 2129 645 682

mχ̃0
1

[GeV] 375 409 264 1024 204 219
mχ̃0

2
[GeV] 433 464 338 1038 226 241

mχ̃0
3

[GeV] 445 479 338 1159 336 358
mχ̃0

5
[GeV] 25394 23602 26745 14546 26437 25249

mχ̃0
6

[GeV] 29853 27651 31546 16364 31173 29737
mχ̃0

7
[GeV] 231028 232102 230097 238639 230406 231254

mχ̃0
8

[GeV] 258656 257259 259681 249541 259532 258784

|(ZN )14|2 0.6318 0.6075 0.7210 0.0691 0.0679 0.0624
|(ZN )13|2 0.0081 0.0075 0.0106 0.0028 0.0180 0.0165

|(ZN )11|2 + |(ZN )12|2 0.3601 0.3850 0.2685 0.9281 0.9141 0.9211

BR(χ̃−1 → χ̃0
1lν̄l) 0.2220 0.2220 0.2220 0.2280 0.2260 0.2260

BR(χ̃0
2 → χ̃0

1ll̄ ) 0.0689 0.0689 0.0684 0.0733 0.0670 0.0674

Ωh2 0.1188 0.1185 0.1187 0.1184 0.01055 0.009626

σpSI [×10−45 cm2] 5.88 6.14 4.84 2.35 4.67 4.32
σpSD [×10−41 cm2] 6.4 5.58 10.0 0.3529 15.8 12.8
σnSI [×10−45 cm2] 5.97 6.24 4.91 2.39 4.75 4.39
σnSD [×10−41 cm2] 4.9 4.27 7.66 0.2699 12.1 9.78

χ̃0
1χ̃

0
1 → tt̄ (%) 44.9 39.0 60.0 0.6 0.5 3.3

χ̃0
1χ̃

0
1 →W+W− (%) 20.6 19.4 21.6 5.0 27.9 22.0

χ̃0
1χ̃

0
1 → ZZ (%) 13.2 12.8 11.4 3.9 18.4 14.1

χ̃0
1χ̃

0
1 → Zh1 (%) 2.9 2.7 2.9 0.7 0.0 1.7

χ̃0
1χ̃

0
1 → h1h1 (%) 0.5 0.4 0.9 0.02 0.1 0.1

χ̃0
1χ̃
−
1 →W−Z (%) 0.8 1.1 0.2 1.4 0.2 1.4

χ̃0
1χ̃
−
1 →W−h1 (%) 1.3 1.6 0.3 1.5 2.7 2.6

χ̃+
1 χ̃
−
1 →W+W− (%) 0.1 0.1 2 · 10−3 1.9 0.5 0.7

χ̃0
1χ̃
−
1 → γW− (%) 0.6 0.8 0.1 1.4 1.5 1.5

χ̃0
1χ̃
−
1 → diūi (%) 8.8 12.0 1.6 25.7 29.4 30.0

χ̃0
1χ̃
−
1 → l−i ν̄li (%) 2.7 3.8 0.5 8.8 10.7 10.8

χ̃0
2χ̃
−
1 → diūi (%) 0.2 0.4 3 · 10−3 12.0 0.7 1.2

χ̃0
1χ̃

0
2 → did̄i (%) 0.9 1.4 0.07 6.4 1.5 2.0

χ̃0
1χ̃

0
2 → uiūi (%) 0.8 1.3 0.06 4.7 0.9 1.3

χ̃+
1 χ̃
−
1 → did̄i (%) 0.1 0.2 4 · 10−3 3.0 0.9 1.2

χ̃+
1 χ̃
−
1 → uiūi (%) 0.2 0.3 6 · 10−3 4.9 1.1 1.6

χ̃0
2χ̃
−
1 → l−i ν̄li (%) 0.1 0.1 9 · 10−4 4.1 0.2 0.4

Table 7.3: Masses of the charginos and neutralinos, the bino, wino and Higgsino
components of the lightest neutralino, the branching ratios for the decays χ̃−1 → χ̃0

1lν̄l,
χ̃0

2 → χ̃0
1ll̄ (with l = e, µ) and the predicted relic density and WIMP-nucleon scattering

cross sections for the benchmark points BM1–6. Also shown are the approximate
percentage contributions to the annihilation cross section from the indicated channels
for each benchmark. Note that these contributions have been computed using the
freeze-out approximation.



7.6. Impact of Current and Future Searches 181

a considerable enhancement of pp → qqqq + Emiss
T + X. In both BM1 and BM2 the

gluino mass is fairly large, though the LHC should still be able to discover them,
at least with the high luminosity upgrade [639]. In BM3 the gluino, along with the
leptoquarks, is very light and discovery of both should be possible with 300 fb−1 of
integrated luminosity at the LHC.

The remaining benchmarks correspond to scenarios in which the lightest MSSM-
like neutralino is an almost pure Higgsino state. As can be seen from Figure 7.4 and
Figure 7.5, outside of the A-funnel regions the observed relic density is reproduced
when mχ̃0

1
≈ 1 TeV. The need for the bino to be heavier in this case means that the

gluino is above the reach of LHC run II. BM4 is an example of such a scenario. The
suppressed mixing also ensures that the SI cross section is much lower, reducing the
tension with the LUX direct detection limits. It is expected that XENON1T will still
be in a position to either discover or rule out points such as BM4, as will be shown
explicitly in the next section.

Alternatively, viable points that evade limits on the SI cross section can be found
by allowing the Higgsino LSP to be light. This corresponds to points in the largeM1/2

parts of the CSE6SSM parameter space in Figure 7.1 and Figure 7.2. The points BM5
and BM6 are examples of these scenarios, having a Higgsino DM candidate that is too
light to account for all of the observed DM relic density. Although for these points the
SI cross section is larger than in BM4, the direct detection event rate is substantially
decreased since (Ωh2)th. < (Ωh2)exp.. This allows both to evade the LUX limits and
also reduces the sensitivity of XENON1T to these points. While M1/2 is not small,
the gluino is still light enough to be accessible at run II. In contrast to BMs 1–3, these
points could therefore be discovered at run II of the LHC, without being in tension
with the current LUX limits or being observed in the early XENON1T data. However,
this comes at the cost of requiring an additional source of DM in this scenario in order
to explain the observed relic density. It follows from these benchmarks that limits on
the parameter space of the CSE6SSM can be placed by both collider searches and DM
direct detection searches, with one or the other being more effective in different parts
of the parameter space.

7.6 Impact of Current and Future Searches

In Figure 7.7 we show the current and future regions probed by LUX and XENON1T
for |µ(eff)(MS)| ≈ 417 GeV in the CSE6SSM and the CMSSM. LUX limits from 2015
already essentially exclude the well-tempered bino-Higgsino solution region at low mg̃,
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i.e., low M1/2, where the SI cross section is enhanced by large mixings. The effect of
the more recent 2016 limit is to extend this exclusion to larger gluino masses, despite
the reduction in the predicted relic density and SI cross section. This is as expected
from the results of dedicated MSSM studies [640, 641]. XENON1T [642] is projected
to exclude (or perhaps indirectly discover) even larger values of mg̃. In this CMSSM
scenario, XENON1T can potentially exclude g̃ masses up to 4− 5 TeV.

Figure 7.7: Plots of direct detection and collider constraints in the mg̃ − mũ6 plane
in the CSE6SSM with |µeff(MX)| ≈ 347 GeV (left column) and the CMSSM with
|µ(MS)| = 417 GeV (right column). In the top row, µ(eff)(MX) > 0, and in the
bottom row µ(eff)(MX) < 0. In each plot, we show points that have a SI cross section
in excess of the 2015 [373] and 2016 [374] LUX limits (pink and red, respectively)
and points that are not currently excluded but are within the projected reach [642]
of XENON1T (blue). In each case, the exclusion limit is determined according to
Eq. (7.15). Finally, points that are not excluded by any limits but that predict a relic
density that is less than 90% of the measured value are shown in yellow, while those
points with 0.9 < (Ωh2)th./(Ωh2)exp. ≤ 1 are shown in green.
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The exclusions set by direct detection searches in the CSE6SSM are to some extent
similar to those in the CMSSM. In particular, outside of the A–funnel region in the
CSE6SSM, the LUX limits exclude gluino masses mg̃ . 3 TeV for µ(eff) > 0 and
mg̃ . 2.5 TeV for µ(eff) < 0 in both models. Similarly, XENON1T will be able to
probe gluino masses up to 4 − 5 TeV in the CSE6SSM as well. This accounts for a
large fraction of as yet unexcluded solutions in the CSE6SSM.

However, as can be seen from the left column of Figure 7.7, some points in the
A-funnel region will still not be excluded by LUX or XENON1T. These points have
a suppressed SI cross section or do not saturate the relic density bound, or both.
This is also true in both models for those points not excluded at large mg̃. Points
close to the well-tempered region, where the amount of mixing is still relatively large,
only escape being excluded if they lead to an extremely small relic density. If it is
required that the LSP explains a substantial fraction of the observed relic abundance,
for example (Ωh2)th./(Ωh2)exp. > 0.1, then these points are removed. This is illustrated
in Figure 7.8, where we show the variation in the bino fraction for points satisfying
this criterion. The effect of the direct detection limits is to heavily restrict the amount
of mixing allowed. The surviving points are forced to either be almost pure bino, at
small M1/2, or almost pure Higgsino at large M1/2 and hence having a heavy SUSY
spectrum.

Figure 7.8: Plots showing points excluded by direct detection constraints in theM1/2−
|N14|2 plane in the CSE6SSM (left) and CMSSM (right) for |µ(eff)(MS)| ≈ 417 GeV,
after also requiring that the LSP accounts for at least 10% of the observed relic density.
The scaling of the limits and the colour coding is otherwise the same as in Figure 7.7.

While the A-funnel points will not be observable at XENON1T, the fact that
mg̃ . 2 TeV for these solutions means that most are in reach of LHC searches targeting
gluinos. This highlights the complementary nature of collider and direct detection
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searches; similar observations have been made for the CMSSM (see, for example,
Ref. [643]). Given the similarity of the lightest ZE

2 = +1 neutralinos in the CSE6SSM
to the ordinary MSSM neutralino sector, it is not so surprising that this continues to
hold. In particular, results from XENON1T will be able to constrain the CSE6SSM
(and CMSSM) at much higher SUSY scales than are expected to be reached at the
LHC. We conclude from this that direct detection searches, if no WIMPs are observed,
will be able to place indirect limits on the sparticle masses much higher than can be
achieved at run II, when the neutralino does not annihilate via special mechanisms
such as the A-funnel. Thus direct detection limits are a particularly strong constraint
on the CSE6SSM parameter space.

The solutions that we find with a heavy Higgsino DM candidate lead to gluino
and MSSM sfermion masses beyond the exclusion reach at run II. This is shown in
Figure 7.9. Consequently there are effectively no constraints on this part of parameter
space coming from collider limits, at least in the CMSSM. In the CSE6SSM, the
possibility of light exotic fermions, as in Figure 7.6, would allow for the model to be
discovered even if all MSSM-like states and exotic scalars are heavy. However, if these
states are also heavy then limits from direct detection searches are much more effective
at constraining the parameter space.

Prior to the most recent LUX limits, all of our solutions with heavy |µ(eff)| were
consistent with direct detection limits. This is no longer true for the 2016 LUX limits,
which now exclude points with M1 ≈ µ(eff). Therefore the current direct detection
limits are already probing the heavy |µ(eff)| parameter space. Scenarios with a highly
mixed bino-Higgsino χ̃0

1 accounting for at least 10% of the relic abundance are again all
excluded by the current limits. This is shown in Figure 7.10. Thus in the case that the
LSP is relevant for addressing the DM problem, direct detection limits place stringent
constraints on the allowable bino-Higgsino admixture. More extensive coverage of the
valid, low mixing regions will require results from XENON1T, however.

It is clear that in the CSE6SSM, results from XENON1T will place very strong
constraints on the parameter space, as it should be possible to cover almost all of the
allowed region. As for the previous small |µ(eff)| case, the surviving regions are the
A-funnel region and at very large mg̃. In this scenario the A-funnel region cannot
be searched for directly at the LHC; from the left column of Figure 7.9 it can be
seen that the gluino mass is always greater than ≈ 4 TeV. An interesting question
is to what extent indirect DM detection experiments or results from flavour physics
can constrain the CSE6SSM here; we leave this for a future study. On the other
hand, for very heavy spectra without light exotic fermions neither collider searches
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Figure 7.9: Plots of constraints in the mg̃ − mũ6 plane in the CSE6SSM with
|µeff(MX)| ≈ 898 GeV (left column) and the CMSSM with |µ(MS)| = 1046 GeV
(right column). In the top row, µ(eff)(MX) > 0, and in the bottom row µ(eff)(MX) < 0.
The colour coding is the same as in Figure 7.7.

nor results from XENON1T will constrain the CSE6SSM or the CMSSM. Even more
sensitive direct detection experiments, such as results from LZ [644], will be required
to directly search for these scenarios.

It should be noted that the large number of solutions for which (Ωh2)th. is in-
dicated as being less than 90% of the Planck value in Figure 7.9 still account for
a very large fraction of the observed relic abundance. Small changes in λ(MX), or
µ(MX) in the CMSSM, are enough to closely reproduce the value in Eq. (7.6) without
significantly changing any other results, unlike in the light Higgsino case where the
DM candidate is severely underabundant assuming a standard freeze-out scenario. At
large M1/2 the relic density is still fully accounted for by the Higgsino DM candidate.
Unfortunately, while these scenarios can explain the observed DM density entirely, the
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Figure 7.10: Plots showing points excluded by direct detection constraints in the
M1/2−|N14|2 plane in the CSE6SSM (left) and CMSSM (right) for |µ(eff)(MS)| ≈ 1046
GeV, after also requiring that the LSP accounts for at least 10% of the observed relic
density. The scaling of the limits and the colour coding is the same as in Figure 7.7.

expected collider phenomenology is rather uninteresting as all states are too heavy to
be observable.

7.7 Conclusions

In Chapter 6, we introduced the SE6SSM as an alternative to the simplest variants
of the E6SSM, and showed how it has the attractive feature of improving some of
the shortcomings of the simpler models. As the SE6SSM is a U(1)N extension of the
MSSM, the model allows the standard see-saw mechanism for neutrino masses and a
leptogenesis explanation of the matter-anti-matter asymmetry. The single Z̃H

2 symme-
try, meanwhile, replaces the multiple discrete symmetries imposed in the E6SSM, and
together with R–parity leads to multiple DM candidates. The discussion of the mass
spectrum at tree-level suggested that the exotic states in the model could be light,
leading to potentially spectacular collider signals, and that DM could be accounted
for by an MSSM-like, ZE

2 = +1 neutralino. The extremely light singlino, which would
be the second DM candidate, yields a hot DM component that contributes negligibly
to the observed relic density.

The numerical work in this chapter is aimed at validating this picture in the
CSE6SSM, incorporating important higher order corrections to the mass spectrum,
and allows for the constraints on the model to be determined. We have performed a
detailed exploration of the parameter space of both the CMSSM and CSE6SSM and
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compared the results found in each. In general, both models contain viable DM candi-
dates, but direct detection limits are placing increasingly stringent constraints on the
allowed parameter space. In both models the observed relic density can be fitted with
a pure Higgsino neutralino that has a mass around 1 TeV. Alternatively the same can
be achieved with a mixed bino-Higgsino DM candidate, requiring a fine tuning of M1

and µ(eff) so that χ̃0
1 is well-tempered. This allows for lighter neutralino masses to be

viable DM candidates; in the examples presented above, mχ̃0
1
≈ 400 GeV. However,

recent direct detection results have placed strong limits on this mixing, leading to a
serious tension between fitting the observed relic density and evading direct detection
limits. Indeed, the recent LUX 2016 direct detection limits constrain Higgsino-bino
mixing to such a great extent that the well-tempered strip is ruled out in both models,
for both light and heavy neutralinos.

Unlike in the CMSSM, in the CSE6SSM the extended CP-odd Higgs sector allows
for the correct relic density to be achieved for lighter M1/2 due to the A-funnel mech-
anism. This scenario is only possible in the CMSSM for much larger values of tan β
than considered in the results presented here. Scenarios in which the A-funnel is active
in the CSE6SSM exist for both the heavier and lighter Higgsino masses considered.
For lighter Higgsino masses this A-funnel region, which can escape even the projected
future direct detection limits from XENON1T, will on the other hand be probed by
the LHC during run II. This demonstrates an important complementarity between
collider searches and experiments for the direct detection of DM.

These special regions aside, however, it is now rather difficult to explain DM in
the lighter Higgsino mass scenarios. If one gives up the requirement that the lightest
neutralino account for the complete DM relic density, then many scenarios are still
viable and have phenomenology that will be probed with run II of the LHC. Since
the sfermions will still be very heavy the main signatures arise from the production of
gluinos, charginos and neutralinos, with MSSM-like signatures. The potentially light
exotic states in the E6 inspired model are an exciting possibility for discovering the
model even when the other sparticles are very heavy via the signatures discussed in
Section 6.4.2, which is an advantage that the CSE6SSM has over the CMSSM.

Heavier scenarios with a Higgsino DM candidate of around 1 TeV are also not
currently constrained so much by direct detection and it is possible to fit the relic
density in both the CMSSM and CSE6SSM for a wide range of the parameter space.
Unfortunately, these scenarios have a rather heavy spectrum which is not accessible
to the LHC. They will, however, be probed by future direct detection experiments,
such as XENON1T, which will be able to probe most of the viable solutions we have
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found in the CSE6SSM. Therefore the future impact of XENON1T, as well as even
more sensitive experiments such as LZ, on the CSE6SSM will be very significant.
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Summary

E6 inspired models are well-motivated extensions of the MSSM that have the potential
to address some of the outstanding problems of minimal SUSY. Arising naturally from
superstring inspired constructions, models like the E6SSM extend the gauge group of
the MSSM with at least one additional U(1)′ symmetry. This gauge symmetry can
be used to forbid an elementary µ term, while the VEV of a singlet field can be used
to dynamically generate an effective µ parameter, solving the µ problem. Anomaly
cancellation requires that the matter content of these models also contains exotic
matter fields, as well as a heavy Z ′ boson. These features allow the tree-level light
Higgs mass to be raised compared to the MSSM, in turn reducing the need for large
radiative corrections to reproduce the observed mass of 125 GeV. As a result, E6

inspired models have the potential to solve both the big and little hierarchy problems.
The low-energy U(1)′ charge assignments depend on the choice of gauge symmetry

breaking pattern in the construction of the model. The E6SSM corresponds to the case
in which the U(1)′ is defined such that the right-handed neutrinos are total singlets,
and thus do not participate in gauge interactions. In this unique case, small non-zero
neutrino masses can be generated through a see-saw mechanism, and successful baryo-
genesis achieved via leptogenesis. E6 inspired models with a U(1)N gauge symmetry
are therefore able to solve both of these key problems in the SM and the MSSM. The
presence of exotic states and a Z ′ boson might lead to distinctive collider signatures;
the interesting phenomenology associated with these states has contributed to these
models receiving a substantial amount of attention in the literature. Detailed studies
of complicated BSM models like the E6SSM are very difficult, however. In Chapter 4,
we outlined work we undertook to facilitate precision numerical studies of models such
as the CE6SSM and CSE6SSM. This included the implementation of a new BVP solver

189
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and the calculation of the loop-induced diphoton and digluon decay widths of scalars
and pseudoscalars in general models, which are important for collider studies.

In this thesis, we have shown that the appearance of the new Z ′ boson also has
important consequences for the naturalness of the simplest variant of the E6SSM and
other similar E6 inspired models. The same U(1)′ D-terms that help to raise the Higgs
mass at tree-level also provide a tree-level contribution to the EW scale. If theD-terms
are large, then this implies that fine tuning is necessary to maintain an acceptably light
Z boson mass. In the E6SSM, the size of the D-terms can be related to the Z ′ mass,
which is required to satisfyMZ′ & 3.4 TeV by LHC searches. TheD-term contributions
are as a result already quite sizeable, suggesting the possible existence of a substantial
fine tuning. As argued in Chapter 5, the tuning associated with the Z ′ mass limits
is not dependent on assumptions about the high-scale boundary conditions imposed
on the model. This is in stark contrast to the usual radiative corrections that lead to
the little hierarchy problem, which are highly dependent on these assumptions. By
considering both the E6SSM and the MSSM at low energies, we effectively eliminated
the fine tuning effects of these model dependent contributions, revealing the residual
fine tuning associated with the size of MZ′ .

The results of doing so showed that the limits on MZ′ can be used to set conser-
vative lower bounds on the fine tuning in the E6 inspired models considered. In the
E6SSM, previous run I limits ofMZ′ & 2.5 TeV already impose a fine tuning equivalent
to that which would occur in the MSSM if charginos were required to have masses
above 700 GeV. This exclusion of the Z ′ mass has already been strengthened at run
II, so that these limits already significantly challenge the naturalness of the E6SSM
at low energies. Despite this, when radiative corrections are not minimised, it is still
possible for the E6SSM to be less fine tuned than the MSSM, emphasising the model
dependence of these contributions. At low energies, the Z ′ fine tuning can be reduced
by considering alternative E6 inspired models, such as those with a U(1)I symmetry,
but the positive aspects of the U(1)N symmetry are then sacrificed.

One way to avoid this fine tuning in U(1)N models is to consider extensions of
the E6SSM in which the matter content suppresses the problematic D-terms. In
Chapter 6, we reviewed an E6 inspired model with an exact custodial Z̃H

2 symmetry
that does exactly this. Moreover, the single Z̃H

2 in the SE6SSM suffices to forbid all
dangerous operators leading to FCNCs and rapid proton decay. This is a significant
improvement over the simplest variants of the E6SSM, which have the undesirable
feature that multiple exact and approximate discrete symmetries have to be imposed
to be viable. The inclusion of a pure singlet state, required to stabilise the scalar
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potential, also provides a mechanism through which the SUSY scale can be well below
MZ′ . This breaks the tight relationship in the E6SSM that results in MS ∼ MZ′ and
forces the superpartners to be much heavier than is otherwise required by collider
searches and the Higgs mass constraint. We introduced a constrained version of the
model, the CSE6SSM, with boundary conditions inspired by gravity mediated SUSY
breaking, and discussed the expected structure of the mass spectrum. The automatic
conservation of a ZM

2 matter parity together with the imposed Z̃M
2 implies the existence

of two DM candidates in the CSE6SSM, one of which we showed can be MSSM-like
and so may fully account for the observed DM relic density.

To demonstrate this, in Chapter 7 we carried out a detailed numerical study of
the parameter space of the CSE6SSM. The model was directly compared to analogous
scenarios in the CMSSM, and the impact of collider and DM constraints was assessed.
Both the CSE6SSM and CMSSM contain regions of parameter space consistent with
a 125 GeV Higgs and that lead to a DM candidate that saturates the Planck mea-
surement of the relic density. However, direct detection searches put very strict limits
on the identity of the DM candidate; an LSP with a significant bino-Higgsino mixing
is now largely ruled out due to its enhanced SI scattering cross section. The DM
relic density can still viably be accounted for in both models by a pure Higgsino with
a mass of ∼ 1 TeV, for tan β = 10. In constrained scenarios, this implies that the
rest of the MSSM superpartners are very heavy and unobservable at the LHC. In the
CSE6SSM, the extended pseudoscalar sector means that at tan β = 10 it is possible for
the lightest CP-odd Higgs to be light, opening up the opportunity to also explain the
relic density with a light LSP that undergoes resonant annihilations in an A-funnel
region. While these scenarios would have evaded direct detection searches, they are
eminently testable at run II of the LHC due to the light predicted gluino masses.

In general, we found that direct detection searches are able to probe much heavier
SUSY scales than will be accessible at the LHC. The next generation of searches, such
as XENON1T and LZ, will have a significant impact on the parameter space of the
CSE6SSM, improving on what are already very strong constraints on the parameter
space. A distinctive feature of the E6 inspired models studied is that it remains
possible for the exotic fermions to be light. These would have distinctive collider
signatures, and allow for the model to be discovered at the LHC and distinguished
from the MSSM, even if the rest of the SUSY spectrum is required to be heavy by DM
direct detection constraints. The complementary limits coming from collider and DM
searches continue to place impressive limits on the parameter space of the E6 inspired
models considered in this thesis.
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Nevertheless, there still remain phenomenologically viable scenarios in the param-
eter spaces of the E6SSM and SE6SSM to be explored, some of which will be probed in
the coming years. The exciting possibility of observing the exotic states from E6 sug-
gests one important future direction to explore. The role that these states could play
in discovering the model emphasises the importance of dedicated theoretical studies
and experimental searches for them; as yet, precise limits obtained in the context of
these models are not available. Other less well studied aspects of these E6 inspired
models, such as their predictions for flavour physics and, in the case of the SE6SSM,
the consequences of the extended dark sector, also provide interesting possibilities for
future research. With improved numerical tools available, the barriers to performing
these studies have been substantially reduced. Our theoretical understanding of these
complicated models can therefore be expected to keep pace with the rapid experi-
mental progress expected in coming years. With their connections to naturalness and
string-inspired origin, the resulting discovery or exclusion of the E6 inspired models
considered here can be hoped to shed light on the nature of fundamental physics at
high energies.



Appendix A

Review of SUSY Model Building

In this appendix we summarise the required formalism and generic results used in
constructing models of softly broken SUSY. The general results presented here may
be applied directly to the MSSM and the E6 inspired models considered in the main
body of the text to obtain, in particular, the scalar potential relevant to EWSB and
the mass matrices and interaction vertices in each model. More detailed treatments
and derivations of the results given here may be found, for example, in Refs. [103, 104].

A.1 The Super-Poincaré Algebra

The continuous symmetries of the SM can be categorised into spacetime and internal
symmetries. The full spacetime symmetry obeyed by the interactions of the SM is
described by the Poincaré group, corresponding to invariance under Lorentz transfor-
mations and spacetime translations. The Poincaré group is a 10 parameter group,
parametrised in the vicinity of the identity transformation by a constant 4-vector
aµ and a second-rank antisymmetric tensor ωµν = −ωνµ such that an infinitesimal
Poincaré transformation acting on the spacetime coordinate xµ can be written

xµ′ =
(
δµ
′

ν + ωµ
′

ν

)
xν + aµ

′
. (A.1)

The corresponding generators are P µ, the generators of spacetime translations, and
Mµν , which generate Lorentz boosts and rotations. Group elements corresponding to
translations aµ and Lorentz transformations Λ can then be written as

U(a) = exp (iaµPµ) , U(Λ) = exp
(
− i2ω

µνMµν

)
. (A.2)
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The Lie algebra of the group, that is, the Poincaré algebra, may be deduced by con-
structing representations of the group in terms of differential operators, identified by
considering the actions of the generators on test functions f(xµ). For example, the
requirement that f ′(x′) = f(x − δx) = U(δx)f(x) for infinitesimal δx allows one to
deduce that1

Pµ = i∂µ , (A.3)

while similar considerations for the generators Mµν lead to2 [82]

Mµν = −i (xµ∂ν − xν∂µ) . (A.4)

One can then directly evaluate all of the possible commutators to arrive at the Poincaré
algebra,

[Pµ, Pν ] = 0 , (A.5a)
[Mµν , Pρ] = i (ηνρPµ − ηµρPν) , (A.5b)

[Mµν ,Mρσ] = −i (ηµρMνσ − ηµσMνρ − ηνρMµσ + ηνσMµρ) . (A.5c)

The continuous internal symmetries of the SM correspond to the gauge symmetry
group SU(3)C × SU(2)L × U(1)Y . More generally, one can consider a field theory
invariant under Poincaré transformations and some set of internal symmetries, such
that the Lie algebra corresponding to the full symmetry group contains as subalgebras
the Poincaré algebras and an algebra defined by a set of generators T a. The classic CM
theorem [89] puts a very strong constraint on the structure of the full symmetry group,
provided several assumptions, such as the S-matrix being non-trivial and analytic, are
satisfied. When these hold, the theorem states that the full symmetry group of the
S-matrix is locally isomorphic to the direct product of the Poincaré group and the
group generated by the T a, that is,

[T a, Pµ] = [T a,Mµν ] = 0 . (A.6)

Thus the spacetime symmetries of the model cannot be extended in a non-trivial
fashion when the assumptions of the CM theorem are met. The SM is such a case;
the group of continuous symmetries is a direct product of the Poincaré group and
SU(3)C × SU(2)L × U(1)Y .

1Our conventions for 4-vectors are xµ = (t,x), ∂µ = (∂/∂t,∇), with the metric ηµν =
diag(+1,−1,−1,−1) and working in natural units with ~ = c = 1.

2Note that, in general, a term corresponding to the spin could also be included.
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Theories in which the set of spacetime symmetries is enlarged must violate the
assumptions of the CM theorem. One way to do so is to allow the generators of the
symmetry group to satisfy a Lie superalgebra3 rather than an ordinary Lie algebra.
In this case, to each generator T a there is associated a degree |T a| ∈ {0, 1}, where
generators for which |T a| = 0 are said to be even, and those for which |T a| = 1 are
odd. The Lie bracket of the algebra is generalised to a superbracket that satisfies

[
T a, T b

]
= −(−1)|Ta||T b|

[
T b, T a

]
, (A.7)

so that the even and odd generators in the theory will be found to obey commutation
and anticommutation relations.

The appropriate generalisation of the CM theorem to this scenario is the HLS theo-
rem [88]. It states that, under the previous assumptions of the CM theorem, the most
general such superalgebra is generated by a set of even and odd generators, where
the odd generators are spinorial and belong to the (1

2 , 0) and (0, 1
2) representations

of the Lorentz group, while the even generators are a direct sum of the generators
of the Poincaré group and other, internal symmetry generators. While the internal
symmetries continue to trivially commute with the generators of the Poincaré group,
the odd generators {Qi

α, Q
i
α̇}, where i = 1, . . . , N and α, α̇ are two-component spinor

indices, satisfy non-trivial commutation and anticommutation relations with Pµ and
Mµν . The odd generators Qi

α and Qi
α̇ = (Qi

α)† are the generators of SUSY transforma-
tions, and constitute the most general extension of the Poincaré group consistent with
the assumptions of the CM and HLS theorems, yielding the super-Poincaré group.
The number of distinct odd generators N is not restricted by the HLS theorem. How-
ever, theories having extended SUSY with N > 1 are not regarded as being relevant
from the phenomenological point of view, despite their interesting theoretical proper-
ties. This is because, for example, they do not admit chiral fermions [645]. Models
of low-energy SUSY therefore usually have N = 1 and contain only a single copy of
the generators {Qα, Qα̇}. Taking into account the expected form of the commutation
relations for the different types of generators, Eq. (A.7), the various commutators and
anticommutators may be evaluated [104]. In addition to the commutation relations of
the Poincaré algebra, one finds also that the SUSY generators satisfy

[Qα,Mµν ] = (σµν)α
βQβ , (A.8a)[

Q
α̇
,Mµν

]
= (σ̄µν)α̇ β̇Q

β̇
, (A.8b)

3i.e., a Z2-graded Lie algebra
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[Qα, Pµ] =
[
Q
α̇
, Pµ

]
= 0 , (A.8c)

{Qα, Qβ} =
{
Q
α̇
, Q

β̇
}

= 0 , (A.8d){
Qα, Qβ̇

}
= 2 (σµ)αβ̇ Pµ , (A.8e){

Q
α̇
, Qβ

}
= 2 (σ̄µ)α̇β Pµ , (A.8f)

where σµν ≡ i
4 (σµσ̄ν − σν σ̄µ) and the 4-vectors of Pauli matrices are defined by σµ ≡

(12×2,σ) and σ̄µ ≡ (12×2,−σ). Eq. (A.5) and Eq. (A.8) together constitute the super-
Poincaré algebra. From it, one may immediately deduce a number of consequences of
unbroken SUSY. For example, it follows immediately from Eq. (A.8c) that [Qα, P

2] =
0, and thus states that are transformed into one another under the action of a SUSY
transformation, i.e., the members of a SUSY multiplet, would be mass degenerate if
SUSY were not broken. A slightly more subtle consequence of the SUSY algebra is that
within a supermultiplet the number of fermionic and bosonic degrees of freedom must
be equal, which can be seen by considering the trace of the operator (−1)2S{Qα, Qβ̇}
where S is the spin operator (see, e.g., Refs. [84, 104] for a derivation of this result).
Therefore in a SUSY model each fermion is necessarily accompanied by an appropriate
number of bosonic partners, and vice versa. Some of the further consequences of this
algebra are applied in Chapter 2.

A.2 Superspace and Superfields

Models possessing N = 1 SUSY are most efficiently expressed using the superfield
formalism. In this approach, the ordinary spacetime coordinates xµ are supplemented
by a set of four, anticommuting spinorial coordinates θα and θ̄α̇ with mass dimension
−1/2. The set z = (xµ, θα, θ̄α̇) defines a point in superspace, and functions F̂ (z) on
superspace are known as superfields [87]. By virtue of the anticommuting nature of
θ and θ̄, power series expansions in θ and θ̄ of arbitrary superfields always contain
a finite number of terms. Therefore, for example, a general commuting superfield Ŝ
carrying no Lorentz or spinor indices can be written

Ŝ(z) = a(x) + θξ(x) + θ̄χ̄(x) + θθb(x) + θ̄θ̄c(x) + θ̄σ̄µθvµ(x)

+ θ̄θ̄θζ(x) + θθθ̄λ̄(x) + 1
2θθθ̄θ̄d(x) , (A.9)
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where spinor indices are contracted as θθ ≡ θαθα, θ̄θ̄ ≡ θ̄α̇θ̄
α̇ and so on4. In this case,

a, b, c, and d are complex scalar fields, vµ is a complex vector field, and ξ, χ̄, ζ, and
λ̄ are two-component spinors.

Superfields provide an intuitive way of realising the effect of global SUSY trans-
formations. In superspace, SUSY transformations generated by Qα and Qα̇ corre-
spond to rigid translations on superspace [87, 647]. An infinitesimal transformation
parametrised by the two-component spinors ε, ε̄ can be written

z → (xµ − iθσµε̄+ iεσµθ̄, θ + ε, θ̄ + ε̄) . (A.10)

As for the generators Pµ, Mµν , the SUSY generators Q and Q can be represented in
terms of differential operators by requiring that they induce the above transformation
on superfields, with the result that one can write

Qα = −i
[
∂

∂θα
+ i(σµθ̄)α∂µ

]
, Q

α̇ = −i
[
∂

∂θ̄α̇
+ i(σ̄µθ)α̇∂µ

]
. (A.11)

Note that partial derivatives with respect to the anticommuting variables θ, θ̄ are
themselves anticommuting and satisfy identities such as

∂θα

∂θβ
= δαβ ,

∂θ̄α̇

∂θ̄β̇
= δα̇β̇ ,

∂θα
∂θβ

= −εβα ,
∂θ̄α̇

∂θ̄β̇
= −εβ̇α̇ ,

∂θα

∂θ̄β̇
= 0 , ∂θ̄α̇

∂θβ
= 0 ,

with the Leibniz rule for arbitrary anticommuting quantities ψ, ξ reading

∂(ψξ) = (∂ψ)ξ − ψ(∂ξ)

for ∂ = ∂/∂θα or ∂ = ∂/∂θ̄α̇. By demanding that the result of acting with Q and
Q on a superfield Ŝ is itself a superfield, i.e., that the SUSY algebra closes [648], the
transformation properties for the various component fields a, b, . . . can be deduced
[87, 649, 650]. Of particular note is the fact that the component field d is unchanged
up to a total derivative, and therefore the θθθ̄θ̄ component of an arbitrary superfield
can be an acceptable contribution to a SUSY invariant action. This contribution,

4For a review of two-component spinor formalism, see Ref. [646].
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referred to as a D-term, can be picked out by integrating,

[Ŝ]D ≡
∫
d4θ Ŝ = d

2 . (A.12)

The Berezin integral [651] introduced here is defined by writing

d2θ = −1
4dθ

αdθα , d2θ̄ = −1
4dθ̄α̇dθ̄

α̇ , d4θ = d2θ̄d2θ . (A.13)

It has the properties ∫
d2θ θθ =

∫
d2θ̄ θ̄θ̄ =

∫
d4θ θθθ̄θ̄ = 1 ,∫

d2θ θαθβ = −1
2ε

αβ ,
∫
d2θ̄ θ̄α̇θ̄β̇ = −1

2εα̇β̇ .

One may also define the anticommuting equivalents of Dirac delta functions by

δ(2)(θ) = θθ , δ(2)(θ̄) = θ̄θ̄ ,

as well as the integration by parts identities
∫
d2θ

∂

∂θα
Ŝ =

∫
d2θ̄

∂

∂θ̄α̇
Ŝ = 0 .

The former can be used to define the F -term associated with a superfield Ŝ,

[Ŝ]F =
∫
d4θ δ(2)(θ̄)Ŝ = b , (A.14)

which is also relevant for the purpose of constructing SUSY invariant actions.
Arbitrary superfields furnish reducible representations of the SUSY algebra in gen-

eral [87, 649]. Irreducible representations are obtained by imposing constraints on
general superfields. The two irreducible representations that are usually considered
relevant for model building are the chiral superfields and the vector superfields. To
define a chiral superfield, chiral covariant derivatives given by

Dα = ∂

∂θα
− i(σµθ̄)α∂µ and Dα̇ = ∂

∂θ̄α̇
− i(σ̄µθ)α̇∂µ (A.15)

are introduced [649]. A left-chiral superfield Φ̂ is then defined by the constraint

Dα̇Φ̂ = 0 . (A.16)
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Similarly, a right-chiral superfield is defined by the constraint DαΦ̂† = 0. Explicit
component field expressions for the left- and right-chiral superfields may be obtained
by making a change of variables to yµ = xµ − iθσµθ̄ [652] and solving the constraint,
Eq. (A.16). The results are found to be [85]

Φ̂(z) = φ(x)− iθσµθ̄∂µφ(x)− 1
4θθθ̄θ̄∂

µ∂µφ(x) +
√

2θψ(x)

+ i√
2
θθ∂µψ(x)σµθ̄ + θθF (x) ,

Φ̂†(z) = φ∗(x) + iθσµθ̄∂µφ
∗(x)− 1

4θθθ̄θ̄∂
µ∂µφ

∗(x) +
√

2θ̄ψ̄(x)

− i√
2
θ̄θ̄θσµ∂µψ̄(x) + θ̄θ̄F ∗(x) .

(A.17)

The components of a chiral superfield consist of two complex scalar fields φ and F

and a Weyl fermion ψ; note that the number of bosonic and fermionic degrees of
freedom are equal, as expected from the super-Poincaré algebra [104]. The field F is
an auxiliary field, and can be eliminated by making use of the equations of motion.
By evaluating the transformation laws of the components φ, ψ and F under SUSY
translations it is found that F transforms as a total derivative. Therefore the F -term
associated with a chiral superfield, [Φ̂]F , can give a contribution to a SUSY invariant
action [87].

A vector superfield, V̂ , is defined by imposing the reality constraint [85, 87]

V̂ = V̂ † . (A.18)

Retaining only those terms that are real in Eq. (A.9) gives the component fields,

V̂ (z) = C(x) +
√

2θξ(x) + θ̄ξ̄(x) + θθM(x) + θ̄θ̄M∗(x) + θσµθ̄Aµ(x)

+ θθθ̄

[
λ̄(x)− i√

2
σ̄µ∂µξ(x)

]
+ θ̄θ̄θ

[
λ(x)− i√

2
σµ∂µξ̄(x)

]

+ θθθ̄θ̄
[1
2D(x)− 1

4∂
µ∂µC(x)

]
. (A.19)

The components of the general vector superfield consist of a real vector field Aµ, a
real auxiliary field D, and a complex Weyl spinor λ, as well as the real auxiliary field
C, the complex auxiliary field M , and the auxiliary Weyl spinor ξ. The latter three
fields can be eliminated by means of a supergauge transformation [104]; for example,
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by appropriate choice of a chiral superfield iΛ̂, the transformation

V̂ → V̂ + i
(
Λ̂− Λ̂†

)
(A.20)

can be used to eliminate the additional auxiliary fields. This leads to the Wess-Zumino
gauge expression for V̂ [650],

V̂WZ(z) = θσµθ̄Aµ(x) + θθθ̄λ̄(x) + θ̄θ̄θλ(x) + 1
2θθθ̄θ̄D(x) . (A.21)

As for a general superfield, the D-term coming from a vector superfield gives a possible
(real) contribution to a SUSY invariant action.

A.3 Supersymmetric Lagrangians

The Lagrangian for a given SUSY model is constructed from F - and D-terms obtained
from a set of chiral and vector superfields, and functions thereof, in such a way as to
generalise the structures familiar from non-SUSY gauge theory. The model is assumed
to be invariant under local gauge transformations belonging to a compact Lie group
G, which may be a direct product of multiple group factors. For each such group
factor there is associated a vector superfield V̂ a

i , where the indices i, j, . . ., label the
corresponding group and a, b, . . ., the group generator. The matter content of the
theory consists of a set of left-chiral superfields Φ̂I that transform in a representation
R of G. The generalisation to the superfield formalism of local gauge transformations
on the chiral and vector superfields is [653, 654]

Φ̂I → (e−iΛ̂)IJΦ̂J , (A.22)

Φ̂†I → Φ̂†J(eiΛ̂)J I , (A.23)

eV̂ → e−iΛ̂
†
eV̂ eiΛ̂ , (A.24)

e−V̂ → e−iΛ̂e−V̂ eiΛ̂
†
, (A.25)

where the gauge transformation is parametrised by a set of chiral superfields Λ̂a
i , here

absorbed into the quantities

Λ̂I
J ≡ 2giΛ̂a

i (T ai )IJ , V̂I
J ≡ 2giV̂ a

i (T ai )IJ , (A.26)

where the T ai are the generators corresponding to the product group Gi.
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The full (classical) Lagrangian L is decomposed into the pieces

L = LΦ̂ + Lint + LW , (A.27)

corresponding to kinetic terms for the chiral superfields, LΦ̂, interactions between the
chiral superfields, Lint, and kinetic terms for the vector superfields, LW . A set of
kinetic terms for the chiral superfields consistent with the requirements of SUSY and
gauge invariance can be obtained from the D-term of the vector superfield [654],

LΦ̂ =
[
Φ̂†I(eV̂ )IJΦ̂J

]
D

(A.28)

= (∇µφ)†I(∇µφ)I + iψ̄I σ̄µ(∇µψ)I −
√

2gi
[
λ̄ai ψ̄

I(T ai )IJφJ + h.c.
]

+ F †IFI + giD
a
i φ
†I(T ai )IJφJ , (A.29)

where ∇µ is the usual gauge covariant derivative,

(∇µ)IJ = ∂µδJI + igiA
µa
i (T ai )IJ . (A.30)

The second expression, Eq. (A.29), is obtained by specialising to Wess-Zumino gauge
and explicitly calculating the result in terms of component fields; nevertheless, the
result is supergauge invariant and therefore holds more generally. Kinetic terms for
the fields FI andDa

i are absent, so that they play the role of auxiliary fields as expected
and may be integrated out.

Since the chiral covariant derivatives, Eq. (A.15), are linear differential operators
and satisfy a product rule, products of left-chiral superfields are themselves left-chiral
superfields, and similarly products of right-chiral superfields are also right-chiral super-
fields. Thus the F -term of any such product will be SUSY invariant. SUSY analogues
of the ordinary Yukawa couplings and mass terms are incorporated into the model by
taking [104]

Lint =
[
Ŵ (Φ̂I) + h.c.

]
F
, (A.31)

where the function Ŵ (Φ̂I) has mass dimension 3 and is known as the superpotential.
The requirement that Ŵ be a left-chiral superfield implies that it is a function only of
the left-chiral superfields Φ̂I , i.e., it is holomorphic in the Φ̂I . Up to this restriction,
Ŵ may contain any terms consistent with gauge invariance. A general, renormalisable
superpotential takes the form [645]

Ŵ (Φ̂I) = 1
6Y

IJKΦ̂IΦ̂JΦ̂K + 1
2µ

IJΦ̂IΦ̂J + LIΦ̂I , (A.32)
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where invariance under SUSY requires that the couplings Y IJK and µIJ be totally
symmetric in their indices. Similarly, the linear couplings LI are allowed only for
those superfields that are gauge singlets.

The remaining part of the Lagrangian, LW , contains the gauge kinetic terms as
well as additional contributions dictated by invariance under SUSY. The appropriate
terms are obtained [654] by introducing the left- and right-chiral superfields

Wα = −1
4DD

(
e−V̂DαeV̂

)
, W α̇ = −1

4DD
(
eV̂Dα̇e−V̂

)
. (A.33)

These field strengths transform covariantly under supergauge transformations,

Wα → e−iΛ̂Wαe
iΛ̂ , W α̇ → eiΛ̂W α̇

e−iΛ̂ , (A.34)

and consequently a gauge invariant contribution to the action can be produced by
taking the F -term

LW = 1
16k2

i g
2
i

Tr
[
WW +WW

]
F

(A.35)

= iλ̄ai σ̄
µ(∇µλi)a −

1
4F

a
iµνF

aµν
i + 1

2D
a
iD

a
i , (A.36)

where ki is the Dynkin index of the representation and F a
iµν is the ordinary field

strength tensor for the product group Gi,

F a
iµν = ∂µA

a
iν − ∂νAaiµ − gifabci AbiµA

c
iν . (A.37)

The expression in terms of component fields follows by making the definition

Wα = 2giWa
iαT

a
i (A.38)

and evaluating the above F -term in Wess-Zumino gauge. Note that, in general one
could also include a generalisation of the CP-violating θ-term [84], of the form

LW,Θ = −ig
2
i Θi

32π2 [Waα
i Wa

iα]F + h.c. , (A.39)

which may have non-trivial effects for non-Abelian gauge groups. Additionally, for
vector superfields V̂i associated with U(1) factors, a Fayet-Iliopoulos term [169],

LFI = −2κ[V̂i]D , (A.40)
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can be present. Such terms are not gauge invariant, and therefore are forbidden, for
non-Abelian vector superfields.

The full Lagrangian, expressed in terms of component fields, is thus

L = (∇µφ)†I(∇µφ)I + iψ̄I σ̄µ(∇µψ)I + iλ̄ai σ̄
µ(∇µλi)a −

1
4F

a
iµνF

aµν
i

−
√

2gi
[
λ̄ai ψ̄

I(T ai )IJφJ + h.c.
]
− V (φI , φ†J)

−
[

1
2ψIψJ

∂2Ŵ

∂Φ̂I∂Φ̂J

∣∣∣∣∣
θ=θ̄=0

+ h.c.

]
, (A.41)

where the scalar potential is given by

V (φI , φ†J) = F †IFI + 1
2D

a
iD

a
i . (A.42)

Note in particular that this is a sum of squares, so that V ≥ 0. As mentioned above,
the fields FI and Da

i lack kinetic terms, and can be eliminated by making use of the
equations of motion to write

FI = −∂Ŵ
†

∂Φ̂†I

∣∣∣∣∣
θ=θ̄=0

, Da
i = −giφ†I(T ai )IJφJ (no sum over i) , (A.43)

leading to the scalar potential being expressed in terms of the physical scalar fields
φI . For phenomenologically viable models of SUSY, the resulting SUSY invariant
interactions must be supplemented by a set of soft SUSY breaking interactions as well.
These may be added explicitly or SUSY may be spontaneously broken, as discussed
in Section 2.1 and Section 2.3.





Appendix B

Approximate RGE Solutions in the
MSSM

In this appendix we present the approximate solutions to the two-loop RGEs in the
MSSM required for the fine tuning calculation of Chapter 5. The solution for a pa-
rameter p is found by expanding the exact solution for p obtained from the RGEs and
keeping the two-loop leading- and next-to-leading log contributions. This yields the
approximation

p(MS) ≈ p(MX) + t

16π2

(
β(1)
p +

β(2)
p

16π2

)
+ t2

(16π2)2 b
(2)
p (MX) , (B.1)

where β(n)
p is the n-loop contribution to the β function for p and t = ln(MS/MX). For

brevity, we have defined

b(2)
p (MX) = 1

2
∑
qk

β(1)
qk

∂β(1)
p

∂qk
, (B.2)

where the sum over all running parameters qk that appear in β(1)
p is evaluated at MX .

Provided that MS and MX are not too widely separated, Eq. (B.1) is a reasonable
approximation to the exact solution to the RGE for p. For the analytical fine tuning
calculation, these solutions must be constructed for all of the parameters appearing in
the EWSB conditions. In the MSSM, to simplify the calculations we apply pMSSM-
like boundary conditions. That is, the first and second generation Yukawa couplings
and soft SUSY breaking trilinears are neglected, since they are small. The soft scalar
masses are also taken to be diagonal, and the soft gaugino masses are assumed to be
real. We also use the less cumbersome notation yt ≡ yU33, yb ≡ yD33, yτ ≡ yE33 and define
At ≡ TU33/y

U
33, Ab ≡ TD33/y

D
33 and Aτ ≡ TE33/y

E
33.

205
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At tree-level, the parameters relevant for computing the fine tuning in the MSSM
are µ, B ≡ Bµ/µ, m2

Hu and m2
Hd

. The one- and two-loop MSSM β functions are
well known [208, 459], so we do not reproduce them here. The corresponding O(t2)
contributions for each of these parameters are

b(2)
µ = µ

2

[
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b
(2)
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In these expressions the quantity S is defined by

S = m2
Hu −m

2
Hd

+ Tr(m2
Q)− Tr(m2

L)− 2 Tr(m2
uc) + Tr(m2

dc) + Tr(m2
ec) . (B.4)

If, in addition, the one-loop contributions to the effective potential from top and stop
loops are included, it is also necessary to construct the expansions for m2

Q33 , m
2
uc33

and
At. The O(t2) contributions read
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25 g

4
1

(
S + 4M2

1

)
, (B.5b)

b
(2)
At = 144y4

tAt + 24y4
bAb + 14y2

t y
2
b (At + Ab) + 2y2

by
2
τ (Ab + Aτ )



208 Appendix B. Approximate RGE Solutions in the MSSM

− 64g2
3y

2
t (At −M3)− 36g2

2y
2
t (At −M2)− 52

5 g
2
1y

2
t (At −M1)

− 32
3 g

2
3y

2
b (Ab −M3)− 6g2

2y
2
b (Ab −M2)− 14

15g
2
1y

2
b (Ab −M1)

− 64g4
3M3 + 12g4

2M2 + 572
25 g

4
1M1 . (B.5c)



Appendix C

Approximate RGE Solutions in the
E6SSM

Approximate analytic solutions to the two-loop RGEs of the E6SSM can be obtained
in a similar way to as in the MSSM. In this appendix, we present the results for a
general set of U(1)′ charges, assuming the superpotential and soft terms are otherwise
the same as for the E6SSM, Eq. (3.10) and Eq. (3.11). Two-loop RGEs for the gauge
and Yukawa couplings, gaugino masses and soft trilinears, along with the one-loop
RGEs for the soft scalar masses, were originally obtained in Ref. [363]. The results
presented in Chapter 5 are obtained using the full1 two-loop RGEs calculated by SARAH,
which, for the E6 inspired models considered here, are based on the general results
presented in Refs. [383, 459]. This allows the RGEs to be calculated in models with
multiple non-orthogonal U(1) gauge symmetries, where the trace of matrix formed
from the U(1)Y charges and the additional U(1)′ does not vanish, that is,

∑
Φ
QY

ΦQ
′
Φ 6= 0 , (C.1)

where QY
Φ and Q′Φ are the U(1)Y and U(1)′ charges of the field Φ, respectively.

When the trace in Eq. (C.1) is non-zero, gauge kinetic mixing will be generated
during the RG evolution. In the E6 inspired models considered in this thesis, this is
the case due to the presence of the incomplete multiplets such as L̂4 and L̂4; if the

1The version of SARAH used to generate the expressions presented here is missing extra terms
associated with the multiple, non-orthogonal U(1) symmetries that appear in the RGEs for the
trilinear and bilinear soft masses. For consistency we present the expressions required to reproduce
the results of Chapter 5, but the reader should be aware that there are in general small, additional
contributions to the β functions for the soft trilinears and bilinears that are not included here.

209



210 Appendix C. Approximate RGE Solutions in the E6SSM

models contained only complete 27-plets then this trace would vanish. As discussed in
Section 3.2, if the off-diagonal gauge coupling vanishes at the GUT scale, then a small
value of g11 results at the EW scale. For example, g11 ≈ 0.02 in the E6SSM [278],
and so it does not play a large role. Since the induced kinetic mixing is small, and
the general RGEs including its effects are very large and unwieldy, in the expressions
shown here gauge kinetic mixing is neglected2.

At tree-level in the EWSB conditions the parameters that must be considered are
λ, Tλ, m2

Hu , m2
Hd

, m2
S and g1, g2 and g′1. When kinetic mixing is neglected, the one-

and two-loop contributions to the β functions for the relevant gauge couplings read

β(1)
g1 = 48

5 g
3
1 , (C.2a)

β(2)
g1 = 2

25g
3
1

(
30g′21 ΠY

Q + 117g2
1 + 135g2

2 + 300g2
3 − 10Σκ − 15Σλ

− 65y2
t − 35y2

b − 45y2
τ

)
, (C.2b)

β(1)
g2 = 4g3

2 , (C.2c)

β(2)
g2 = 2

5g
3
2

(
5g′21 ΠL

Q + 9g2
1 + 115g2

2 + 60g2
3 − 5Σλ − 15y2

t − 15y2
b − 5y2

τ

)
, (C.2d)

β
(1)
g′1

= g′31 ΣQ , (C.2e)

β
(2)
g′1

= 2
5g
′3
1

[
−15Σκ

(
Q2
D̄ +Q2

D +Q2
S

)
− 30y2

b

(
Q2
dc +Q2

1 +Q2
Q

)
+ 120g2

3ΠC
Q

− 10y2
τ

(
Q2
ec +Q2

L +Q2
1

)
+ 15g2

2ΠL
Q + 10g′21 ΠQ + 6g2

1ΠY
Q

− 10Σλ

(
Q2
S +Q2

1 +Q2
2

)
− 30y2

t

(
Q2
uc +Q2

2 +Q2
Q

)]
, (C.2f)

where the full β functions are as given in Eq. (5.27) and QΦ is the U(1)′ charge for
the field Φ. As in the MSSM, the first and second generation Yukawa couplings are
neglected, along with their associated soft trilinears in the RGEs for the soft masses
below. In order to keep these expressions compact, we use the notation

ΣQ =
∑
Φ
Q2

Φ = 321
40 cos2 θE6 + 217

24 sin2 θE6 + 27
8
√

15
sin 2θE6

2In SARAH, this is achieved by means of a Boolean flag, NoU1Mixing, which fixes the β functions
for the off-diagonal gauge couplings and U(1) gaugino masses to be zero at all scales.
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to denote the trace over the U(1)′ charges, along with3

ΣY
Q =

∑
Φ

√
5
3Q

Y
ΦQΦ = − 3√

10
cos θE6 −

1√
6

sin θE6 ,

ΠQ =
∑
Φ
Q4

Φ = 2049
1600 cos4 θE6 + 483

80
√

15
cos3 θE6 sin θE6 + 681

160 cos2 θE6 sin2 θE6

+ 9
16
√

15
cos θE6 sin3 θE6 + 1297

576 sin4 θE6 ,

ΠY
Q =

∑
Φ

√5
3Q

Y
Φ

2

Q2
Φ = 59

40 cos2 θE6 + 31
24 sin2 θE6 + 3

8
√

15
sin 2θE6 ,

ΠL
Q = 3Q2

1 + 3Q2
2 +Q2

L4 +Q2
L4

+ 3Q2
L + 9Q2

Q

= 39
20 cos2 θE6 + 19

12 sin2 θE6 + 3
4
√

15
sin 2θE6 ,

ΠC
Q = Q2

dc +Q2
D +Q2

D
+ 2Q2

Q +Q2
uc .

In these expressions the U(1)Y and U(1)′ charges are assumed to be GUT-normalised.
The expressions in terms of the E6 mixing angle θE6 follow from the definition,
Eq. (3.5), of the additional U(1)′, with the charge assignments as given in Table 3.1.
They hold provided that U(1) mixing is neglected. Similarly, we write

Σλ = λ̃2
11 + λ̃2

22 + λ2 , Σκ = κ2
11 + κ2

22 + κ2
33 ,

Πλ = λ̃4
11 + λ̃4

22 + λ4 , Πκ = κ4
11 + κ4

22 + κ4
33 .

The corresponding O(t2) coefficients for the gauge couplings are simply

b(2)
g1 = 3456

25 g5
1 , (C.3a)

b(2)
g2 = 24g5

2 , (C.3b)

b
(2)
g′1

= 3
2g
′5
1 Σ2

Q . (C.3c)

3The first of these is the trace in Eq. (C.1), which is assumed to vanish in Ref. [459]. In SARAH,
U(1) mixing is neglected by removing the RGEs for the off-diagonal gauge couplings and settings
these couplings to zero in all of the remaining RGEs. This still leaves some terms involving this trace,
and so the RGEs shown here do not reduce to those which would be obtained from Refs. [363, 459]
unless ΣYQ = 0. Note also that these contributions in the soft trilinear and bilinear RGEs have been
missed in the version of SARAH used to generate them.
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The one- and two-loop contributions to the β function for λ and the O(t2) coefficient
in the series expansion are

β
(1)
λ = λ

[
2λ2 + 2Σλ + 3Σκ + 3y2

t + 3y2
b + y2

τ − 3g2
2 −

3
5g

2
1

− 2
(
Q2

1 +Q2
2 +Q2

S

)
g′21

]
, (C.4a)

β
(2)
λ = λ

{
− 2λ2

(
λ2 + 2Σλ + 3Σκ

)
− 4Πλ − 6Πκ − 3λ2

(
3y2

t + 3y2
b + y2

τ

)
− 3

(
3y4

t + 3y4
b + 2y2

t y
2
b + y4

τ

)
+ 6g2

2Σλ + 2
5g

2
1

(
2y2

t − y2
b + 3y2

τ + 2Σκ + 3Σλ

)
+ g′21

[
4Q2

Sλ
2 − 6

(
Q2

2 −Q2
Q −Q2

uc

)
y2
t − 6

(
Q2

1 −Q2
Q −Q2

dc

)
y2
b

− 2
(
Q2

1 −Q2
L −Q2

ec

)
y2
τ − 6

(
Q2
S −Q2

D −Q2
D

)
Σκ − 4

(
Q2
S −Q2

1 −Q2
2

)
Σλ

]
+ 16g2

3

(
y2
t + y2

b + Σκ

)
+ 33

2 g
4
2 + 297

50 g
4
1 + 2g′41

[
2Q4

1 + 2Q4
2 + 2Q4

S

+
(
Q2

1 +Q2
2 +Q2

S

)
ΣQ

]
+ 9

5g
2
1g

2
2 + 6g′21 g2

2

(
Q2

1 +Q2
2

)
+ 6

5g
2
1g
′2
1

[
Q2

1 +Q2
2 + (Q2 −Q1) ΣY

Q

] }
, (C.4b)

b
(2)
λ = λ

{
2λ2

(
3λ2 + 4Σλ + 6Σκ

)
+ 4Πλ + 6Πκ + 6

(
Σλ + 3

2Σκ

)2

+ 7λ2
(
3y2

t + 3y2
b + y2

τ

)
+
(
3y2

t + 3y2
b + y2

τ

)
(2Σλ + 3Σκ)

+ 3
(15

2 y
4
t + 15

2 y
4
b + 3

2y
4
τ + 5y2

by
2
t + 3y2

by
2
τ + y2

t y
2
τ

)
− 1

5g
2
1

(
12λ2 + 16y2

b + 22y2
t + 12y2

τ + 12Σλ + 13Σκ

)
− 3g2

2

(
4λ2 + 6y2

t + 6y2
b + 2y2

τ + 4Σλ + 3Σκ

)
− 16g2

3

(
y2
t + y2

b + Σκ

)
− 2g′21

[
4
(
Q2

1 +Q2
2 +Q2

S

) (
λ2 + Σλ

)
+ 3Σκ

(
Q2

1 +Q2
2 +Q2

S +Q2
D +Q2

D

)
+ 3y2

b

(
2Q2

1 +Q2
2 +Q2

dc +Q2
Q +Q2

S

)
+ 3y2

t

(
Q2

1 + 2Q2
2 +Q2

Q +Q2
S +Q2

uc

)
+ y2

τ

(
2Q2

1 +Q2
2 +Q2

ec +Q2
L +Q2

S

) ]
− 15

2 g
4
2 −

279
50 g

4
1

+ 2g′41
(
Q2

1 +Q2
2 +Q2

S

) (
Q2

1 +Q2
2 +Q2

S − ΣQ

)
+ 9

5g
2
1g

2
2

+ 6g′21 g2
2

(
Q2

1 +Q2
2 +Q2

S

)
+ 6

5g
2
1g
′2
1

(
Q2

1 +Q2
2 +Q2

S

)}
. (C.4c)
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Using the shorthand notation Tt ≡ TU33, Tb ≡ TD33 and Tτ ≡ TE33, the expressions for the
corresponding soft trilinear Tλ read

β
(1)
Tλ

= Tλ

[
2λ2 + 2Σλ + 3Σκ + 3y2

t + 3y2
b + y2

τ − 3g2
2 −

3
5g

2
1 − 2

(
Q2

1 +Q2
2 +Q2

S

)
g′21

]
+ λ

[
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where

ΣTλ = λ̃11T
λ̃
11 + λ̃22T

λ̃
22 + λTλ , ΣTκ = κ11T
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11 + κ22T

κ
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23 ,
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κ
22 + κ3
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κ
33 ,

with the couplings λ̃αβ, κij, T λ̃αβ and T κij assumed to be flavour diagonal. Defining
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the one- and two-loop β functions and the O(t2) coefficients for m2
Hd

are

β
(1)
m2
Hd

= 2λ2
(
m2
Hd

+m2
Hu +m2

S

)
+ 2T 2

λ + 6y2
b

(
m2
Hd

+m2
Q33 +m2

dc33

)
+ 6T 2

b

+ 2y2
τ

(
m2
Hd

+m2
L33 +m2

ec33

)
+ 2T 2

τ − 6g2
2M

2
2 −

6
5g

2
1M

2
1 − 8Q2

1g
′2
1 M

′2
1

− 3
5g

2
1Σ1 + 2Q1g

′2
1 Σ′1 , (C.8a)

β
(2)
m2
Hd

= −36y4
b

(
m2
Hd

+m2
Q33 +m2

dc33

)
− 12y4

τ

(
m2
Hd

+m2
L33 +m2

ec33

)
− 72y2

bT
2
b − 24y2

τT
2
τ

− 6y2
t y

2
b

(
m2
Hd

+m2
Hu + 2m2

Q33 +m2
uc33

+m2
dc33

)
− 6 (ytTb + ybTt)2

− 4λ4
(
m2
Hd

+m2
Hu +m2

S

)
− 24λ2T 2

λ − 4λ4
(

2m2
Hd

+ 2m2
Hu + 2m2

S

)

− λ2
2∑

α=1

[
4λ̃2

αα

(
m2
Hd

+m2
Hu + 2m2

S +m2
H1,αα +m2

H2,αα

) ]

− λ2
3∑
i=1

[
6κ2

ii

(
m2
Hd

+m2
Hu + 2m2

S +m2
Dii

+m2
Dii

) ]
− 4

2∑
α=1

(
λ̃ααTλ + λT λ̃αα

)2



216 Appendix C. Approximate RGE Solutions in the E6SSM

− 6
3∑
i=1

(κiiTλ + λT κii)
2 − 6λ2y2

t

(
m2
Hd

+ 2m2
Hu +m2

S +m2
Q33 +m2

uc33

)
− 6 (λTt + ytTλ)2 + 32g2

3y
2
b

(
m2
Hd

+m2
Q33 +m2

dc33
+ 2M2

3

)
+ 32g2

3

(
T 2
b − 2ybTbM3

)
+ 6

5g
2
1y

2
t

(
3m2

Hu +m2
Q33 − 4m2

uc33

)
− 2

5g
2
1y

2
b

(
11m2

Hd
−m2

Q33 − 4m2
dc33

+ 4M2
1

)
− 4

5g
2
1

(
T 2
b − 2ybTbM1

)
+ 6

5g
2
1y

2
τ

(
m2
Hd

+m2
L33 + 4m2

ec33
+ 4M2

1

)
+ 12

5 g
2
1

(
T 2
τ − 2yτTτM1

)
+ 6

5g
2
1λ

2
(
m2
Hd
−m2

Hu

)
+ 6

5g
2
1

2∑
α=1

λ̃2
αα

(
m2
H1,αα −m

2
H2,αα

)

+ 6
5g

2
1

3∑
i=1

κ2
ii

(
m2
Dii
−m2

Dii

)
+ 12g′21 y2

b

(
Q2
Q +Q2

dc −Q2
1

)
×
(
m2
Hd

+m2
Q33 +m2

dc33
+ 2M ′2

1

)
+ 12g′21

(
Q2
Q +Q2

dc −Q2
1

) (
T 2
b − 2ybTbM ′

1

)
− 24Q1g

′2
1 y

2
b

(
Q1m

2
Hd

+QQm
2
Q33 +Qdcm

2
dc33

)
+ 4g′21 y2

τ

(
Q2
L +Q2

ec −Q2
1

)
×
(
m2
Hd

+m2
L33 +m2

ec33
+ 2M ′2

1

)
+ 4g′21

(
Q2
L +Q2

ec −Q2
1

) (
T 2
τ − 2yτTτM ′

1

)
− 8Q1g

′2
1 y

2
τ

(
Q1m

2
Hd

+QLm
2
L33 +Qecm

2
ec33

)
− 24Q1g

′2
1 y

2
t

(
Q2m

2
Hu +QQm

2
Q33 +Qucm

2
uc33

)
+ 4g′21 λ2

(
Q2

2 +Q2
S −Q2

1

)
×
(
m2
Hd

+m2
Hu +m2

S + 2M ′2
1

)
+ 4g′21

(
Q2

2 +Q2
S −Q2

1

) (
T 2
λ − 2λTλM ′

1

)
− 8Q1g

′2
1 λ

2
(
Q1m

2
Hd

+Q2m
2
Hu +QSm

2
S

)
− 8Q1g

′2
1

2∑
α=1

λ̃2
αα

(
Q1m

2
H1,αα +Q2m

2
H2,αα +QSm

2
S

)

− 12Q1g
′2
1

3∑
i=1

κ2
ii

(
m2
S +m2

Dii
+m2

Dii

)
− 16

5 g
2
3g

2
1

[
Tr(m2

Q)− 2 Tr(m2
uc) + Tr(m2

dc) + Tr(m2
D

)− Tr(m2
D)
]

+ 32Q1g
2
3g
′2
1

[
2QQ Tr(m2

Q) +Quc Tr(m2
uc) +Qdc Tr(m2

dc)

+QD Tr(m2
D

) +QD Tr(m2
D)
]

+ 3g4
2

[
29M2

2 +m2
L4 +m2

L4
+ 3 Tr(m2

Q) + Tr(m2
L)

+m2
Hd

+ Tr(m2
H1) +m2

Hu + Tr(m2
H2)

]
+ 9

5g
2
2g

2
1

[
2
(
M2

1 +M1M2 +M2
2

)
+m2

L4

−m2
L4
− Tr(m2

Q) + Tr(m2
L)−m2

Hu − Tr(m2
H2) +m2

Hd
+ Tr(m2

H1)
]

+ 12Q1g
2
2g
′2
1

[
2Q1

(
M ′2

1 +M ′
1M2 +M2

2

)
+QL4m

2
L4 +QL4

m2
L4

+ 3QQ Tr(m2
Q) +QL Tr(m2

L) +Q1m
2
Hd

+Q1 Tr(m2
H1) +Q2m

2
Hu +Q2 Tr(m2

H2)
]

+ 1
25g

4
1

[
891M2

1 + 18m2
L4 + 2 Tr(m2

dc) + 10 Tr(m2
D) + 2 Tr(m2

D
)− 18 Tr(m2

ec)



217

+ 18m2
Hd

+ 18 Tr(m2
H1) + 18 Tr(m2

L) + 2 Tr(m2
Q) + 56 Tr(m2

uc)
]

− 4
5g

2
1g
′2
1

[
6Q1

(
3Qdc + 3QD − 3QD + 3Qec − 4Q1 + 3Q2 +QL4

−QL4

− 3QL + 3QQ − 6Quc

) (
M2

1 +M1M
′
1 +M ′2

1

)
+ 3Q2

L4
m2
L4
− 3Q2

L4m
2
L4

+ 3Q2
dc Tr(m2

dc) + 3Q2
D

Tr(m2
D

)− 3Q2
D Tr(m2

D) + 3Q2
ec Tr(m2

ec)− 3Q2
1m

2
Hd

− 3Q2
1 Tr(m2

H1) + 3Q2
2m

2
Hu + 3Q2

2 Tr(m2
H2)− 3Q2

L Tr(m2
L) + 3Q2

Q Tr(m2
Q)

− 6Q2
uc Tr(m2

uc) + 3Q1QL4
m2
L4
− 9Q1QL4m

2
L4 + 4Q1Qdc Tr(m2

dc)

+ 4Q1QD Tr(m2
D

)− 8Q1QD Tr(m2
D)− 9Q2

1m
2
Hd
− 9Q2

1 Tr(m2
H1) + 3Q1Q2m

2
Hu

+ 3Q1Q2 Tr(m2
H2)− 9Q1QL Tr(m2

L) + 5Q1QQ Tr(m2
Q)− 20Q1Quc Tr(m2

uc)
]

+ 8Q1g
′4
1

[
3Q1M

′2
1

(
9Q2

dc + 9Q2
D

+ 9Q2
D + 3Q2

ec + 8Q2
1 + 6Q2

2 + 2Q2
L4

+ 2Q2
L4

+ 6Q2
L + 18Q2

Q + 3Q2
S + 9Q2

uc

)
+ 2Q3

L4
m2
L4

+ 2Q3
L4m

2
L4 + 3Q3

dc Tr(m2
dc)

+ 3Q3
D

Tr(m2
D

) + 3Q3
D Tr(m2

D) +Q3
ec Tr(m2

ec) + 2Q3
1m

2
Hd

+ 2Q3
1 Tr(m2

H1)
+ 2Q3

2m
2
Hu + 2Q3

2 Tr(m2
H2) + 2Q3

L Tr(m2
L) + 6Q3

Q Tr(m2
Q) +Q3

Sm
2
S

+Q3
S Tr(m2

Σ) + 3Q3
uc Tr(m2

uc) + 2Q1Q
2
L4
m2
L4

+ 2Q1Q
2
L4m

2
L4

+ 3Q1Q
2
dc Tr(m2

dc) + 3Q1Q
2
D

Tr(m2
D

) + 3Q1Q
2
D Tr(m2

D) +Q1Q
2
ec Tr(m2

ec)
+ 2Q3

1m
2
Hd

+ 2Q3
1 Tr(m2

H1) + 2Q1Q
2
2m

2
Hu + 2Q1Q

2
2 Tr(m2

H2) + 2Q1Q
2
L Tr(m2

L)

+ 6Q1Q
2
Q Tr(m2

Q) +Q1Q
2
Sm

2
S +Q1Q

2
S Tr(m2

Σ) + 3Q1Q
2
uc Tr(m2

uc)
]
, (C.8b)

b
(2)
m2
Hd

= 72y4
b

(
m2
Hd

+m2
Q33 +m2

dc33

)
+ 144y2

bT
2
b + 16y4

τ

(
m2
Hd

+m2
L33 +m2

ec33

)
+ 32y2

τT
2
τ + 16λ4

(
m2
Hd

+m2
Hu +m2

S

)
+ 32λ2T 2

λ

+ 6y2
t y

2
b

(
m2
Hd

+m2
Hu + 2m2

Q33 +m2
uc33

+m2
dc33

)
+ 6 (ytTb + ybTt)2

+ 12y2
by

2
τ

(
2m2

Hd
+m2

Q33 +m2
dc33

+m2
L33 +m2

ec33

)
+ 12 (ybTτ + yτTb)2

+ 6λ2y2
t

(
m2
Hd

+ 2m2
Hu +m2

S +m2
Q33 +m2

uc33

)
+ 6 (λTt + ytTλ)2

+ 12λ2y2
b

(
2m2

Hd
+m2

Hu +m2
S +m2

Q33 +m2
dc33

)
+ 12 (λTb + ybTλ)2

+ 4λ2y2
τ

(
2m2

Hd
+m2

Hu +m2
S +m2

L33 +m2
ec33

)
+ 4 (λTτ + yτTλ)2

+ 4
2∑

α=1

[
λ2λ̃2

αα

(
m2
H1,αα +m2

H2,αα +m2
Hd

+m2
Hu + 2m2

S

)
+
(
λT λ̃αα + λ̃ααTλ

)2
]

+ 6
3∑
i=1

[
λ2κ2

ii

(
m2
Hd

+m2
Hu + 2m2

S +m2
Dii

+m2
Dii

)
+ (λT κii + κiiTλ)2

]
− 32g2

3y
2
b

(
m2
Hd

+m2
Q33 +m2

dc33
+ 2M2

3

)
− 32g2

3

(
T 2
b − 2ybTbM3

)



218 Appendix C. Approximate RGE Solutions in the E6SSM

− 18g2
2y

2
b

(
m2
Hd

+m2
Q33 +m2

dc33
+ 2M2

2

)
− 18g2

2

(
T 2
b − 2ybTbM2

)
− 6g2

2y
2
τ

(
m2
Hd

+m2
L33 +m2

ec33
+ 2M2

2

)
− 6g2

2

(
T 2
τ − 2yτTτM2

)
− 6g2

2λ
2
(
m2
Hd

+m2
Hu +m2

S + 2M2
2

)
− 6g2

2

(
T 2
λ − 2λTλM2

)
− 14

5 g
2
1y

2
b

(
m2
Hd

+m2
Q33 +m2

dc33
+ 2M2

1

)
− 14

5 g
2
1

(
T 2
b − 2ybTbM1

)
− 18

5 g
2
1y

2
τ

(
m2
Hd

+m2
L33 +m2

ec33
+ 2M2

1

)
− 18

5 g
2
1

(
T 2
τ − 2yτTτM1

)
− 6

5g
2
1λ

2
(
m2
Hd

+m2
Hu +m2

S + 2M2
1

)
− 6

5g
2
1

(
T 2
λ − 2λTλM1

)
− 12g′21 y2

b

(
Q2

1 +Q2
Q +Q2

dc

) (
m2
Hd

+m2
Q33 +m2

dc33
+ 2M ′2

1

)
− 12g′21

(
Q2

1 +Q2
Q +Q2

dc

) (
T 2
b − 2ybTbM ′

1

)
+ 12Q1g

′2
1 T

2
b (Q1 +QQ +Qdc)

+ 6g′21 y2
b (Q1 +QQ +Qdc)

(
2Q1m

2
Hd

+ 2Q1m
2
Q33 + 2Q1m

2
dc33

+ Σ′1
)

− 4g′21 y2
τ

(
Q2

1 +Q2
L +Q2

ec

) (
m2
Hd

+m2
L33 +m2

ec33
+ 2M ′2

1

)
− 4g′21

(
Q2

1 +Q2
L +Q2

ec

) (
T 2
τ − 2yτTτM ′

1

)
+ 4Q1g

′2
1 T

2
τ (Q1 +QL +Qec)

+ 2g′21 y2
τ (Q1 +QL +Qec)

(
2Q1m

2
Hd

+ 2Q1m
2
L33 + 2Q1m

2
ec33

+ Σ′1
)

+ 12Q1g
′2
1 y

2
t (Q2 +QQ +Quc)

(
m2
Hu +m2

Q33 +m2
uc33

)
+ 12Q1g

′2
1 T

2
t (Q2 +QQ +Quc)

− 4g′21 λ2
(
Q2

1 +Q2
2 +Q2

S

) (
m2
Hd

+m2
Hu +m2

S + 2M ′2
1

)
− 4g′21

(
Q2

1 +Q2
2 +Q2

S

) (
T 2
λ − 2λTλM ′

1

)
+ 2g′21 λ2 (Q1 +Q2 +QS) Σ′1

+ 4Q1g
′2
1 λ

2 (Q1 +Q2 +QS)
(
m2
Hd

+m2
Hu +m2

S

)
+ 4Q1g

′2
1 T

2
λ (Q1 +Q2 +QS)

+ 4Q1g
′2
1 (Q1 +Q2 +QS)

2∑
α=1

[
λ̃2
αα

(
m2
H1,αα +m2

H2,αα +m2
S

)
+ (T λ̃αα)2

]

+ 6Q1g
′2
1 (QS +QD +QD)

3∑
i=1

[
κ2
ii

(
m2
S +m2

Dii
+m2

Dii

)
+ (T κii)2

]
− 96Q1g

2
3g
′2
1 M

2
3 (2QQ +Quc +Qdc +QD +QD)− 72g4

2M
2
2

− 12Q1g
2
2g
′2
1 M

2
2

(
9QQ + 3QL + 3Q1 + 3Q2 +QL4

+QL4

)
− 288

25 g
4
1

(
Σ1 + 3M2

1

)
− 3

5g
2
1g
′2
1

[
4Q1M

2
1

(
2Qdc + 2QD + 2QD + 6Qec + 3Q1 + 3Q2 +QL4

+QL4

+ 3QL +QQ + 8Quc

)
− 4M ′2

1

(
3Q2

dc + 3Q2
D
− 3Q2

D + 3Q2
ec − 3Q2

1 + 3Q2
2

+Q2
L4
−Q2

L4 − 3Q2
L + 3Q2

Q − 6Q2
uc

)
+ (Σ′1 − 2Q1Σ1) ΣY

Q

]
− 4Q1g

′4
1

[
2M ′2

1

(
9Q3

dc + 9Q3
D

+ 9Q3
D + 3Q3

ec + 6Q3
1 + 6Q3

2 + 2Q3
L4

+ 2Q3
L4



219

+ 6Q3
L + 18Q3

Q + 3Q3
S + 9Q3

uc

)
+
(
6Q1M

′2
1 − Σ′1

)
ΣQ

]
. (C.8c)

Similarly, those for m2
Hu read

β
(1)
m2
Hu

= 2λ2
(
m2
Hd

+m2
Hu +m2

S

)
+ 2T 2

λ + 6y2
t

(
m2
Hu +m2

Q33 +m2
uc33

)
+ 6T 2

t

− 6g2
2M

2
2 −

6
5g

2
1M

2
1 − 8Q2

2g
′2
1 M

′2
1 + 3

5g
2
1Σ1 + 2Q2g

′2
1 Σ′1 , (C.9a)

β
(2)
m2
Hu

= −36y4
t

(
m2
Hu +m2

Q33 +m2
uc33

)
− 6y2

t y
2
b

(
m2
Hu +m2

Hd
+ 2m2

Q33 +m2
uc33

+m2
dc33

)
− 72y2

t T
2
t − 6 (ytTb + ybTt)2 − 12λ4

(
m2
Hd

+m2
Hu +m2

S

)
− 24λ2T 2

λ

− 4λ2
2∑

α=1
λ̃2
αα

(
m2
Hd

+m2
Hu + 2m2

S +m2
H1,αα +m2

H2,αα

)

− 6λ2
3∑
i=1

κ2
ii

(
m2
Hd

+m2
Hu + 2m2

S +m2
Dii

+m2
Dii

)
− 4

2∑
α=1

(
λ̃ααTλ + λT λ̃αα

)2

− 6
3∑
i=1

(κiiTλ + λT κii)
2 − 6λ2y2

b

(
2m2

Hd
+m2

Hu +m2
S +m2

Q33 +m2
dc33

)
− 2λ2y2

τ

(
2m2

Hd
+m2

Hu +m2
S +m2

L33 +m2
ec33

)
− 6 (λTb + ybTλ)2

− 2 (λTτ + yτTλ)2 + 32g2
3y

2
t

(
m2
Hu +m2

Q33 +m2
uc33

+ 2M2
3

)
+ 32g2

3

(
T 2
t − 2ytTtM3

)
+ 2

5g
2
1y

2
t

(
−5m2

Hu +m2
Q33 + 16m2

uc33
+ 8M2

1

)
+ 8

5g
2
1

(
T 2
t − 2ytTtM1

)
+ 6

5g
2
1y

2
b

(
3m2

Hd
−m2

Q33 − 2m2
dc33

)
+ 6

5g
2
1y

2
τ

(
m2
Hd

+m2
L33 − 2m2

ec33

)
+ 6

5g
2
1λ

2
(
m2
Hd
−m2

Hu

)
+ 6

5g
2
1

2∑
α=1

λ̃2
αα

(
m2
H1,αα −m

2
H2,αα

)
+ 6

5g
2
1

3∑
i=1

κ2
ii

(
m2
Dii
−m2

Dii

)
+ 12g′21 y2

t

(
Q2
Q +Q2

uc −Q2
2

) (
m2
Hu +m2

Q33 +m2
uc33

+ 2M ′2
1

)
+ 12g′21

(
Q2
Q +Q2

uc −Q2
2

) (
T 2
t − 2ytTtM ′

1

)
− 24Q2g

′2
1 y

2
t

(
Q2m

2
Hu +QQm

2
Q33 +Qucm

2
uc33

)
− 24Q2g

′2
1 y

2
b

(
Q1m

2
Hd

+QQm
2
Q33 +Qdcm

2
dc33

)
− 8Q2g

′2
1 y

2
τ

(
Q1m

2
Hd

+QLm
2
L33 +Qecm

2
ec33

)
+ 4g′21 λ2

(
Q2

1 −Q2
2 +Q2

S

) (
m2
Hd

+m2
Hu +m2

S + 2M ′2
1

)
+ 4g′21

(
Q2

1 −Q2
2 +Q2

S

) (
T 2
λ − 2λTλM ′

1

)
− 8Q2g

′2
1 λ

2
(
Q1m

2
Hd

+Q2m
2
Hu +QSm

2
S

)



220 Appendix C. Approximate RGE Solutions in the E6SSM

− 8Q2g
′2
1

2∑
α=1

λ̃2
αα

(
Q1m

2
H1,αα +Q2m

2
H2,αα +QSm

2
S

)

− 12Q2g
′2
1

3∑
i=1

κ2
ii

(
QSm

2
S +QDm

2
Dii

+QDm
2
Dii

)
+ 16

5 g
2
3g

2
1

[
Tr(m2

Q)− 2 Tr(m2
uc) + Tr(m2

dc) + Tr(m2
D

)− Tr(m2
D)
]

+ 32Q2g
2
3g
′2
1

[
2QQ Tr(m2

Q) +Quc Tr(m2
uc) +Qdc Tr(m2

dc) +QD Tr(m2
D

)

+QD Tr(m2
D)
]

+ 3g4
2

[
29M2

2 +m2
L4 +m2

L4
+ 3 Tr(m2

Q) + Tr(m2
L) +m2

Hd

+ Tr(m2
H1) +m2

Hu + Tr(m2
H2)

]
+ 9

5g
2
2g

2
1

[
2
(
M2

1 +M1M2 +M2
2

)
+m2

L4

−m2
L4 + Tr(m2

Q)− Tr(m2
L) +m2

Hu + Tr(m2
H2)−m2

Hd
− Tr(m2

H1)
]

+ 12Q2g
2
2g
′2
1

[
2Q2

(
M ′2

1 +M ′
1M2 +M2

2

)
+QL4m

2
L4 +QL4

m2
L4

+ 3QQ Tr(m2
Q) +QL Tr(m2

L) +Q1m
2
Hd

+Q1 Tr(m2
H1) +Q2m

2
Hu +Q2 Tr(m2

H2)
]

+ 1
25g

4
1

[
891M2

1 + 18m2
L4

+ 10 Tr(m2
dc) + 2 Tr(m2

D) + 10 Tr(m2
D

) + 54 Tr(m2
ec)

+ 18m2
Hu + 18 Tr(m2

H2) + 4 Tr(m2
Q)− 8 Tr(m2

uc)
]

+ 4
5g

2
1g
′2
1

[
6Q2

(
3Qdc +QD − 3QD + 3Qec − 3Q1 + 4Q2 +QL4

−QL4 − 3QL

+ 3QQ − 6Quc

) (
M2

1 +M1M
′
1 +M ′2

1

)
+ 3Q2

L4
m2
L4
− 3Q2

L4m
2
L4

+ 3Q2
dc Tr(m2

dc) + 3Q2
D

Tr(m2
D

)− 3Q2
D Tr(m2

D) + 3Q2
ec Tr(m2

ec)− 3Q2
1m

2
Hd

− 3Q2
1 Tr(m2

H1) + 3Q2
2m

2
Hu + 3Q2

2 Tr(m2
H2)− 3Q2

L Tr(m2
L) + 3Q2

Q Tr(m2
Q)

− 6Q2
uc Tr(m2

uc) + 9Q2QL4
m2
L4
− 3Q2QL4m

2
L4 + 8Q2Qdc Tr(m2

dc)

+ 8Q2QD Tr(m2
D

)− 4Q2QD Tr(m2
D) + 12Q2Qec Tr(m2

ec)− 3Q2Q1m
2
Hd

− 3Q2Q1 Tr(m2
H1) + 9Q2

2m
2
Hu + 9Q2

2 Tr(m2
H2)− 3Q2QL Tr(m2

L)

+ 7Q2QQ Tr(m2
Q)− 4Q2Quc Tr(m2

uc)
]

+ 8Q2g
′4
1

[
3Q2M

′2
1

(
9Q2

dc + 9Q2
D

+ 9Q2
D + 3Q2

ec + 6Q2
1 + 8Q2

2 + 2Q2
L4

+ 2Q2
L4

+ 6Q2
L + 18Q2

Q + 3Q2
S + 9Q2

uc

)
+ 2Q3

L4
m2
L4

+ 2Q3
L4m

2
L4 + 3Q3

dc Tr(m2
dc)

+ 3Q3
D

Tr(m2
D

) + 3Q3
D Tr(m2

D) +Q3
ec Tr(m2

ec) + 2Q3
1m

2
Hd

+ 2Q3
1 Tr(m2

H1)
+ 2Q3

2m
2
Hu + 2Q3

2 Tr(m2
H2) + 2Q3

L Tr(m2
L) + 6Q3

Q Tr(m2
Q) +Q3

Sm
2
S

+Q3
S Tr(m2

Σ) + 3Q3
uc Tr(m2

uc) + 2Q2Q
2
L4
m2
L4

+ 2Q2Q
2
L4m

2
L4

+ 3Q2Q
2
dc Tr(m2

dc) + 3Q2Q
2
D

Tr(m2
D

) + 3Q2Q
2
D Tr(m2

D) +Q2Q
2
ec Tr(m2

ec)



221

+ 2Q2Q
2
1m

2
Hd

+ 2Q2Q
2
1 Tr(m2

H1) + 2Q3
2m

2
Hu + 2Q3

2 Tr(m2
H2) + 2Q2Q

2
L Tr(m2

L)

+ 6Q2Q
2
Q Tr(m2

Q) +Q2Q
2
Sm

2
S +Q2Q

2
S Tr(m2

Σ) + 3Q2Q
2
uc Tr(m2

uc)
]
, (C.9b)

b
(2)
m2
Hu

= 72y4
t

(
m2
Hu +m2

Q33 +m2
uc33

)
+ 144y2

t T
2
t + 16λ4

(
m2
Hd

+m2
Hu +m2

S

)
+ 32λ2T 2

λ

+ 6y2
t y

2
b

(
m2
Hd

+m2
Hu + 2m2

Q33 +m2
uc33

+m2
dc33

)
+ 6 (ytTb + ybTt)2

+ 12λ2y2
t

(
m2
Hd

+ 2m2
Hu +m2

S +m2
Q33 +m2

uc33

)
+ 12 (λTt + ytTλ)2

+ 6λ2y2
b

(
2m2

Hd
+m2

Hu +m2
S +m2

Q33 +m2
dc33

)
+ 6 (λTb + ybTλ)2

+ 2λ2y2
τ

(
2m2

Hd
+m2

Hu +m2
S +m2

L33 +m2
ec33

)
+ 2 (λTτ + yτTλ)2

+ 4
2∑

α=1

[
λ2λ̃2

αα

(
m2
H1,αα +m2

H2,αα +m2
Hd

+m2
Hu + 2m2

S

)
+
(
λT λ̃αα + λ̃ααTλ

)2
]

+ 6
3∑
i=1

[
λ2κ2

ii

(
m2
Hd

+m2
Hu + 2m2

S +m2
Dii

+m2
Dii

)
+ (λT κii + κiiTλ)2

]
− 32g2

3y
2
t

(
m2
Hu +m2

Q33 +m2
uc33

+ 2M2
3

)
− 32g2

3

(
T 2
t − 2ytTtM3

)
− 18g2

2y
2
t

(
m2
Hu +m2

Q33 +m2
uc33

+ 2M2
2

)
− 18g2

2

(
T 2
t − 2ytTtM2

)
− 6g2

2λ
2
(
m2
Hd

+m2
Hu +m2

S + 2M2
2

)
− 6g2

2

(
T 2
λ − 2λTλM2

)
− 26

5 g
2
1y

2
t

(
m2
Hu +m2

Q33 +m2
uc33

+ 2M2
1

)
− 26

5 g
2
1

(
T 2
t − 2ytTtM1

)
− 6

5g
2
1λ

2
(
m2
Hd

+m2
Hu +m2

S + 2M2
1

)
− 6

5g
2
1

(
T 2
λ − 2λTλM1

)
− 12g′21 y2

t

(
Q2

2 +Q2
Q +Q2

uc

) (
m2
Hu +m2

Q33 +m2
uc33

+ 2M ′2
1

)
− 12g′21

(
Q2

2 +Q2
Q +Q2

uc

) (
T 2
t − 2ytTtM ′

1

)
+ 12Q2g

′2
1 T

2
t (Q2 +QQ +Quc)

+ 6g′21 y2
t (Q2 +QQ +Quc)

(
2Q2m

2
Hu + 2Q2m

2
Q33 + 2Q2m

2
uc33

+ Σ′1
)

+ 12Q2g
′2
1 y

2
b (Q1 +QQ +Qdc)

(
m2
Hd

+m2
Q33 +m2

dc33

)
+ 12Q2g

′2
1 T

2
b (Q1 +QQ +Qdc) + 4Q2g

′2
1 T

2
τ (Q1 +QL +Qec)

+ 4Q2g
′2
1 y

2
τ (Q1 +QL +Qec)

(
m2
Hd

+m2
L33 +m2

ec33

)
− 4g′21 λ2

(
Q2

1 +Q2
2 +Q2

S

) (
m2
Hd

+m2
Hu +m2

S + 2M ′2
1

)
− 4g′21

(
Q2

1 +Q2
2 +Q2

S

) (
T 2
λ − 2λTλM ′

1

)
+ 2g′21 λ2 (Q1 +Q2 +QS) Σ′1

+ 4Q2g
′2
1 λ

2 (Q1 +Q2 +QS)
(
m2
Hd

+m2
Hu +m2

S

)
+ 4Q2g

′2
1 T

2
λ (Q1 +Q2 +QS)

+ 4Q2g
′2
1 (Q1 +Q2 +QS)

2∑
α=1

[
λ̃2
αα

(
m2
H1,αα +m2

H2,αα +m2
S

)
+ (T λ̃αα)2

]

+ 6Q2g
′2
1 (QS +QD +QD)

3∑
i=1

[
κ2
ii

(
m2
S +m2

Dii
+m2

Dii

)
+ (T κii)2

]



222 Appendix C. Approximate RGE Solutions in the E6SSM

− 96Q2g
2
3g
′2
1 M

2
3 (2QQ +Quc +Qdc +QD +QD)− 72g4

2M
2
2

− 12Q2g
2
2g
′2
1 M

2
2

(
9QQ + 3QL + 3Q1 + 3Q2 +QL4

+QL4

)
+ 288

25 g
4
1

(
Σ1 − 3M2

1

)
− 3

5g
2
1g
′2
1

[
4Q2M

2
1

(
2Qdc + 2QD + 2QD + 6Qec + 3Q1

+ 3Q2 +QL4
+QL4 + 3QL +QQ + 8Quc

)
+ 4M ′2

1

(
3Q2

dc + 3Q2
D
− 3Q2

D

+ 3Q2
ec − 3Q2

1 + 3Q2
2 +Q2

L4
−Q2

L4 − 3Q2
L + 3Q2

Q − 6Q2
uc

)
− (2Q2Σ1 + Σ′1) ΣY

Q

]
− 4Q2g

′4
1

[
2M ′2

1

(
9Q3

dc + 9Q3
D

+ 9Q3
D + 3Q3

ec + 6Q3
1

+ 6Q3
2 + 2Q3

L4
+ 2Q3

L4 + 6Q3
L + 18Q3

Q + 3Q3
S + 9Q3

uc

)
+
(
6Q2M

′2
1 − Σ′1

)
ΣQ

]
, (C.9c)

while those for m2
S are

β
(1)
m2
S

= 4λ2
(
m2
Hd

+m2
Hu +m2

S

)
+ 4T 2

λ

+
2∑

α=1

[
4λ̃2

αα

(
m2
H1,αα +m2

H2,αα +m2
S

)
+ 4(T λ̃αα)2

]

+
3∑
i=1

[
6κ2

ii

(
m2
S +m2

Dii
+m2

Dii

)
+ 6(T κii)2

]
− 8Q2

Sg
′2
1 M

′2
1 + 2QSg

′2
1 Σ′1 , (C.10a)

β
(2)
m2
S

= −16λ4
(
m2
Hd

+m2
Hu +m2

S

)
− 32λ2T 2

λ

−
2∑

α=1

[
16λ̃4

αα

(
m2
H1,αα +m2

H2,αα +m2
S

)
+ 32λ̃2

αα(T λ̃αα)2
]

−
3∑
i=1

[
24κ4

ii

(
m2
Dii

+m2
Dii

+m2
S

)
+ 48κ2

ii(T κii)2
]

− 12λ2y2
t

(
2m2

Hu +m2
Hd

+m2
S +m2

Q33 +m2
uc33

)
− 12 (λTt + ytTλ)2

− 12λ2y2
b

(
m2
Hu + 2m2

Hd
+m2

S +m2
Q33 +m2

dc33

)
− 12 (λTb + ybTλ)2

− 4λ2y2
τ

(
m2
Hu + 2m2

Hd
+m2

S +m2
L33 +m2

ec33

)
− 4 (λTτ + yτTλ)2

+ 32g2
3

3∑
i=1

[
κ2
ii

(
m2
S +m2

Dii
+m2

Dii
+ 2M2

3

)
+ (T κii)2 − 2κiiT κiiM3

]
+ 12g2

2λ
2
(
m2
Hd

+m2
Hu +m2

S + 2M2
2

)
+ 12g2

2

(
T 2
λ − 2λTλM2

)
+ 12g2

2

2∑
α=1

[
λ̃2
αα

(
m2
H1,αα +m2

H2,αα +m2
S + 2M2

2

)
+ (T λ̃αα)2 − 2λ̃ααT λ̃ααM2

]
+ 12

5 g
2
1λ

2
(
m2
Hd

+m2
Hu +m2

S + 2M2
1

)
+ 12

5 g
2
1

(
T 2
λ − 2λTλM1

)



223

+ 12
5 g

2
1

2∑
α=1

[
λ̃2
αα

(
m2
H1,αα +m2

H2,αα +m2
S + 2M2

1

)
+ (T λ̃αα)2 − 2λ̃ααT λ̃ααM1

]

+ 8
5g

2
1

3∑
i=1

[
κ2
ii

(
m2
S +m2

Dii
+m2

Dii
+ 2M2

1

)
+ (T κii)2 − 2κiiT κiiM1

]
+ 8g′21 λ2

(
Q2

1 +Q2
2 −Q2

S

) (
m2
Hd

+m2
Hu +m2

S + 2M ′2
1

)
− 8QSg

′2
1 λ

2
(
Q1m

2
Hd

+Q2m
2
Hu +QSm

2
S

)
+ 8g′21

(
Q2

1 +Q2
2 −Q2

S

) (
T 2
λ − 2λTλM ′

1

)
+ 4g′21

2∑
α=1

{
2λ̃2

αα

(
Q2

1 +Q2
2 −Q2

S

) (
m2
H1,αα +m2

H2,αα +m2
S + 2M ′2

1

)
− 2QSλ̃

2
αα

(
Q1m

2
H1,αα +Q2m

2
H2,αα +QSm

2
S

)
+ 2

[
(T λ̃αα)2 − 2λ̃ααT λ̃ααM ′

1

]
×
(
Q2

1 +Q2
2 −Q2

S

)}
+ 4g′21

3∑
i=1

{
3κ2

ii

(
Q2
D +Q2

D
−Q2

S

)
×
(
m2
S +m2

Dii
+m2

Dii
+ 2M ′2

1

)
− 3QSκ

2
ii

(
QSm

2
S +QDm

2
Dii

+QDm
2
Dii

)
+ 3

[
(T κii)2 − 2κiiT κiiM ′

1

] (
Q2
D +Q2

D
−Q2

S

)}
− 24QSg

′2
1 y

2
t

(
Q2m

2
Hu +QQm

2
Q33 +Qucm

2
uc33

)
− 24QSg

′2
1 y

2
b

(
Q1m

2
Hd

+QQm
2
Q33 +Qdcm

2
dc33

)
− 8QSg

′2
1 y

2
τ

(
Q1m

2
Hd

+QLm
2
L33 +Qecm

2
ec33

)
+ 32QSg

2
3g
′2
1

[
2QQ Tr(m2

Q) +Quc Tr(m2
uc) +Qdc Tr(m2

dc) +QD Tr(m2
D)

+QD Tr(m2
D

)
]

+ 12QSg
2
2g
′2
1

[
QL4

m2
L4

+QL4m
2
L4 + 3QQ Tr(m2

Q) +QL Tr(m2
L)

+Q1m
2
Hd

+Q1 Tr(m2
H1) +Q2m

2
Hu +Q2 Tr(m2

H2)
]

+ 4
5QSg

2
1g
′2
1

[
3QL4

m2
L4

+ 3QL4m
2
L4 + 2Qdc Tr(m2

dc) + 2QD Tr(m2
D

)

+ 2QD Tr(m2
D) + 6Qec Tr(m2

ec) + 3Q1m
2
Hd

+ 3Q1 Tr(m2
H1) + 3Q2m

2
Hu

+ 3Q2 Tr(m2
H2) + 3QL Tr(m2

L) +QQ Tr(m2
Q) + 8Quc Tr(m2

uc)
]

+ 8QSg
′4
1

[
3QSM

′2
1

(
9Q2

dc + 9Q2
D

+ 9Q2
D + 3Q2

ec + 6Q2
1 + 6Q2

2 + 2Q2
L4

+ 2Q2
L4 + 6Q2

L + 18Q2
Q + 5Q2

S + 9Q2
uc

)
+ 2Q3

L4
m2
L4

+ 2Q3
L4m

2
L4

+ 3Q3
dc Tr(m2

dc) + 3Q3
D

Tr(m2
D

) + 3Q3
D Tr(m2

D) +Q3
ec Tr(m2

ec) + 2Q3
1m

2
Hd

+ 2Q3
1 Tr(m2

H1) + 2Q3
2m

2
Hu + 2Q3

2 Tr(m2
H2) + 2Q3

L Tr(m2
L) + 6Q3

Q Tr(m2
Q)

+Q3
Sm

2
S +Q3

S Tr(m2
Σ) + 3Q3

uc Tr(m2
uc) + 2QSQ

2
L4
m2
L4

+ 2QSQ
2
L4m

2
L4

+ 3QSQ
2
dc Tr(m2

dc) + 3QSQ
2
D

Tr(m2
D

) + 3QSQ
2
D Tr(m2

D) +QSQ
2
ec Tr(m2

ec)



224 Appendix C. Approximate RGE Solutions in the E6SSM

+ 2QSQ
2
1m

2
Hd

+ 2QSQ
2
1 Tr(m2

H1) + 2QSQ
2
2m

2
Hu + 2QSQ

2
2 Tr(m2

H2)
+ 2QSQ

2
L Tr(m2

L) + 6QSQ
2
Q Tr(m2

Q) +Q3
Sm

2
S +Q3

S Tr(m2
Σ)

+ 3QSQ
2
uc Tr(m2

uc)
]
, (C.10b)

b
(2)
m2
S

= 32λ4
(
m2
Hd

+m2
Hu +m2

S

)
+ 64λ2T 2

λ

+ 16
2∑

α=1

[
λ̃4
αα

(
m2
H1,αα +m2

H2,αα +m2
S

)
+ 2λ̃2

αα(T λ̃αα)2
]

+ 24
3∑
i=1

[
κ4
ii

(
m2
S +m2

Dii
+m2

Dii

)
+ 2κ2

ii(T κii)2
]

+ 16
2∑

α=1

[
λ2λ̃2

αα

(
m2
Hd

+m2
Hu +m2

H1,αα +m2
H2,αα + 2m2

S

)
+
(
λT λ̃αα + λ̃ααTλ

)2
]

+ 8
2∑

α=1

2∑
β=1

[
λ̃2
ααλ̃

2
ββ

(
m2
H1,αα +m2

H2,αα +m2
H1,ββ

+m2
H2,ββ

+ 2m2
S

)

+
(
λ̃ααT

λ̃
ββ + λ̃ββT

λ̃
αα

)2
]

+ 24
3∑
i=1

[
λ2κ2

ii

(
m2
Hd

+m2
Hu + 2m2

S +m2
Dii

+m2
Dii

)

+ (λT κii + κiiTλ)2
]

+ 24
2∑

α=1

3∑
i=1

[
λ̃2
αακ

2
ii

(
m2
H1,αα +m2

H2,αα + 2m2
S +m2

Dii
+m2

Dii

)

+
(
λ̃ααT

κ
ii + κiiT

λ̃
αα

)2
]

+ 18
3∑
i=1

3∑
j=1

[
κ2
iiκ

2
jj

(
2m2

S +m2
Dii

+m2
Dii

+m2
Djj

+m2
Djj

)
+
(
κiiT

κ
jj + κjjT

κ
ii

)2
]

+ 12λ2y2
t

(
2m2

Hu +m2
Hd

+m2
S +m2

Q33 +m2
uc33

)
+ 12λ2y2

b

(
m2
Hu + 2m2

Hd
+m2

S +m2
Q33 +m2

dc33

)
+ 4λ2y2

τ

(
2m2

Hd
+m2

Hu +m2
S +m2

L33 +m2
ec33

)
+ 12 (λTt + ytTλ)2

+ 12 (λTb + ybTλ)2 + 4 (λTτ + yτTλ)2

− 32g2
3

3∑
i=1

[
κ2
ii

(
m2
S +m2

Dii
+m2

Dii
+ 2M2

3

)
+ (T κii)2 − 2κiiT κiiM3

]
− 12g2

2λ
2
(
m2
Hd

+m2
Hu +m2

S + 2M2
2

)
− 12g2

2

(
T 2
λ − 2λTλM2

)
− 12g2

2

2∑
α=1

[
λ̃2
αα

(
m2
H1,αα +m2

H2,αα +m2
S + 2M2

2

)
+ (T λ̃αα)2 − 2λ̃ααT λ̃ααM2

]
− 12

5 g
2
1λ

2
(
m2
Hd

+m2
Hu +m2

S + 2M2
1

)
− 12

5 g
2
1

(
T 2
λ − 2λTλM1

)
− 12

5 g
2
1

2∑
α=1

[
λ̃2
αα

(
m2
H1,αα +m2

H2,αα +m2
S + 2M2

1

)
+ (T λ̃αα)2 − 2λ̃ααT λ̃ααM1

]

− 8
5g

2
1

3∑
i=1

[
κ2
ii

(
m2
S +m2

Dii
+m2

Dii
+ 2M2

1

)
+ (T κii)2 − 2κiiT κiiM1

]



225

− 8g′21 λ2
(
Q2

1 +Q2
2 +Q2

S

) (
m2
Hd

+m2
Hu +m2

S + 2M ′2
1

)
+ 4g′21 λ2 (Q1 +Q2 +QS)

(
QSm

2
Hd

+QSm
2
Hu +QSm

2
S + Σ′1

)
− 8g′21

(
Q2

1 +Q2
2 +Q2

S

) (
T 2
λ − 2λTλM ′

1

)
+ 4QSg

′2
1 T

2
λ (Q1 +Q2 +QS)

+ 2g′21
2∑

α=1

{
− 4λ̃2

αα

(
Q2

1 +Q2
2 +Q2

S

) (
m2
H1,αα +m2

H2,αα +m2
S + 2M ′2

1

)
+ 2λ̃2

αα (Q1 +Q2 +QS)
(
QSm

2
H1,αα +QSm

2
H2,αα +QSm

2
S + Σ′1

)
− 4

(
Q2

1 +Q2
2 +Q2

S

) [
(T λ̃αα)2 − 2λ̃ααT λ̃ααM ′

1

]
+ 2QS(T λ̃αα)2 (Q1 +Q2 +QS)

}

+ 2g′21
3∑
i=1

{
− 6κ2

ii

(
Q2
S +Q2

D +Q2
D

) (
m2
S +m2

Dii
+m2

Dii
+ 2M ′2

1

)
+ 3κ2

ii (QS +QD +QD)
(
QSm

2
S +QSm

2
Di

+QSm
2
Di

+ Σ′1
)

− 6
(
Q2
S +Q2

D +Q2
D

) [
(T κii)2 − 2κiiT κiiM ′

1

]
+ 3QS(T κii)2 (QS +QD +QD)

}
+ 12QSg

′2
1 y

2
t (Q2 +QQ +Quc)

(
m2
Hu +m2

Q33 +m2
uc33

)
+ 12QSg

′2
1 y

2
b (Q1 +QQ +Qdc)

(
m2
Hd

+m2
Q33 +m2

dc33

)
+ 4QSg

′2
1 y

2
τ (Q1 +QL +Qec)

(
m2
Hd

+m2
L33 +m2

ec33

)
+ 12QSg

′2
1 T

2
t (Q2 +QQ +Quc) + 12QSg

′2
1 T

2
b (Q1 +QQ +Qdc)

+ 4QSg
′2
1 T

2
τ (Q1 +QL +Qec)− 96QSg

2
3g
′2
1 M

2
3 (2QQ +Quc +Qdc +QD +QD)

− 12QSg
2
2g
′2
1 M

2
2

(
9QQ + 3QL + 3Q1 + 3Q2 +QL4

+QL4

)
− 6

5QSg
2
1g
′2
1

[
2M2

1

(
2Qdc + 2QD + 2QD + 6Qec + 3Q1 + 3Q2 +QL4

+QL4 + 3QL +QQ + 8Quc

)
− Σ1ΣY

Q

]
− 4QSg

′4
1

[
2M ′2

1

(
9Q3

dc + 9Q3
D

+ 9Q3
D

+ 3Q3
ec + 6Q3

1 + 6Q3
2 + 2Q3

L4
+ 2Q3

L4 + 6Q3
L + 18Q3

Q + 3Q3
S + 9Q3

uc

)
+
(
6QSM

′2
1 − Σ′1

)
ΣQ

]
. (C.10c)

If the one-loop contributions to the effective potential from top and stop loops are
also included, it is necessary to consider the expansions for yt, Tt, m2
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and those for Tt read
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Finally, the relevant expressions for the soft mass m2
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Appendix D

SE6SSM RGEs

In this appendix we present the complete set of two-loop RGEs for the SE6SSM,
required for the analysis presented in Chapter 7. These RGEs were automatically
derived using SARAH-4.5.6. The β function for a parameter p is given by Eq. (5.27),
i.e.,

dp

dt
= βp =

β(1)
p

(4π)2 +
β(2)
p

(4π)4 ,

where t = ln(Q/MX) contains the renormalisation scale Q at which p is evaluated. In
the following we present the one- and two-loop contributions, β(1)

p and β(2)
p , respec-

tively, for the running parameters of the SE6SSM.

D.1 Gauge Couplings

As discussed in Section 3.2, in general, kinetic mixing of U(1)Y and U(1)N leads to a
set of RGEs for the Abelian gauge couplings that involve a set of off-diagonal gauge
couplings. In the triangle basis of Eq. (3.13), these RGEs can be written

dG

dt
= G×B , (D.1)

where the matrix of β functions is

B =
βg1g

2
1 2g1g

′
1βg11 + 2g1g11βg1

0 g′21 βg′1 + 2g′1g11βg11 + g2
11βg1

 . (D.2)

In the E6SSM and SE6SSM, the off-diagonal β function βg11 is rather small; in par-
ticular, in the SE6SSM β(1)

g11 = −
√

6/5 at one-loop. As discussed in Section 3.2, the
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effects of kinetic mixing are therefore small if g11 vanishes at the GUT scale, and so
we neglect it. When this is done, the two-loop RGEs for the diagonal Abelian gauge
couplings are
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The β functions for the SU(2)L and SU(3)C gauge couplings are the same irrespective
of whether or not the kinetic mixing is taken into account. They are
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D.2 Superpotential Trilinear Couplings

When gauge kinetic mixing is neglected, the running of the dimensionless superpoten-
tial couplings is described by the following two-loop β functions:
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D.3 Superpotential Bilinear and Linear Couplings

The β functions of the bilinear superpotential parameters µφ and µL read
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while that for the linear superpotential parameter ΛF is
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D.4 Gaugino Masses

The two-loop β functions for the soft gaugino masses are
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As mentioned above, kinetic mixing in this class of E6 inspired models is small and so
we neglect the mixed gaugino mass M11.

D.5 Soft-breaking Trilinear Scalar Couplings

The two-loop RGEs for the soft scalar trilinear couplings read
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(
ff †ff †

)
− 4Tλ Tr

(
ff †f̃ f̃ †

)
− 12λTr

(
ff †T ff †

)
− 8λTr

(
ff †T f̃ f̃ †

)
− 3Tλ Tr

(
f̃ f̃ †f̃ f̃ †

)
− 8λTr

(
f̃ f̃ †T ff †

)
− 12λTr

(
f̃ f̃ †T f̃ f̃ †

)
− Tλ Tr

(
f̃hE†hE f̃ †

)
− 2λTr

(
f̃hE†T h

E

f̃ †
)
− 3Tλ Tr

(
f̃ λ̃†λ̃f̃ †

)
− 6λTr

(
f̃ λ̃†T λ̃f̃ †

)
− 3Tλ Tr

(
gDgD†yDTyD∗

)
− 3Tλ Tr

(
gDgD†yUTyU∗

)
− 6Tλ Tr

(
gDκ†κgD†

)
− 12λTr

(
gDκ†T κgD†

)
− 2λTr

(
hE f̃ †T f̃hE†

)
− 2Tλ Tr

(
hEhE†yEyE†

)
− 4λTr

(
hEhE†TEyE†

)
− 2Tλ Tr

(
hEλ̃†λ̃hE†

)
− 4λTr

(
hEλ̃†T λ̃hE†

)
− 9Tλ Tr

(
yDyD†yDyD†

)
− 36λTr

(
yDyD†TDyD†

)
− 6Tλ Tr

(
yDyU†yUyD†

)
− 12λTr

(
yDyU†TUyD†

)
− 3Tλ Tr

(
yEyE†yEyE†

)
− 4λTr

(
yEyE†T h

E

hE†
)

− 12λTr
(
yEyE†TEyE†

)
− 12λTr

(
yUyD†TDyU†

)
− 9Tλ Tr

(
yUyU†yUyU†

)
− 36λTr

(
yUyU†TUyU†

)
− 12λTr

(
κgD†T g

D

κ†
)
− 6Tλ Tr

(
κκ†κκ†

)
− 24λTr

(
κκ†T κκ†

)
− 6λTr

(
λ̃f̃ †T f̃ λ̃†

)
− 4λTr

(
λ̃hE†T h

E

λ̃†
)

− 4Tλ Tr
(
λ̃λ̃†λ̃λ̃†

)
− 16λTr

(
λ̃λ̃†T λ̃λ̃†

)
− 3Tλ Tr

(
λ̃λ̃†fTf ∗

)
− 6λTr

(
f †T f λ̃∗λ̃T

)
− 6λTr

(
gD†yDTyD∗T g

D
)
− 6λTr

(
gD†yUTyU∗T g

D
)

− 6λTr
(
yD†TDgD∗gDT

)
− 6λTr

(
yU†TUgD∗gDT

)
− 6λTr

(
λ̃†fTf ∗T λ̃

)
,

(D.70)

β
(1)
T f̃

= 2ff †T f̃ + 4f̃ f̃ †T f̃ + 2f̃hE†T hE + 2f̃ λ̃†T λ̃ + 4T ff †f̃ + 5T f̃ f̃ †f̃

+ T f̃hE†hE + T f̃ λ̃†λ̃− 3
5g

2
1T

f̃ − 19
10g

′2
1 T

f̃ − 3g2
2T

f̃ + |λ|2T f̃
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+ T f̃ Tr
(
f̃ f̃ †

)
+ 3T f̃ Tr

(
yUyU†

)
+ f̃

[
2λ∗Tλ + 2 Tr

(
f̃ †T f̃

)
+ 6g2

2M2

+ 6 Tr
(
yU†TU

)
+ 19

5 g
′2
1 M

′
1 + 6

5g
2
1M1

]
, (D.71)

β
(2)
T f̃

= 6
5g

2
1ff

†T f̃ − 6
5g
′2
1 ff

†T f̃ + 6g2
2ff

†T f̃ − 2|λ|2ff †T f̃

− 12
5 g

2
1M1f̃ f̃

†f̃ + 2
5g
′2
1 M

′
1f̃ f̃

†f̃ − 12g2
2M2f̃ f̃

†f̃ + 6
5g

2
1 f̃ f̃

†T f̃

+ 4
5g
′2
1 f̃ f̃

†T f̃ + 6g2
2 f̃ f̃

†T f̃ − 4|λ|2f̃ f̃ †T f̃ − 12
5 g

2
1M1f̃h

E†hE

+ 2
5g
′2
1 M

′
1f̃h

E†hE + 12
5 g

2
1 f̃h

E†T h
E − 2

5g
′2
1 f̃h

E†T h
E − 2|σ̃|2f̃hE†T hE

− 2g′21 M ′
1f̃ λ̃

†λ̃+ 2g′21 f̃ λ̃†T λ̃ − 4|λ|2f̃ λ̃†T λ̃ − 2|σ|2f̃ λ̃†T λ̃

+ 12
5 g

2
1T

ff †f̃ − 12
5 g
′2
1 T

ff †f̃ + 12g2
2T

ff †f̃ − 4|λ|2T ff †f̃

+ 12
5 g

2
1T

f̃ f̃ †f̃ − 7
5g
′2
1 T

f̃ f̃ †f̃ + 12g2
2T

f̃ f̃ †f̃ − 5|λ|2T f̃ f̃ †f̃

+ 6
5g

2
1T

f̃hE†hE − 1
5g
′2
1 T

f̃hE†hE − |σ̃|2T f̃hE†hE + g′21 T
f̃ λ̃†λ̃

− 2|λ|2T f̃ λ̃†λ̃− |σ|2T f̃ λ̃†λ̃− 2ff †ff †T f̃ − 4ff †T ff †f̃

− 2fλ̃∗λ̃Tf †T f̃ − 4fλ̃∗T λ̃Tf †f̃ − 4f̃ f̃ †ff †T f̃ − 6f̃ f̃ †f̃ f̃ †T f̃

− 4f̃ f̃ †T ff †f̃ − 8f̃ f̃ †T f̃ f̃ †f̃ − 2f̃hE†hE f̃ †T f̃ − 4f̃hE†hEhE†T hE

− 4f̃hE†yEyE†T hE − 4f̃hE†T hE f̃ †f̃ − 4f̃hE†T hEhE†hE − 4f̃hE†TEyE†hE

− 2f̃ λ̃†λ̃f̃ †T f̃ − 2f̃ λ̃†λ̃λ̃†T λ̃ − 4f̃ λ̃†T λ̃f̃ †f̃ − 2f̃ λ̃†T λ̃λ̃†λ̃

− 2f̃ λ̃†fTf ∗T λ̃ − 2f̃ λ̃†T fTf ∗λ̃− 4T ff †ff †f̃ − 4T f λ̃∗λ̃Tf †f̃

− 2T f̃ f̃ †ff †f̃ − 6T f̃ f̃ †f̃ f̃ †f̃ − 4T f̃hE†hE f̃ †f̃ − 2T f̃hE†hEhE†hE

− 2T f̃hE†yEyE†hE − 4T f̃ λ̃†λ̃f̃ †f̃ − T f̃ λ̃†λ̃λ̃†λ̃− T f̃ λ̃†fTf ∗λ̃

+ 297
50 g

4
1T

f̃ + 27
100g

2
1g
′2
1 T

f̃ + 551
25 g

′4
1 T

f̃ + 9
5g

2
1g

2
2T

f̃ + 39
20g

′2
1 g

2
2T

f̃

+ 33
2 g

4
2T

f̃ + 3
2g
′2
1 |λ|2T f̃ − 3|λ|4T f̃ − |σ|2|λ|2T f̃ − 6λ∗f̃ f̃ †f̃Tλ

− 4λ∗f̃ λ̃†λ̃Tλ − 2σ∗f̃ λ̃†λ̃Tσ − 2σ̃∗f̃hE†hETσ̃ − 2ff †T f̃ Tr
(
ff †

)
− 4T ff †f̃ Tr

(
ff †

)
− |λ|2T f̃ Tr

(
ff †

)
− 4f̃ f̃ †T f̃ Tr

(
f̃ f̃ †

)
− 5T f̃ f̃ †f̃ Tr

(
f̃ f̃ †

)
+ 3

2g
′2
1 T

f̃ Tr
(
f̃ f̃ †

)
− 6f̃hE†T hE Tr

(
gDgD†

)
− 3T f̃hE†hE Tr

(
gDgD†

)
− 2f̃hE†T hE Tr

(
hEhE†

)
− T f̃hE†hE Tr

(
hEhE†

)
− 6ff †T f̃ Tr

(
yDyD†

)
− 12T ff †f̃ Tr

(
yDyD†

)
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− 3|λ|2T f̃ Tr
(
yDyD†

)
− 2ff †T f̃ Tr

(
yEyE†

)
− 4T ff †f̃ Tr

(
yEyE†

)
− |λ|2T f̃ Tr

(
yEyE†

)
− 12f̃ f̃ †T f̃ Tr

(
yUyU†

)
− 15T f̃ f̃ †f̃ Tr

(
yUyU†

)
+ 4

5g
2
1T

f̃ Tr
(
yUyU†

)
− 3

10g
′2
1 T

f̃ Tr
(
yUyU†

)
+ 16g2

3T
f̃ Tr

(
yUyU†

)
− 6f̃ λ̃†T λ̃ Tr

(
κκ†

)
− 3T f̃ λ̃†λ̃Tr

(
κκ†

)
− 3|λ|2T f̃ Tr

(
κκ†

)
− 4f̃ λ̃†T λ̃ Tr

(
λ̃λ̃†

)
− 2T f̃ λ̃†λ̃Tr

(
λ̃λ̃†

)
− 2|λ|2T f̃ Tr

(
λ̃λ̃†

)
− 6f̃ f̃ †f̃ Tr

(
f̃ †T f̃

)
− 6f̃hE†hE Tr

(
gD†T g

D
)
− 2f̃hE†hE Tr

(
hE†T h

E
)

− 4
5ff

†f̃
[
15g2

2M2 + 15 Tr
(
yD†TD

)
+ 3g2

1M1 − 3g′21 M ′
1 + 5λ∗Tλ

+ 5 Tr
(
f †T f

)
+ 5 Tr

(
yE†TE

)]
− 18f̃ f̃ †f̃ Tr

(
yU†TU

)
− 6f̃ λ̃†λ̃Tr

(
κ†T κ

)
− 4f̃ λ̃†λ̃Tr

(
λ̃†T λ̃

)
− 2T f̃ Tr

(
ff †f̃ f̃ †

)
− 3T f̃ Tr

(
f̃ f̃ †f̃ f̃ †

)
− T f̃ Tr

(
f̃hE†hE f̃ †

)
− T f̃ Tr

(
f̃ λ̃†λ̃f̃ †

)
− 3T f̃ Tr

(
gDgD†yUTyU∗

)
− 3T f̃ Tr

(
yDyU†yUyD†

)
− 9T f̃ Tr

(
yUyU†yUyU†

)
− 1

50 f̃
(

1188g4
1M1 + 27g2

1g
′2
1 M1 + 180g2

1g
2
2M1 + 27g2

1g
′2
1 M

′
1 + 4408g′41 M ′

1

+ 195g′21 g2
2M

′
1 + 180g2

1g
2
2M2 + 195g′21 g2

2M2 + 3300g4
2M2 + 600λ∗|λ|2Tλ

+ 150g′21 M ′
1 Tr

(
f̃ f̃ †

)
+ 80g2

1M1 Tr
(
yUyU†

)
− 30g′21 M ′

1 Tr
(
yUyU†

)
+ 1600g2

3M3 Tr
(
yUyU†

)
− 150g′21 Tr

(
f̃ †T f̃

)
− 80g2

1 Tr
(
yU†TU

)
+ 30g′21 Tr

(
yU†TU

)
− 1600g2

3 Tr
(
yU†TU

)
+ 50λ∗

{
Tλ

[
2 Tr

(
ff †

)
+ 2 Tr

(
yEyE†

)
+ 2|σ|2 − 3g′21 + 4 Tr

(
λ̃λ̃†

)
+ 6 Tr

(
κκ†

)
+ 6 Tr

(
yDyD†

)]
+ λ

[
2 Tr

(
f †T f

)
+ 2 Tr

(
yE†TE

)
+ 2σ∗Tσ + 3g′21 M ′

1 + 4 Tr
(
λ̃†T λ̃

)
+ 6 Tr

(
κ†T κ

)
+ 6 Tr

(
yD†TD

)]}
+ 200 Tr

(
ff †T f̃ f̃ †

)
+ 200 Tr

(
f̃ f̃ †T ff †

)
+ 600 Tr

(
f̃ f̃ †T f̃ f̃ †

)
+ 100 Tr

(
f̃hE†T h

E

f̃ †
)

+ 100 Tr
(
f̃ λ̃†T λ̃f̃ †

)
+ 100 Tr

(
hE f̃ †T f̃hE†

)
+ 300 Tr

(
yDyU†TUyD†

)
+ 300 Tr

(
yUyD†TDyU†

)
+ 1800 Tr

(
yUyU†TUyU†

)
+ 100 Tr

(
λ̃f̃ †T f̃ λ̃†

)
+ 300 Tr

(
gD†yUTyU∗T g

D
)

+ 300 Tr
(
yU†TUgD∗gDT

))
, (D.72)
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β
(1)
T f = 4ff †T f + 2fλ̃∗T λ̃T + 2f̃ f̃ †T f + 5T ff †f + T f λ̃∗λ̃T + 4T f̃ f̃ †f

− 3
5g

2
1T

f − 19
10g

′2
1 T

f − 3g2
2T

f + |λ|2T f + T f Tr
(
ff †

)
+ 3T f Tr

(
yDyD†

)
+ T f Tr

(
yEyE†

)
+ f

[
2λ∗Tλ + 2 Tr

(
f †T f

)
+ 2 Tr

(
yE†TE

)
+ 6g2

2M2

+ 6 Tr
(
yD†TD

)
+ 19

5 g
′2
1 M

′
1 + 6

5g
2
1M1

]
, (D.73)

β
(2)
T f = 6

5g
2
1ff

†T f + 9
5g
′2
1 ff

†T f + 6g2
2ff

†T f − 4|λ|2ff †T f

− 3g′21 M ′
1fλ̃

∗λ̃T + 3g′21 fλ̃∗T λ̃T − 4|λ|2fλ̃∗T λ̃T − 2|σ|2fλ̃∗T λ̃T

− 12
5 g

2
1M1f̃ f̃

†f + 12
5 g
′2
1 M

′
1f̃ f̃

†f − 12g2
2M2f̃ f̃

†f + 6
5g

2
1 f̃ f̃

†T f

− 6
5g
′2
1 f̃ f̃

†T f + 6g2
2 f̃ f̃

†T f − 2|λ|2f̃ f̃ †T f + 12
5 g

2
1T

ff †f

− 9
10g

′2
1 T

ff †f + 12g2
2T

ff †f − 5|λ|2T ff †f + 3
2g
′2
1 T

f λ̃∗λ̃T

− 2|λ|2T f λ̃∗λ̃T − |σ|2T f λ̃∗λ̃T + 12
5 g

2
1T

f̃ f̃ †f − 12
5 g
′2
1 T

f̃ f̃ †f

+ 12g2
2T

f̃ f̃ †f − 4|λ|2T f̃ f̃ †f − 6ff †ff †T f − 4ff †f̃ f̃ †T f

− 8ff †T ff †f − 4ff †T f̃ f̃ †f − 2fλ̃∗f̃T f̃ ∗T λ̃T − 2fλ̃∗hEThE∗T λ̃T

− 2fλ̃∗λ̃Tf †T f − 2fλ̃∗λ̃T λ̃∗T λ̃T − 2fλ̃∗T f̃T f̃ ∗λ̃T − 2fλ̃∗T hEThE∗λ̃T

− 4fλ̃∗T λ̃Tf †f − 2fλ̃∗T λ̃T λ̃∗λ̃T − 2f̃ f̃ †f̃ f̃ †T f − 4f̃ f̃ †T f̃ f̃ †f

− 2f̃hE†hE f̃ †T f − 4f̃hE†T hE f̃ †f − 2f̃ λ̃†λ̃f̃ †T f − 4f̃ λ̃†T λ̃f̃ †f
− 6T ff †ff †f − 2T ff †f̃ f̃ †f − T f λ̃∗f̃T f̃ ∗λ̃T − T f λ̃∗hEThE∗λ̃T

− 4T f λ̃∗λ̃Tf †f − T f λ̃∗λ̃T λ̃∗λ̃T − 4T f̃ f̃ †f̃ f̃ †f − 4T f̃hE†hE f̃ †f

− 4T f̃ λ̃†λ̃f̃ †f + 297
50 g

4
1T

f + 27
100g

2
1g
′2
1 T

f + 551
25 g

′4
1 T

f + 9
5g

2
1g

2
2T

f

+ 39
20g

′2
1 g

2
2T

f + 33
2 g

4
2T

f + g′21 |λ|2T f − 3|λ|4T f − |σ|2|λ|2T f

− 4λ∗fλ̃∗λ̃TTλ − 4λ∗f̃ f̃ †fTλ − 2σ∗fλ̃∗λ̃TTσ − 4ff †T f Tr
(
ff †

)
− 5T ff †f Tr

(
ff †

)
+ g′21 T

f Tr
(
ff †

)
− 2f̃ f̃ †T f Tr

(
f̃ f̃ †

)
− 4T f̃ f̃ †f Tr

(
f̃ f̃ †

)
− |λ|2T f Tr

(
f̃ f̃ †

)
− 12ff †T f Tr

(
yDyD†

)
− 15T ff †f Tr

(
yDyD†

)
− 2

5g
2
1T

f Tr
(
yDyD†

)
− 3

5g
′2
1 T

f Tr
(
yDyD†

)
+ 16g2

3T
f Tr

(
yDyD†

)
− 4ff †T f Tr

(
yEyE†

)
− 5T ff †f Tr

(
yEyE†

)
+ 6

5g
2
1T

f Tr
(
yEyE†

)
− 1

5g
′2
1 T

f Tr
(
yEyE†

)
− 6f̃ f̃ †T f Tr

(
yUyU†

)
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− 12T f̃ f̃ †f Tr
(
yUyU†

)
− 3|λ|2T f Tr

(
yUyU†

)
− 6fλ̃∗T λ̃T Tr

(
κκ†

)
− 3T f λ̃∗λ̃T Tr

(
κκ†

)
− 3|λ|2T f Tr

(
κκ†

)
− 4fλ̃∗T λ̃T Tr

(
λ̃λ̃†

)
− 2T f λ̃∗λ̃T Tr

(
λ̃λ̃†

)
− 2|λ|2T f Tr

(
λ̃λ̃†

)
− 4f̃ f̃ †f Tr

(
f̃ †T f̃

)
− 3

5ff
†f
[
10λ∗Tλ + 10 Tr

(
f †T f

)
+ 10 Tr

(
yE†TE

)
+ 20g2

2M2

+ 30 Tr
(
yD†TD

)
+ 4g2

1M1 + g′21 M
′
1

]
− 12f̃ f̃ †f Tr

(
yU†TU

)
− 6fλ̃∗λ̃T Tr

(
κ†T κ

)
− 4fλ̃∗λ̃T Tr

(
λ̃†T λ̃

)
− 3T f Tr

(
ff †ff †

)
− 2T f Tr

(
ff †f̃ f̃ †

)
− 3T f Tr

(
gDgD†yDTyD∗

)
− 2T f Tr

(
hEhE†yEyE†

)
− 9T f Tr

(
yDyD†yDyD†

)
− 3T f Tr

(
yDyU†yUyD†

)
− 3T f Tr

(
yEyE†yEyE†

)
− T f Tr

(
λ̃λ̃†fTf ∗

)
− 1

50f
(

1188g4
1M1 + 27g2

1g
′2
1 M1 + 180g2

1g
2
2M1

+ 27g2
1g
′2
1 M

′
1 + 4408g′41 M ′

1 + 195g′21 g2
2M

′
1 + 180g2

1g
2
2M2 + 195g′21 g2

2M2

+ 3300g4
2M2 + 600λ∗|λ|2Tλ + 100g′21 M ′

1 Tr
(
ff †

)
− 40g2

1M1 Tr
(
yDyD†

)
− 60g′21 M ′

1 Tr
(
yDyD†

)
+ 1600g2

3M3 Tr
(
yDyD†

)
+ 120g2

1M1 Tr
(
yEyE†

)
− 20g′21 M ′

1 Tr
(
yEyE†

)
− 100g′21 Tr

(
f †T f

)
+ 40g2

1 Tr
(
yD†TD

)
+ 60g′21 Tr

(
yD†TD

)
− 1600g2

3 Tr
(
yD†TD

)
− 120g2

1 Tr
(
yE†TE

)
+ 20g′21 Tr

(
yE†TE

)
+ 100λ∗

{
Tλ

[
2 Tr

(
λ̃λ̃†

)
+ 3 Tr

(
κκ†

)
+ 3 Tr

(
yUyU†

)
− g′21 + |σ|2 + Tr

(
f̃ f̃ †

)]
+ λ

[
2 Tr

(
λ̃†T λ̃

)
+ 3 Tr

(
κ†T κ

)
+ 3 Tr

(
yU†TU

)
+ g′21 M

′
1 + σ∗Tσ + Tr

(
f̃ †T f̃

)]}
+ 600 Tr

(
ff †T ff †

)
+ 200 Tr

(
ff †T f̃ f̃ †

)
+ 200 Tr

(
f̃ f̃ †T ff †

)
+ 200 Tr

(
hEhE†TEyE†

)
+ 1800 Tr

(
yDyD†TDyD†

)
+ 300 Tr

(
yDyU†TUyD†

)
+ 200 Tr

(
yEyE†T h

E

hE†
)

+ 600 Tr
(
yEyE†TEyE†

)
+ 300 Tr

(
yUyD†TDyU†

)
+ 100 Tr

(
f †T f λ̃∗λ̃T

)
+ 300 Tr

(
gD†yDTyD∗T g

D
)

+ 300 Tr
(
yD†TDgD∗gDT

)
+ 100 Tr

(
λ̃†fTf ∗T λ̃

))
, (D.74)

β
(1)
TU = 2yUyD†TD + 4yUyU†TU + 2yUgD∗T gDT + TUyD†yD + 5TUyU†yU
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D.6 Soft-breaking Bilinear and Linear Couplings

The β functions for the soft-breaking bilinears are given by
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The two-loop β function for the soft-breaking linear coupling ΛS is
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D.7 Soft Scalar Masses

In writing down the two-loop β functions for the soft scalar masses, the following
quantities are defined,
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. (D.92)

In the following, 1 denotes an identity matrix of the appropriate dimensions. The
RGEs are then given by

β
(1)
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Q

= − 2
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2
11|M1|2 −

1
5g
′2
1 1|M ′
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