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Abstract 

This thesis contains a series of journal papers focused on the development of 

the model-based approach for damage identification using guided waves. The 

proposed approach requires no baseline data. It can identify multiple damages 

such as characterising the number, location and the size of cracks in isotropic 

beams and delaminations in composite beams efficiently and accurately with 

quantifying the associated uncertainties using linear guided waves. It also 

investigate the plausibility of using the nonlinear guided wave for damage 

identification. Based on the modelling ability, this approach is able to extend 

to different kinds of structures with various types of damages.  

 

In utilising the linear guided wave for damage detection, the efficient spectral 

finite element (SFE) method is used to simulate the guided wave propagation 

in beams for both isotropic and composite materials. An SFE crack element is 

developed to simulate crack-wave interaction and the guided wave mode-

conversion effect resulted from an asymmetric open crack in the isotropic 

beam. The delamination is simulated by duplicated the nodes of SFE elements 

in the delaminated regions. The proposed SFE model is verified using three-

dimensional (3D) finite element (FE) method and good agreements are found 

in the results. 

 

Stochastic methods are applied for the proposed model-based approach in the 

identification of multiple damages. The Bayesian model class selection 

algorithm is employed to determine the number of damages. The Bayesian 

model updating method implemented with efficient transitional Markov Chain 

Monte Carlo (TMCMC) sampler is proposed to identify the location and size 

of the crack. The Bayesian updating with structural reliability method (BUS) 

using the efficient and robust algorithm, Subset simulation, is proposed to 

identify the location, delaminated layer and length of the delaminations. The 

uncertainties of the identification are provided. For validation, the proposed 

methods are experimentally executed using Laser vibrometre and good 

agreements are obtained in the results. 



 

viii 

 

 

The proposed SFE model is extended to simulate the nonlinear guided waves 

resulted from both classical and contact nonlinearity. Numerical case studies 

and parametric study highlight the potential of the SFE model in simulating 

nonlinear guided waves. This suggests that the model-based approach 

employed the nonlinear feature of guided waves to identify damages in further 

research. 
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Chapter 1  

Introduction & general overview 

Structural health monitoring (SHM) is essential in the monitoring and 

maintenance of structural serviceability in civil, irrigational and aeronautic 

engineering industries because of economic and safety reasons. It 

continuously examines the structural integrity and provides valuable 

information of early damages and deterioration of the structure. Guided wave-

based damage detection techniques play an important role in SHM. It is 

capable to detect and characterise small and various types of damages for its 

sensitivity. It is also able to inspect large and inaccessible area of the 

structures due to its long propagation distance. In recent decades guided 

wave-based damage detection techniques have been widely applied in SHM to 

improve the structural safety, durability and reliability, and reduce the 

maintenance cost. 

 

There are two major approaches using guided wave-based damage detection 

techniques:  the non-model and model-based approaches. Non-model-based 

approaches detect and identify damages by recognising the subsequent 

changes in certain features between the damaged and healthy state of 

structures. However, it is difficult to obtain the baseline data of the intact 

structures in practice due to some unexpected factors such as environmental 

noise and natural vibration of the structures. This limits the achievements of 

the non-model-based approaches. On the other side, the model-based 

approaches detect and identify damages inversely. They treat the damage 

parameters e.g. damage location and geometry as input parameters of the 

model. Though updating the input parameters by minimising the discrepancy 

between the simulated and measured guided wave signal, the optimal input 
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parameters can be found and used to describe the actual damage situation. The 

model-based approaches can be performed without any baseline data. Thus, 

they are able to provide more accurate identification of the structural damages 

than the non-model-based approach. 

 

The accuracy and efficiency of the model-based approach heavily depend on 

the modelling method for the structure. Based on the modelling ability, this 

approach can be potentially applied to various types of structures with 

different kinds of damage. The identified characteristics of the damage also 

have the potential to be very detailed such as identifying the location, size and 

shape of the damage. However, existing modelling methods for guided waves 

are difficult to achieve both accuracy and efficiency concurrently. 

Furthermore, the optimisation methods to solve the inverse problem for 

model-based approach also have the limitation in both accuracy and efficiency. 

In addition, identifying multiple damages remains challenging for the model-

based approach based on guided waves. 

 

With the aim of better identification of damages, this thesis investigates both 

the modelling and optimisation methods for the model-based approach using 

guided waves. Two major sections are available in the thesis. The first section, 

from Chapters 2 to 4, focuses on linear guided waves. A new modelling 

method i.e. spectral finite element (SFE) method is proposed to simulate the 

linear guided wave propagation in a beam and its interaction with a crack. 

Novel model-based approaches are also proposed to identify multiple cracks 

in an aluminium beam and delaminations in composite. The second section, 

from Chapters 5 to 6, studies the performance of nonlinear guided waves. The 

SFE models are extended to simulate the nonlinear guided wave resulted from 

both contact and classical nonlinearities, respectively. The nonlinear features 

of guided waves simulated by these models can be further used in the model-

based approach for damage identification.  
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The major research results and contributions in this thesis are presented in five 

journal papers. The titles of Chapters 2 to 6 are the same as that of the journal 

papers. 

 

In Chapter 1, the background of the application regarding guided wave 

damage identification is provided. The research gaps and the research 

objectives have been clearly defined in this chapter. The general description of 

each chapter is presented. 

 

In Chapter 2, an efficient time-domain SFE method using one-dimensional 

(1D) beam element is proposed to simulate the propagation of guided waves 

in isotropic beams. An SFE crack element is developed to simulate the 

interaction between the guided wave and an asymmetrical, elliptical shape, 

open crack. Because of the SFE crack element, the guided wave mode 

conversion effect is first simulated in the 1D SFE model. Thus, the proposed 

SFE model is able to provide both efficient and accurate simulation for 

studying guided waves in beam-like structures. 

 

In Chapter 3, the developed 1D SFE model is employed in the model-based 

approach for the identification of multiple cracks in beam-like structures using 

guided waves. The Bayesian methods (i.e. Bayesian model class selection 

algorithm and Bayesian statistical framework) combined with the Transitional 

Markov Chain Monte Carlo (TMCMC) sampler are proposed to efficiently 

determine the number of cracks, the crack sizes and locations, and quantify 

the associated uncertainties. Numerical and experimental results demonstrate 

the accuracy and efficiency of the proposed method in multiple crack 

identification. The proposed method also shows its robustness under 

measurement noise and different situations of the cracks. 

 

In Chapter 4, a probabilistic approach is proposed to identify multiple 

delaminations in laminated composite beams using guided waves. The 

Bayesian model class selection method is proposed to determine the number 

of delamination. The Bayesian model updating algorithm, which is 
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implemented with Subset simulation, is used to efficiently identify the 

delamination locations, lengths and through-thickness locations and providing 

corresponding uncertainties. The proposed probabilistic approach is validated 

and investigated using data obtained from numerical simulations and 

experimental data. Results show that the method is accurate in multiple 

delamination identification considering measurement noise and modelling 

error. 

 

In Chapter 5, a time-domain SFE model and analysis of the nonlinear guided 

waves interaction at a breathing crack are proposed. The SFE model is used to 

predict the nonlinear guided wave generation at breathing cracks. An SFE 

crack element implemented with a bilinear crack mechanism is proposed to 

simulate the contact nonlinearity at the crack. Physical insight into the higher 

harmonics generated due to the contact nonlinearity is presented. Numerical 

results also show that the mode-converted, nonlinear guided wave provides 

valuable information for damage identification. 

 

In Chapter 6, the time-domain SFE mothed is extended to simulate the 

nonlinear guided wave resulted from both the classical and contact 

nonlinearities. The proposed model allows an efficient and accurate 

simulation of nonlinear guided waves in beam-like structures. Numerical case 

studies show that the amplitude of second harmonic increases with the number 

of cycles and the amplitudes of the excitation guided wave. Results also find 

that compared with the contact nonlinearity, the contribution due to classical 

nonlinearity to the second harmonic generation is very small. 

 

In Chapter 7, the conclusions are summarized and recommendations have 

been provided for further research.  
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Abstract 

Detecting damages in its early stage, and hence, to ensure the safety and 

reliability of structures is of vital important. Guided waves have been 

recognised as one of the promising damage detection techniques that are 

sensitive to small and different types of damages. The understanding of 

guided wave propagation and scattering phenomena at the damages is one of 

the fundamental elements to facilitate the development of this technique for 

damage characterisation. This chapter presents a study of scattering 

characteristics and mode conversion effect of guided waves at cracks in 

isotropic beams. An efficient time-domain spectral finite element method 

using one-dimensional (1D) beam element is developed to solve this problem. 

The developed model is then used to carry out a series of case studies that 

consider different crack sizes in the beams. These parametric studies provide a 

fundamental physical insight into the mode conversion phenomena and 

scattering characteristics of guided wave at the cracks.  

Keywords:  

Damage Detection, Guided Waves, Spectral Finite Element, Mode 

Conversion, Scattering 



Chapter 2 

 

8 

 

2.1 Introduction  

The monitoring and maintenance of structural serviceability have increasingly 

attracted public attention in civil, mechanical and aeronautic engineering 

industries due to economic and safety reasons. Structural health monitoring 

(SHM) is of vital importance as it continuously examines the structural 

integrity and offers the valuable information of damages and material 

deterioration. SHM requires damage detection techniques that inspect the 

performance of individual structural components and detect any damage in its 

early stage. In recent decades, different methods (Fan and Qiao, 2011, Sohn et 

al., 2004, Carden and Fanning, 2004, Doebling et al., 1998, Doebling et al., 

1996) have been applied to detect and characterise damage for increasing the 

safety, durability and reliability of structures, and also minimising their 

maintenance cost. 

 

Among these methods, guided wave based approach has been proven to be 

one of the promising techniques for damage detection (Ostachowicz and 

Radzieński, 2012, Raghavan and Cesnik, 2007, Rose, 2002, Rose, 1999). This 

approach is capable of detecting the location and determining the severity of 

small damages with high efficiency and outstanding sensitivity. An 

understanding of guided wave propagation and scattering characteristics plays 

one of the important roles in the development of damage detection methods.  

 

Accurate prediction of guided wave is difficult due to its complicated 

propagation characteristics. For example, analytical modelling methods 

provide exact solutions for guided wave scattering at damages but they are not 

applicable for three-dimensional (3D) situation and complex structures. 

Numerical methods, such as finite element (FE) method (Hong et al., 2013, 

Veidt and Normandin, 2013, Moser et al., 1999), finite difference (FD) 

method (Xu et al., 2003, Chu and Chaudhuri, 1989) and boundary element 

(BE) method (Zhao and Rose, 2003) are suitable for solving wave propagation 

problems in complex structures but they are computationally expensive. 
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Other numerical methods, such as finite strip element (FSE) method 

(Bergamini and Biondini, 2004, Liu, 2002), which is developed based on low 

level of discretisation, has difficulty in obtaining proper strip stiffness and 

mass matrix. Local interaction simulation approach (LISA) is impractical in 

constructing the distribution of the mass matrix (Delsanto et al., 1997, 

Delsanto et al., 1994, Delsanto et al., 1992). The fast Fourier transform (FFT) 

based spectral finite element (SFE) method (Ajith and Gopalakrishnan, 2013, 

Deepak et al., 2012, Ng et al., 2009) were reported to be computationally 

efficient but it is not capable in simulating complex structures. Specifically, 

this method assumes that one side of the modelled beam must be infinitely 

long, which is impracticable in real applications for monitoring civil and 

mechanical engineering structural components. 

 

Among all the numerical methods, the time domain SFE method (Rucka et al., 

2012, Li et al., 2012, Kudela et al., 2007, Kudela and Ostachowicz, 2009) is 

more suitable to simulate the guided wave propagation in geometrically 

complex structures. It combines the advantages of FE method and spectral 

method (Boyd, 2001). The SFE method has the same flexibility of 

discretisation as FE method and the use of high order Gauss-Lobatto-

Legendre (GLL) approximation polynomials leads to a diagonal mass matrix, 

and hence, the guided wave propagation simulation can be solved efficiently 

using the explicit central difference method. 

 

It is well known that the mode conversion of guided waves occurs when the 

waves interacting with non-axisymmetric discontinuities. This phenomenon 

has been investigated by a number of studies (Benmeddour et al., 2008, 

Shkerdin and Glorieux, 2004, Lowe et al., 2002, Castaings et al., 2002). 

Understanding this behaviour is of significant importance because it provides 

more information for damage identification. However, the study of the mode 

conversion effect usually requires two-dimensional (2D) SFE model with the 

assumptions based on the through-thickness mechanical displacement-field 

displacement or 3D SFE models (Xu et al., 2014, Zhou et al., 2013, Zhou and 

Ichchou, 2011, Benmeddour et al., 2008), which are computational expensive. 
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In order to solve the problem, a spectral cracked beam element is developed 

for the 1D SFE model to study the mode conversion effect of guided waves at 

the cracks in this chapter. 

 

The aims of this chapter are to determine the scattering characteristics of 

guided waves at the cracks in the isotropic beam with rectangular cross 

section using 1D SFE method. This method can be easily adapted to 2D and 

3D modelling. Also, a 1D spectral crack element is proposed to couple the 

longitudinal, shear and bending displacements, and hence, enabling the 

prediction of mode conversion effects. Different locations, depths and widths 

of the cracks are considered in this study. In addition, this 1D SFE model will 

be verified by a 3D conventional FE beam model with the response signal 

measured at the centre of the left end of the beam. 

 

The organisation of this chapter is presented as follow. The simulation of 

guided wave propagation using the proposed SFE method and the formulation 

of the SFE crack element are first described in Section 2.2. In Section 2.3, the 

verification of the SFE model using commercial FE software, ABAQUS, is 

presented and the mode conversion effect is then discussed in detail. After that, 

a parametric study is conducted to study the scattering characteristics of 

guided waves at the cracks in Section 2.4. Finally conclusions are drawn in 

Section 2.5.     

 

2.2 Time domain spectral finite element 

method 

Guided wave propagation in structures can be expressed using the dynamic 

equilibrium equation as: (Reddy, 2006) 

 

   MQ CQ KQ F  (2.1) 
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where M , C and K are the global mass matrix, damping matrix and stiffness 

matrix, respectively. F  is the time domain excitation force vector. It is 

assumed that the global damping matrix C  is proportional to the mass matrix 

as C M , and   is the damping coefficient. Q , Q  and Q  are the 

displacement, velocity and acceleration vectors, respectively. 

 

In Equation (2.1), the global mass matrix M , stiffness matrix K  and force 

vector F  are determined by assembling the element matrix e
M , e

K  and e
F , 

which expressions are similar to the conventional FE method (Reddy, 2006) 

and are defined as 

 

 
     

1

n
Te

i i i i

i

w detJ  


M N N  (2.2) 

 
     

1

K B DB
n

Te

i i i i

i

w detJ    (2.3) 

 
     

1

n
Te

i i i i

i

w detJ  


F N p  (2.4) 

 

where μ , D  and  p i  are the mass density matrix, stress-strain matrix and 

external force vector, respectively.  N i  is the spectral shape function, 

 B i  is the strain-displacement operator and J  is the Jacobian functions 

mapping the element nodes from local domain to global domain, which are 

expressed in a general form 

 

 
1, 





N

n
m

i

m m i i m

 


 
, ( 1,2,..., )i i n  (2.5) 

    ,         


 


B LNi

x
and J 


 (2.6) 

 

where n  is the number of total integrated nodes and m  is the order of node 

considered. L  is the differential operator based on wave propagation theories 

and its formula is given in Section 2.2. The abscissas i  of each integrated 
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GLL node are shown in Figure 2.1, which can be obtained by calculating the 

roots of the following equation (Pozrikidis, 2005) 

 

    2

11 0  nP  , [ 1,1] i  (2.7) 

 

where 1


nP  is the first derivative of the (n-1)th order of Legendre polynomial. 

The weights iw  corresponding to the abscissa i  can be calculated from the 

following equation (Pozrikidis, 2005) 

 

 

    2

1

2

1 [ ]
i

n i

w
n n P 




 (2.8) 

 

 

 

Fig. 2.1  Distribution of GLL nodes and the degrees-of freedom at each node. 
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Fig. 2.2 First four 8-node element’s shape functions. 
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Applying this GLL integration, the spectral shape function has the following 

properties (Ostachowicz et al., 2012) 

 

 
 j i ji N , ( 1,2,..., )j j n  and  

1

  1


N j

n

i

j

  (2.9) 

 

where ji  is the Kroneker delta. As shown in Figure 2.2 (Kudela et al., 2007), 

the spectral shape function is orthogonal, and hence, a diagonal local mass 

matrix M
e  can be obtained using this spectral shape function. As a result, the 

explicit time integration scheme, i.e. central difference method (Ostachowicz 

et al., 2012) can be used to solve the dynamic Equation (2.1) efficiently. 

Furthermore, the Runge effect is avoided by the application of this GLL-node 

element (Pozrikidis, 2005). Based on the aforementioned equations, the SFE 

model for wave propagation in beams can be developed based on the Mindlin-

Herrmann rod and Timoshenko beam theory. 

 

2.2.1 Mindlin-Herrmann rod and Timoshenko beam 

theory 

The Mindlin-Herrmann rod theory is used to simulate the longitudinal wave 

propagation in the proposed model, while Timoshenko beam theory is 

employed to simulate the flexural wave propagation. The Mindlin-Herrmann 

rod theory introduces the independent lateral contraction ( )x  to approximate 

the Poisson effect (Mindlin and Herrmann, 1951) due to the longitudinal wave 

propagation, while the Timoshenko beam theory considers the effect of shear 

deformation and introduces the independent rotation ( )x  as shown in Figure 

2.1. The beam element has n  nodal points, in which each nodal point has four 

degree-of-freedoms (DoFs). The displacement field can be expressed as 

 

     , x u x y u x y  

     ,  v x y x y v x  
(2.10) 
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where  v x  is the independent vertical displacement introduced based on the 

Timoshenko beam theory,  u x  is the longitudinal displacement by Mindlin-

Herrmann rod theory and y  is the vertical distance from neutral axis.  

 

The governing equations for Mindlin-Herrmann rod theory are defined as:  

(Doyle, 1989) 
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(2.11) 

 

where E , G , A ,  ,   and I denote the Young's modulus, shear modulus, 

cross-section area, Poisson's ratio, mass density and moment of inertia, 

respectively.  ,p x t  is the longitudinal excitation, and t  and x  are its 

temporal and spatial variables, respectively. 

 

The kinetic energy MT  and the strain energy MU  for Mindlin-Herrmann rod 

theory can be expressed as 
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(2.12) 

 

The governing equations for Timoshenko beam theory are defined as: (Doyle, 

1989) 
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where  ,f x t  is the transverse excitation.  

 

The kinetic energy 
TT  and the strain energy 

TU  for Timoshenko beam theory 

can be expressed as 
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(2.14) 

 

where 1

MK , 2

MK , 1

TK , and 2

TK  are adjustable variables that influence the 

group speed of wave propagation and they can be determined experimentally. 

(Doyle, 1989) 

 

2.2.2 Spectral element modelling 

Considering the Mindlin-Herrmann rod theory and Timoshenko beam theory, 

the strains can be represented in the following form: (Rucka, 2010) 

 

 0

0

    
     
    

L u

L

ε

ε v
ε

M M M

T T T  (2.15) 

 

where the superscripts M and T denote the Mindlin-Herrmann rod theory and 

Timoshenko beam theory, respectively. The total strain consists of εM  and εT , 

which have the following forms 
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L
M

 and L
T  are the differential operators, and u

M  and uT  are displacements, 

they are denoted as 
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The mass density matrix μ  in Equation (2.2) and the stress-strain matrix D  in 

Equation (2.3) are denoted as below 
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where 
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and 

 

 

2

0

0

M

M

A

K I





 
  
 

μ , 
2

  0

0

T

T

A

K I





 
  
 

μ  (2.21) 

 

Based on the number of DoFs considered, the spectral shape function has the 

following expression 
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The element mass matrix M
e , stiffness matrix K

e  and external force matrix 

F
e  can be obtained by substituting Equations (2.19), (2.20), (2.21) and (2.22) 

into (2.2), (2.3)  and (2.4). The global matrices can be obtained by assembling 

the element matrices, and hence, the guided wave can be simulated by solving 

Equation (2.1). 

 

2.2.3 Crack element modelling 

The crack element contains a single transverse opened crack, which is 

modelled using a two-node beam element with three DoFs per node, i.e., 

 u x ,  v x  and ( )x . There is no lateral contraction considered in this crack 
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element so when the crack element is connected to the beam elements, the 

transmitted displacements  x  are assumed to be zero. This is because the 

lateral contraction caused by low frequency waveguide (e.g. 100 kHz) in the 

Mindlin-Herrmann rod theory is inconsequential compared with the rotation 

 x  in the Timoshenko beam theory. Hence, there are totally six DoFs 

(i.e.
21 6, ,...,q q q ) in this crack element as shown in Figure 2.3(a). In order to 

account for the presence of the crack, the stiffness matrix has been modified 

similarly using the approach proposed by Darpe et al. (2004) with considering 

the coupled effects for three DoFs of each node, i.e., longitudinal, shear and 

rotation of displacements. It is assumed that the cross-section of the beam is 

rectangle in this chapter.  

 

 

(a)  

 

 

(b)  

 

Fig. 2.3  (a) Schematic diagram of the crack element; (b) cross-section of the 

beam at the crack location. 

The geometry of the crack element is shown in Figure 2.3(b). It has width (b ), 

depth ( h ) and length ( cL ), with a crack located at a distance cx  from the left 
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end of the element having width 
cb  and depth 

cd . In addition, each DoF at the 

first node of the crack element is assumed to be loaded with axial force 
1P , 

shear force 2P  and bending moment 3P , correspondingly. 

 

In order to obtain the modified stiffness matrix for the SFE method, the 

flexibility matrix is first calculated using Castigliano's theorem 

 

 
 , 1,2,3


 


ii

ii

U
q ii

P
 (2.23) 

 

where iiq  is the displacement of the first node corresponded to the iith DoF. 

U  is the total strain energy, which has the following form: (Tada et al., 2000) 

 

  u cU U U  (2.24) 

 

where uU  is the elastic strain energy for uncracked element while cU  is the 

strain energy caused by the crack. Thus Equation (2.23) becomes 

 

  
   

 

u c
u c

ii ii ii

ii ii

U U
q q q

P P
 (2.25) 

 

where u

iiq  and c

iiq  are the displacement of uncracked beam and the additional 

displacement due to crack, respectively.  

 

Considering the action of axial force F, shear force V and bending moment M 

at xc (Figure 3a), the uncracked strain energy of the element can be expressed 

as 

 

 2 2 21

2

 
   

 


su V F M
U dx

GA EA EI


 (2.26) 
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where 10(1 ) / (12 11 )  s    is the shear coefficient for rectangular cross 

section (Kawashima, 1996, Cowper, 1966).   

 

In Equation (2.26), F , V and M  have the following relationships with 

external nodal forces 

 

   1F x p ,   2V x p  and   2 3 cM x p x p  (2.27) 

Thus Equation (2.26) can be rewritten as 

 

 2 2 3 2 2

1 2 2 2 3 3           1

2 3

 
     

 

u c s c c c cP L P L P L P P L P L
U

EA GA EI EI EA


 (2.28) 

 

Considering Equation (2.23), the individual displacement of undamaged beam 

u

iiq  can be expressed as 

 

1
1

1

 
 



u
u PLU

q
P EA

 

3 2

2 2 3

2

   
3 2

 
    
  

u
u sLU L L

q P P
P GA EI EI


 

2

3 3 2

3

   
2


  


u
u U L L

q P P
P EA EI

 

(2.29) 

 

Similarly, the additional displacement c

iiq  due to the crack can be obtained 

using the cracked strain energy from Equation (2.23) 

 

 



c
c

ii

ii

U
q

P
 (2.30) 

   
c

A
U S A dA  (2.31) 

 

where  S A  is the strain energy density function and it is defined as 
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 
2 2

3 3

1 1

1

'  

    
     

     
 Iii IIii

ii ii

S A K K
E

 (2.32) 

 

where IiiK  and IIiiK  are the stress intensity factors (SIFs) for the first and 

second mode of the crack displacement corresponding to 
iiq . ' E E  for plane 

strain, and 2' / (1 ) E E   for plane stress situation. The derivation of SIFs is 

written as follows. 

 

SIFs for the first mode I (sliding): 

 

 

1 1I I
cd

K F
Q


  

where                                   1
1 

P

bh
  

Thus                                1
1 I I

cdP
K F

bh Q


 

 

 

 

 

(2.33) 

 

 

3 3 c
I IH

d
K F

Q


  

where                            
 2 31

3 2 2

66 
 

cP x PM

bh bh
  

Hence                          
 2 3

3 2

6 
 I

c c
I

P x P d
K F

bh Q
H


 

 

 

 

 

(2.34) 

2 0IK  

 

SIFs for the second mode II (tearing): 

 

 
2 2II c IIK d F   

where                                   2
2 

sP

bh


  
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Hence                             2
2 

s
II c II

P
K d F

bh


  

(2.35) 

 

 1.651 1.464( )Q coe  (2.36) 

 

The function IF  (Newman Jr and Raju, 1981) and IIF  (He and Hutchinson, 

2000) are the boundary-calibration factors corresponding to tension and shear 

for 0 1 cd b , 0 1 cd h , 0.5b b  and 0    , which have the 

forms 

 

2 4

1 2 3

   
 

 
  
 

   
   

c c
I w

d d
F M M M f gf

h h
  (2.37) 

1 4
2 2 2

( )cos

sin ( ) cos


  

c

c

IIF
m d h

B d h



 
 (2.38) 

where 

1 1.13 0.09( )M coe  

 2

0.89
0.54

0.2
  


M

coe
 

 
 

24

3

1.0
0.5 14 1.0

0.65
   


M coe

coe
 

(2.39) 

and 

 

 
2

2
1 0.1 0.35 1 sin

  
    

   

 cd
g

h
  (2.40) 

 

The angular function f  for the half elliptical crack in function IF  is  

 

 
1 4

2 2 2cos sin  
 

f coe    (2.41) 

 

The finite width calibrated function wf  is  
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1 2

sec
4

  
    
   

c c
w

b d
f

b h


 (2.42) 

 

The product of H  and 
IF  is the boundary-calibration factor for bending, 

where H  is expressed as:  

 

  
 0.2 0.6

1 2 1 sin
 

 
ccoe d h

H H H H   (2.43) 

where 

 1 1 0.34 0.11
 

    
 

c cd d
H coe

h h
 

2

2 1 21
   

     
   

c cd d
H G G

h h
 

(2.44) 

where in 2H  

  1 1.22 0.12   G coe  

   
0.75 1.5

2 0.55 1.05 0.47   
 

G coe coe  
(2.45) 

 

In function IIF : 

2( )1  coem  (2.46) 

   2) m( ( )E m eB m co K    (2.47) 

where  

 
2

2

0
1 sin E m m d



   

 
2

20 1 sin





d
K m

m

 


 

(2.48) 

 

Substituting these SIFs into Equations (2.31) and (2.32), Equation (2.30) 

becomes: 

 

 1 1 1 2 3 2
    

c

c cq PI xP P I  (2.49) 
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 2 1 2 2 3 2 3 4
     

c

c c cq xPI P I xP P xI  

 3 1 2 2 3 4
     

c

c cq PI xP P I  

where  
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0 0

2
8
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
   

 
2

2 2 2

2 12 3

0 0

2
48

sin  
b

c

coe
I b HF d db

Eb h Q


  

 
22

2 2 2

3 2 2

0

2

0

8
sin  

b
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2
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0 0

288
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I b H F d db
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
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
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 cd
coe
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(2.50) 

 

Hence, the total displacement kq  of the two-node spectral crack element can 

be expressed in a matrix form as: 

 

   Ck flex kq P  ( 1,2, ,6)k  (2.51) 

 

where C flex  is the flexibility matrix and it is defined as: 

 

11 12 13

21 22 23

31 32 33

 
 

  
 
 

C flex

c c c

c c

c c c

c  (2.52) 

with  

11 1 c
c

L
c I

EA
, 

 
3

2

22 3 4
3

 
    
 

s c c
c c c

L L
c I x I

GA EA


, 

(2.53) 
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33 4 c
c

L
c I

EI
, 

12 21 2  c cc c x I , 

13 31 2   cc c I , 
2

23 32 4
2

   c
c c

L
c c x I

EA
 

 

The stiffness matrix could be obtained using the transformation matrix P  to 

consider the static equilibrium of the crack element:  

 

   2 3 4 5 61 2 31 P
T T

q q q q q q q q q  (2.54) 

 

where the subscripts of q denote the orders of the DoFs of this two-node crack 

element, and the transformation matrix P  is given by 

 

1 0 0 1 0 0

0 1 0 0 1

0 0 1 0 0 1

 
 

  
  

PT

cL  (2.55) 

 

The stiffness matrix of the spectral crack element is given as follow 

 

1K PC P
c T

flex  (2.56) 

 

Assembling the spectral crack element stiffness matrix K
c  with other uncrack 

spectral element stiffness matrices K
e , the global stiffness matrix K  in 

Equation (2.1) can be obtained, and hence, the axial-flexural coupling effect 

of the guided wave interaction with cracks is consider in the time domain SFE 

model. 

 



Chapter 2 

 

26 

 

2.3 Model verification 

2.3.1 Comparison of SFE and FE results 

The SFE model was verified using a 3D FE model in this section. The goal of 

this verification is to demonstrate 1) the accuracy of predicting guided wave 

propagation in the isotropic beam using SFE method and 2) the capability of 

the developed spectral crack element in simulating the guided wave scattering 

and mode conversion at cracks. 

 

A beam with length 1 m, width 0.012 m and depth 0.006 m was considered in 

the verification. The beam having a crack with width 0.006cb  m and depth 

0.003cd  m located at 0.25x  m of the beam is shown in Figure 2.5. It 

should be noted that the crack was modelled asymmetrically with regard to x 

axis. The Young's modulus E, density ρ and Poisson's ratio   are 9200 10  

GPa, 7556 kg∙m-3 and 0.3, respectively. The excitation signal was a 100 kHz 

narrow-band six-cycle sinusoidal tone burst modulated by a Hanning window. 

It was applied as a nodal displacement in vertical direction at 0x  m
 
to 

excite the A0 guided wave. The horizontal and vertical displacement responses 

were also measured at the same position (i.e. 0x  m).  

 

2.3.1.1 Results calculated by SFE method 

The proposed SFE beam model was implemented using MATLAB. The beam 

was modelled using 40 SFEs, with eight GLL nodes in each element. The 

crack was modelled using the proposed spectral crack element. Damping was 

considered and it was assumed that the damping coefficient   is 550 s-1. The 

central difference method was utilised to solve the dynamic equilibrium 

Equation (2.1) and the time step t  was 10-7 sec, which ensures the accuracy 

of the simulations. The simulated displacement response at 0x   m is shown 

in Figure 2.4. 
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Fig. 2.4  Displacement response measured at x=0 m. (S0: blue solid line; A0: 

red dashed line). 

The guided wave propagates along the length of the beam. When the incident 

A0 pulse first interacted with the crack located at the middle of the beam, the 

S0 guided wave was generated due to the mode conversion effect. In Figure 

2.4, the solid line shows the mode-converted 0S  guided waves. The first and 

third wave packs are the mode-converted S0 guided waves from the crack. The 

second and fourth wave packs are these mode-converted S0 guided waves 

reflected from the crack and the beam end at 0.5x  m, respectively.  

 

The dashed line shows the A0 guided waves. The first wave pack is the 

incident wave. The second wave pack is the A0 guided wave reflected from 

the crack. The aforementioned mode-converted S0 guided wave from the 

crack reflected from the beam end at 0x  m and then propagated toward the 

crack. When the mode-converted S0 guided wave interacted with the crack, it 

produced the mode-converted A0 guided wave, which is the third wave pack 

of the dashed line in Figure 2.4. The last wave pack is the A0 incident wave 

reflected from the beam end at 0.5x  m. Figure 2.5 shows the details of the 

guided wave propagations along the beam and the mode conversions between 

A0 and S0 guided waves at the crack. 
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Fig. 2.5 Guided wave propagation in the beam with a crack located at 0.5 m. 

(S0: blue solid line; A0: red dashed line). 

 

2.3.1.2 Results calculated by FE method 

A 3D FE model was constructed using the commercial software, ABAQUS, to 

verify the proposed SFE model. The FE beam geometry and the excitation 

signal were the same as the SFE model. The 3D explicit linear brick elements 

with 8 nodes per each element and three DoFs per node were used to model 

the beam. The 3D stress situation, full integration and the second-order 

accuracy of integration were considered in the model. 

 

The crack was modelled using seam crack in the ABAQUS and the size of the 

crack was identical to that in the SFE model. A very small mesh size (i.e. 

approximately 0.4 0.4 2mm ) was chosen for meshing, and hence, 16 

elements along the depth of the beam were generated as shown in Figure 2.6. 

This ensures the accuracy of simulating the 100 kHz A0 and S0 guided waves 

(Ng et al., 2012, Veidt and Ng, 2011, Ng and Veidt, 2011).  
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Fig. 2.6 FE mesh of the beam and the seam crack.   

A very good agreement was found between the FE and SFE results. A 

comparison between the A0 guided waves calculated by the FE and SFE 

method is shown in Figure 2.7(a), where the solid line represents the 

displacement response obtained from FE method and the dashed line was 

from the proposed SFE method. Figure 2.7(a) shows that the arrival time and 

the amplitudes of A0 guided waves reflected from the crack and beam end at 

0.5x  m have a good agreement between the SFE and FE method. Figure 

2.7(b) shows the results of the  guided wave. A good agreement of the 

results between the FE and SFE method was found from the reflected S0 

guided waves. Figures 7(a) and 7(b) indicate that the proposed SFE model is 

able to simulate the guided wave propagation, scattering and mode conversion 

effect at the crack accurately.   
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(a) A0 guided waves 

 

 

(b) S0 guided waves 

 

Fig. 2.7 Normalised displacement amplitude of a) A0 and b) S0 guided waves. 

(FE results: blue solid line; SFE results: red dashed line). 

2.3.2 Mode conversion effect 

In engineering practice, the mode conversion is of great value for damage 

identification (Ramadas et al., 2010). Because different modes of guided 

waves have different properties, understanding the fundamental physics of 

this phenomenon plays an important role in developing damage detection 

techniques. 
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Fig. 2.8 Displacement response measured at the beam end (x=0 m) with a 

crack located at 0.49 m. 

For example in a cantilever beam, cracks usually exist closed to the fixed end 

of the beam. Identification of these cracks using single guided wave mode is 

difficult as the A0 guided wave reflection from the crack (e.g. A0-A0) is mixed 

with the A0 guided wave reflected from the beam end as shown in Figure 2.8. 

However, the generation of the mode-converted S0 guided wave signal (i.e. 

A0-S0) clearly reveals the existence of the cracks. As shown in Figure 2.8, the 

S0 guided wave pack does not mix with the reflected A0 guided waves. This is 

because the group velocity the converted S0 guided wave travels is much 

higher than that of A0 guided wave. 

 

2.4 Parametric study 

The proposed SFE model was utilised to investigate the low frequency guided 

wave scattering characteristics at cracks with different depths and widths in 

this section. The modelled isotropic beam has length 1 m, depth 0.006 m and 

width 0.012 m. The crack was located at the middle of the beam. The reflected 

and transmitted guided wave signals were measured at 0.24x m and 

0.76x m, and hence, the distances from crack to the both measurement 

points were 0.26 m. 
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Two cases were considered to study the mode conversion effect (i.e. A0 to S0 

and S0 to A0, respectively). The excitation signal was a 100 kHz narrow-band 

six-cycle sinusoidal tone burst modulated by a Hanning window, which was 

applied through the nodal deformation in the vertical and horizontal direction 

at the beam end ( 0x  m), to excite the A0 and S0 guided wave, respectively. 

The wavelengths of the A0 and S0 waveguides at this frequency are 19.72 mm 

and 51.11 mm, respectively. 

 

When the incident pulse interacts with the crack, the reflected and transmitted 

waves are generated. The reflected guided wave travels back to the 

measurement point located at x 0.24 m. For the transmitted wave, it 

propagates toward the measurement point located at x 0.76 m. It should be 

noted that no baseline signal was applied to extract the amplitude of the 

scattered waves from the crack. In this study the measured data was 

normalised by the maximum absolute amplitude of displacement measured at 

the middle of the beam, which has the same distance to both measurement 

points. 

 

One of the aims in this study is to investigate the reflected and transmitted 

wave amplitudes as a function of the crack size (i.e. asymmetric crack depth 

dc and symmetric width cb ). Without loss of generality, the crack depth dc and 

width cb  were normalised by the wavelength in  of the incident wave as: 

 

/d c inD d  , /b c inD b   (2.57) 

where dD  and bD  are the crack depth and width to wavelength ratios, 

respectively. 

 

2.4.1 Mode conversion from A0 to S0 guided wave  

In this case, the A0 guided wave was excited. Cracks with different depths 

were studied but the width of the cracks is a constant at the value of half of the 
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beam width, i.e. 0.006 m. Figure 2.9 shows the normalised amplitude of a 

crack as a function of dD  while 
bD equals to 0.305. It is shown that the 

normalised amplitude of the reflected A0 guided wave steadily increases and 

reaches its local maximum at 0.15dD  where the amplitude of transmitted 

A0 guided wave decreases and reaches the local minimum at around 0.2dD . 

 

 

 

Fig. 2.9 Load-deflection curve of the double cantilever beam with 

delamination. 

The values of  dD  that having the local maximum and minimum amplitude of 

the reflected and transmitted A0 guided wave are not the same. This is mainly 

because part of the incident energy was mode-converted from A0 to S0 guided 

waves. As the value of dD  increases, the transmitted A0 guided wave 

amplitude increases to reach the local maximum amplitude and then decreases 

again whereas the reflected wave amplitude behaves the other way around. 

 

Figure 2.9 also shows that the mode-converted transmitted and reflected S0 

guided waves have the same amplitude and the amplitude increase with dD . 

The amplitude increases almost linearly and then starts falling when dD  is 

around 0.22. As dD  approaching its upper considered limit, the transmitted A0 
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and the mode-converted S0 guided wave amplitudes shrank sharply. At the 

meanwhile, the reflected A0 guided wave amplitude increases significantly as 

the depth of the crack almost reaches the depth of the beam.  

 

 

 

Fig. 2.10 Normalised amplitude as a function of for incident A0 guided 

wave. 

Figure 2.10 shows the normalised amplitude from a damaged beam with crack 

width as a variable but the depth remains unchanged at 2 mm. The normalised 

amplitude is thus a function of bD  and dD  is fixed at 0.101. The transmitted 

A0 guided wave amplitude gradually decreases with bD , while the reflected 

A0 guided wave and the mode-converted A0 guided wave signal gradually 

increases with different amplitudes. Generally, the amplitude of reflected A0 

guided wave is larger than the mode-converted S0 guided wave. 

 

2.4.2 Mode conversion from S0 to A0 guided wave 

Different to Section 2.4.1, the S0 guided wave was the incident wave in this 

section. The aim is to investigate the characteristics of the reflected S0 guided 

wave and mode-converted A0 guided wave for different crack sizes. Figure 
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2.11 shows the normalised reflected and transmitted wave amplitude as a 

function of 
dD  with 0.12bD  (i.e. the crack width is 6 mm). Similarly, as 

dD  approaching the maximum value, the amplitude of the transmitted S0 

guided wave decreases but the reflected S0 guided wave increases 

dramatically. They crosses each other at   0.115dD .  

 

 

 

Fig. 2.11 Normalised amplitude as a function of  for incident S0 guided 

wave. 

The amplitude of the mode-converted A0 guided wave increases significantly 

with dD  and then decreases after it reaches the maximum value at   0.07dD . 

The results show that the amplitudes of reflected and transmitted A0 guided 

waves are identical. 
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Fig. 2.12 Normalised amplitude as a function of bD  for incident S0 guided 

wave. 

Figure 2.12 shows the normalised amplitude as a function of bD  with 

0.04dD  (i.e. the depth of crack is 2 mm). It shows that the transmitted S0 

wave decreases with bD . The amplitude of the reflected S0 guided wave and 

mode-converted A0 guided waves increase with bD . The results show that the 

amplitudes of mode-converted A0 guided waves have similar values and they 

are larger than the reflected S0 guided waves.  

 

2.5 Conclusions 

This chapter studied the fundamental physical insight of guided wave 

propagation in an isotropic beam using a 4-DoF SFE beam model, which was 

developed based on the Mindlin-Herrmann rod and Timoshenko beam theory. 

A spectral two-node crack element with three DoFs per node was developed 

to model the crack. This proposed beam model was verified using the explicit 

3D FE beam model. A good agreement of the wave propagation time history 

was found between the results of the SFE and FE methods. This study 

demonstrated that the proposed computational effective crack element could 
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be used to predict the mode conversion effect between A0 and S0 guided 

waves accurately. 

 

Parametric studies of two different cases were conducted to investigate the 

guided wave reflection and transmission characteristics at the cracks with 

different depths and widths. The results show that the normalised amplitudes 

of A0 and S0 guided waves were highly dependent on the crack sizes. In 

general, the amplitudes of reflected and mode-converted guided waves 

increase for larger crack size except the amplitude of the transmitted guided 

wave decreases. The results of the parametric studies indicate that the 

behaviour of the normalised amplitude as a function of dD  was more 

complicated than that of bD . 
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Abstract 

A guided wave damage identification method using a model-based approach 

is proposed to identify multiple cracks in beam-like structures. The guided 

wave propagation is simulated using spectral finite element method and a 

crack element is proposed to take into account the mode conversion effect. 

The Bayesian model class selection algorithm is employed to determine the 

crack number and then the Bayesian statistical framework is used to identify 

the crack parameters and the associated uncertainties. In order to improve the 

efficiency and ensure the reliability of identification, the Transitional Markov 

Chain Monte Carlo (TMCMC) method is implemented in the Bayesian 

approach. A series of numerical studies are carried out to assess the 

performance of the proposed method, in which the sensitivity of different 

guided wave modes and effect of different levels of measurement noise in 

identifying different numbers of cracks is studied in detail. The proposed 

method is also experimentally verified using guided wave data obtained from 

laser vibrometer. The results show that the proposed method is able to 

accurately identify the number, locations and sizes of the cracks, and also 

quantify the associated uncertainties. In addition the proposed method is 

robust under measurement noise and different situations of the cracks. 

 

Keywords:  

Multiple cracks; Damage identification; Bayesian statistical framework; 

Bayesian model class selection; Guided waves; Spectral finite element; Mode 

conversion 
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3.1 Introduction 

3.1.1 Structural health monitoring 

Structural health monitoring (SHM) has attracted much attention as it plays a 

vital role in ensuring safety, reliability and serviceability of a range of 

infrastructures in civil, mechanical and aviation engineering. It provides a tool 

to continuously examine the integrity of structures and presents essential 

information of any damage and deterioration at the early stage. Numerous 

damage detection techniques have been developed to provide safety 

inspection for structures in the field of SHM. Conventional non-destructive 

evaluation (NDE) techniques are generally limited in measuring a very small 

region of the structure and not applicable to inspect inaccessible locations. 

Efficient damage inspection requires the pre-knowledge of possible damage 

locations, which is usually not available in practical situation for NDE. 

Acoustic emission (Aljets et al., 2012) is a passive technique that is able to 

monitor the generation and growth of defects but it is not applicable to detect 

existing defects. The vibration-based techniques (Mosavi et al., 2012) have 

the capability to detect and locate the damage in entire structures. However, 

they are insensitive to incipient defects as they are based on low vibrational 

frequency. 

 

3.1.2 Guided wave damage identification 

Guided wave (GW) has been proven sensitive to small and various types of 

damages (Raghavan and Cesnik, 2007, Croxford et al., 2007). GW is a 

mechanical stress wave, which can be actuated by piezoelectric transducers 

installed on structures and its propagation is confined to the structures guided 

by structural boundaries. It can be used to inspect large area of the structures 

as it is able to propagate a long distance. In recent years, GW has 

demonstrated significant capabilities in damage detection (Zhou et al., 2014) 

in a variety of structural components, which are commonly categorised into 
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one- (1D) and two-dimensional (2D) waveguides. The characteristics of GW 

propagation and its interaction with damage have been studied for 1D 

waveguides (e.g. pipes) (Lowe et al., 2012) and beams (Ng, 2014a, Ng, 2014b) 

and 2D waveguides (e.g. plates) (Ng, 2015a). 

 

Based on the identified damage information, the damage detection process has 

four different levels, i.e. determine i) damage existence, ii) damage location, 

iii) damage severity and iv) remaining service lifespan of structures prediction 

(Farrar and Worden, 2007). In the literature different types of damage 

detection techniques have been developed for 2D waveguide and most of 

them are able to identify the existence, location and severity of the damages. 

For example, numerous advance damage detection techniques, such as 

damage imaging (Veidt et al., 2008, Ng et al., 2009), maximum-likelihood 

estimation (Flynn et al., 2011b), diffraction tomography (Ng, 2015b, Rose and 

Wang, 2010), phased-array beamforming (Han and Kim, 2015), model-based 

approach (Vanli and Jung, 2014, Aryan et al., 2016) and the Bayesian 

interface (Flynn et al., 2011a, Yang et al., 2015) were developed for plate-like 

structures. In contrast, most GW based damage detection techniques for 1D 

waveguides were limited in identifying the existence and location of damage 

(Rucka, 2010). 

 

3.1.3 Model-based approaches 

There are two major approaches in GW damage detection of 1D waveguides: 

the non-model and model-based approaches. Most research of GW damage 

identification focuses on non-model-based approaches. Generally, non-model-

based approaches apply forward algorithm to detect damage by recognising 

the subsequent changes in certain features between the damaged and healthy 

state of structures. However, accurate baseline signal is difficult to obtain 

because it normally contains numerous unnecessary data, such as noise from 

environments, natural vibration of the structures and data acquisition systems. 

Although different signal processing techniques have been recently proposed 

to extract the damage information in the measured signal, these studies only 
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roughly quantified the severity of the damage. For example, Hossein Abadi et 

al. (2014) proposed a pattern recognise technique to detect step damage on a 

thick steel beam based on discrete wavelet transform of GW signal. 

Experimental results demonstrated that the damage location was appropriately 

detected and its depth was estimated. Amjad et al. (2015) utilized the changes 

in time-of-flight and phase to detect circular hole-type damage in 1D 

waveguide. Different signal processing techniques such as Fast Fourier 

Transform (FFT), Wigner-Ville Distribution Transform (WVDT), S-

Transform (ST) and Hilbert Huang Transform (HHT) were employed to 

improve the quality of the GW signal in identifying the damage size. 

 

Model-based approach is capable to characterise more complicated damage by 

updating a damage model. The damage parameters, such as damage location 

and geometry, are treated as unknown parameters and updated through 

minimising the discrepancy between the simulated and measured data. This 

approach is able to provide more quantitative information in the damage 

identification, and hence, this chapter focuses on using the GW model-based 

approach for cracks identification of beam-like structures. 

 

3.1.4 Modelling of GW propagation and scattering 

Methods of modelling the GW propagation can be found in the literature 

(Willberg et al., 2015). Generally, GW propagation could be numerically 

modelled by conventional finite element (FE) method (Zhou and Ichchou, 

2011), while this method is impractical for model-based damage identification. 

The mesh size of the FE element usually needs to be small enough to ensure 

the accuracy in simulating the GW propagation but it is computational 

expensive. Other numerical methods, such as finite difference method (Xu et 

al., 2003), would confront convergence problem when the GW propagates 

through different materials. Finite strip element method (Bergamini and 

Biondini, 2004) is difficult to be applied to geometry-complex structures. 

Boundary element method (Zhao and Rose, 2003) is inefficient for simulating 

large structures. The frequency-domain spectral finite element (SFE) method 
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has been widely applied in most GW model-based damage detection 

techniques (Ng, 2014b, Krawczuk, 2002, Nag et al., 2002) because of its 

computational efficiency. It has been used for damage identification, for 

example, based on genetic algorithm (GA) in beam-like structure with a 

symmetric open crack (Krawczuk, 2002) and in composite beams with 

delamination (Nag et al., 2002), and Bayesian statistical framework combined 

with simulating annealing (SA) (Ng et al., 2009) and particle swarm 

optimization (PSO) algorithm (Ng, 2014b) in a beam with a step damage. 

However, because the frequency-domain SFE method requires one side of the 

structure to be infinitely long, it is unsuitable for modelling practical and 

complex structures. 

 

Time-domain SFE method, which is also called the p-version FEM (Patera, 

1984), has the same flexibility in model discretisation as conventional FEM. 

The method uses high-order approximation polynomials to reduce the number 

of elements. Also, the application of Gauss-Lobatto-Legendre (GLL) nodes, 

leads to a diagonal mass matrix, and hence, the dynamic equilibrium of the 

model can be solved efficiently by explicit central difference method. In 

addition, the Runge effect is avoided by the application of this GLL-node 

element (Pozrikidis, 2005). The time-domain SFE modelling has been proven 

to be an effective tool in simulating GW propagation for 1D and 2D 

waveguides (Kudela et al., 2007). In this chapter, the time-domain SFE 

method is utilised to simulate both fundamental longitudinal (S0) and flexural 

(A0) GWs propagation based on the Mindlin-Herrmann rod (Mindlin and 

Herrmann, 1951) and Timoshenko beam theory (Doyle, 1989), respectively. 

These theories provide more accurate results for the high frequency GW 

propagation. 

 

GW mode-conversion effect is a general phenomenon occurring at the 

moment when the GW interacts with asymmetric discontinuity in the 

waveguide. Additional damage information from the mode-converted GW can 

be provided to describe the damage features. In the literatures, for example, 

Xu et al. (2014) determined the depth of a partial-thickness crack in plate by 
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the mode converted energy rate using FE simulation. Li et al. (2015) 

compared the mode-converted signal with the baseline signal to detect 

damage in high-speed railway. However, the use of GW mode-conversion 

effect for model-based damage identification in beam-like structures has not 

been studied. In this chapter, a time-domain SFE cracked beam element (He 

and Ng, 2015) was adapted to simulate the mode-conversion effect. The 

flexibility of the cracked element was formed by applying the Castigliano’s 

theorem and laws of fracture mechanics to couple the longitudinal and 

flexural displacement. As a result, the mode converted GW signal was 

simulated and better performance of damage characterisation in beam-like 

structure was achieved. 

 

3.1.5 Bayesian approach 

Bayesian statistical framework was initially applied in the field of low-

frequency vibrational test (Beck and Katafygiotis, 1998). It was then extended 

to the GW model-based crack identification in beam-like structures (Ng, 

2014b, Ng et al., 2009, Krawczuk, 2002, Nag et al., 2002). This method 

determines the damage parameters using the maximum likelihood method and 

provides the quantification of the corresponding uncertainties, which is 

significantly useful for planning the restoration work in engineering practice. 

However, most of the studies were limited to identify single damage in 1D 

waveguides. This is because in multiple-damage situation, a numerical model 

that considers the number of damage more than the actual damage number 

will always have better fitting between the simulated and measured data in the 

presence of measurement noise and modelling error. Therefore, the selection 

of the model with a pre-defined damage number based solely on the fitting 

between the modelled and measured data can be very misleading. In order to 

solve this problem, the Bayesian model class selection algorithm (Beck, 2010, 

Beck and Yuen, 2004) was employed to identify the number of cracks for 

multiple-damage situation in this chapter, which considers a penalty against 

the model complexity, i.e. increasing number of cracks. 
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Crack identification in model-based approach requires determine the optimal 

crack parameters that minimises the discrepancy between the simulated data 

of the crack model and measured data. In the case of single crack 

identification, which is usually treated as an identifiable situation (Beck and 

Yuen, 2004), there is one or limited number of optimal crack parameter 

regions in the parameter space. Identification of the crack is equivalent to 

finding the global optimum by using global optimisation algorithms such as 

GA, SA and PSO. While in the case of multi-crack identification, the problem 

is possible to be unidentifiable (Beck and Yuen, 2004) and the 

aforementioned optimisation tools are inapplicable. In order to solve this 

difficulty, this chapter utilises Bayesian approach with implementation of the 

transitional Markov Chain Monte Carlo (TMCMC) sampling method (Ching 

and Chen, 2007) to identify the number of cracks and the optimal crack 

parameters 

 

The arrangement of the chapter is listed as follow. The time-domain SFE 

method and a proposed SFE crack model are presented in Section 3.2. The 

Bayesian model class selection and Bayesian statistical framework for damage 

identification are then described in Section 3.3. Section 3.4 describes the 

TMCMC algorithm. After that a series of numerical case studies for 

investigating the reliability and computational efficiency of the TMCMC 

algorithm are presented in Section 3.5. Different GW modes, crack numbers, 

noise levels and measurement locations are considered in the numerical case 

studies. In addition, the results of experimental case studies are presented to 

verify the practicability of this approach in Section 3.6. Finally, conclusions 

are drawn in Section 3.7. 
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3.2 Time-domain spectral finite element 

method 

3.2.1 Mindlin-Herrmann rod and Timoshenko beam 

theory 

It has been experimentally proven that the Mindlin-Herrmann rod theory 

provides better results than the elementary rod theory in simulating the 

fundamental longitudinal GW propagation (Krawczuk et al., 2006) while the 

Timoshenko beam theory performs better than the Euler–Bernoulli beam 

theory in simulating the fundamental flexural GW (Rucka, 2010). Although 

Love theory provides similar results to the Mindlin-Herrmann rod theory for 

low frequency (i.e., fundamental mode) GW propagation in thin rods, it 

changes the diagonal form of the mass matrix by introducing the lateral 

deformation component (Rucka, 2010). So it is inefficiency in solving the 

dynamic equilibrium using central difference method. Furthermore, Love 

theory is not sufficient to simulate the GW propagation in deep rods or at high 

frequency. Hence, the Mindlin-Herrmann rod theory and Timoshenko beam 

theory are chosen to model the GW propagation in this study. 

 

In the Mindlin-Herrmann rod theory, the longitudinal displacement u x( )  is 

coupled with an independent lateral contraction  x  that used to account for 

the Poisson effect (Mindlin and Herrmann, 1951). In the Timoshenko beam 

theory, the effect of shear deformation is considered and the vertical 

displacement  v x  is independent from the rotational function 
 
j x( ) . Thus, as 

shown in Figure 3.1, four degree-of-freedoms (DoFs) were considered at each 

node and eight nodes were employed to model a SFE beam element in this 

chapter.  
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Fig. 3.1 Distribution of GLL nodes and shape function of first four 

nodes (1st node: solid line; 2nd node: dashed line; 3rd node: dotted line; 

4th node: dotted-dashed line). 

The displacement fields in the beam have the following forms:  

 

      , x u x y u x y  and      ,  x y x y x    (3.1) 

 

where  y  is the vertical distance from neutral axis. The governing equations of 

GWs using Mindlin-Herrmann rod theory and Timoshenko beam theory are 

defined as: (Rucka, 2010, Doyle, 1989)  
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where E  and  G  are the Young's and shear modules. A  denotes the cross-

section area of the beam and  I  is the moment of inertia.  and r  are 

Poisson's ratio and mass density of the material, respectively. The external 

longitudinal and vertical excitation are illustrated by ( , )lF x t  and ( , )vF x t , 

which are the function of time t and location variable x , respectively. 
  
K

1

M
, 

  
K

2

M
 and 

  
K

1

T
 can be adjusted to give the best correspondence with the 

experimental results in the considered frequency range. In this study 
  
K

1

M
= 1.1, 

  
K

2

M
=3.1 and 

  
K

1

T
=0.922 are obtained from the experimental results reported 

in this chapter. 2

2 112 /T TKK  to match the cut-off frequency with guided 

wave modes. 

 

3.2.2 Spectral finite element formulation 

The dynamic equilibrium of the model in time-domain can be represented 

using the following Equation (Kudela et al., 2007)  

 

    MU CU FUK t  (3.4) 

 

where the global mass matrix, damping matrix and stiffness matrix are 

denoted by M,  C and K , respectively. These global matrices can be obtained 

by assembling the local element matrices. The external excitation force vector 

 F t  is a function of time. C is the global damping matrix related to the mass 

matrix, which has the following form C M , and h  is the damping 

coefficient. U , U  and U  are the vectors of displacement, velocity and 

acceleration, respectively. For an element of length Le
, the element matrices 

Me
 and Ke

, and the column vector Fe
 can be obtained using the following 

equations:  
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where n  is the number of the GLL integration points in the element. re
 is the 

mass density matrix. Ee
 is the stress-stain matrix indicating the relationship 

between stress and strain. 
  
f

e
x

i( )  is the external excitation. 
  
B

e
 is the strain-

displacement operator and is defined as:  
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 (3.8) 

 

where  J  is the Jacobian functions transferring the local coordinate to the 

global domain.  D  is the differential operator developed on the basis of 

Mindlin-Herrmann rod and Timoshenko beam theory, which are defined as:  
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 (3.9) 

 

  
x

i
Î[-1,1]

 
for i Î1,...,n  is the coordinates of the GLL integration points, 

which can be obtained as the roots of the equation below:  
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1-x 2( ) ¢L

n-1
x( ) = 0 (3.10) 

 

where 
  

¢L
n-1

 is the first derivative of the Legendre polynomial of degree   n-1. 

In this study an eight-node element is used, and hence, n = 8 , as shown in 

Figure 3.1. The weights 
 
w

i
 in Equations (3.5) – (3.7) is accounted for node  i  

and it has the expression: (Pozrikidis, 2005)  

 

 

    2

1

2

1 [ ]




i

n i

w
n n L 

 (3.11) 

 

As four DoFs (i.e., longitudinal displacement  u , lateral contraction y , 

vertical displacement  v  and rotation j ) are considered at a node, the shape 

function matrix Se
 has the form: 

 

  S S Ie  (3.12) 

 

where S = [S1(x),...,Sn(x)] is a row vector. ‘ ’ denotes the Kronecker product 

and I  is a 4×4 identity matrix. The shape function 
  
S

i
(x)  at node  i  that is 

defined as:  
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S
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 for 
  i(i Î1,2,...,n)  (3.13) 

 

where  n  illustrates the number of GLL integration points in each element and 

 m  means the sequence of node. The shape function has the orthogonal 

property as:  
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This property is illustrated in Figure 3.1. With the value of this shape function, 

the global mass matrix M  in Equation (3.4) can achieve a diagonal form. This 

contributes to an explicit expression of the integrating equation using central 

difference scheme, and hence, the dynamic equilibrium of the model can be 

efficiently calculated. 

 

Based on the Mindlin-Herrmann rod and Timoshenko beam theory, the mass 

density matrix re  in Equation (3.5) and the stress-strain matrix Ee  in Equation 

(3.6) are denoted as below: 
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and 
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 (3.16) 

 

Substituting D , re , Ee  and Se  into Equations (3.5) – (3.7), and the element 

mass matrix M
e , stiffness matrix   K

e  and external force matrix   F
e  can be 

obtained to constitute the global matrices  M ,  C and  K  in Equation (3.4). 

 

3.2.3 Crack element modelling 

A two-node spectral crack element with length lc
 was developed to simulate 

the scattering of GW and mode-conversion effect when the GW encounters 
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the crack. The crack element can be located continuously at any location 
 
L

c
 

along the beam. A transverse surface crack, which has an elliptical shape 

representing a practical situation of the crack (Irwin, 1962), is modelled in the 

crack element. The element has a very small length (i.e., 0.1 mm) in the 

longitudinal direction of the beam, thus, it can be treated as dimensionless in 

this direction. As a result, the value of the strain in the longitudinal direction 

is neglected, and hence, the corresponding axis contraction  x  in this crack 

element is considered zero. The geometric of crack element is shown in 

Figure 3.2. The elliptical crack has a cross section with width 
 
b

c
 and depth 

 
d

c
, 

and it is modelled at the location 
 
x

c
 measured from the left end of the crack 

element.  

 

 

 

Fig. 3.2 Schematic diagram of the crack element for simulating a part-

through surface crack. 

The element stiffness matrix 
  
K

e

c
 for the crack element proposed by Darpe et 

al. (2004) is modified to account coupling of the longitudinal, transverse and 

rotational displacement, and hence, it can simulate the mode conversion effect 

when the incident GW interacts at the crack. The element stiffness matrix 
  
K

e

c
 

is defined as:  
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K

e

c = YQ
f

-1YT  (3.17) 

 

where the position transformation matrix  Y  is a function of crack location 

and is defined as: 
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Q

f
 is the flexibility matrix and is defined as:  
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with 
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(3.20) 

 

where as =10(1+ n) / (12 +11n)  is the shear coefficient rectangular cross-

section of the beam.  
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where k = dc / b  and b = bc / 2 . h  is the thickness of the beam. 
 
F

I
 and 

 
F

II
 

are the empirical boundary calibration factors accounted for tension (Newman 

Jr and Raju, 1981) and shear (He and Hutchinson, 2000) for the semielliptical 

surface crack, respectively. They are functions of crack depth 
 
d

c
 and crack 

width 
 
b

c
. The details of the 

 
F

I
, 
 
F

II
 and H  are summarised in Appendix A.  

 

3.3 Bayesian approach for multiple cracks 

identification 

In order to identify multiple cracks, the proposed Bayesian approach contains 

two stages. In stage-one the number of cracks (i.e., the most suitable model 

class) is determined using Bayesian model class selection method. The crack 

parameters are then identified using Bayesian statistical framework in stage-

two. 

3.3.1 Stage-one: Bayesian model class selection  

In stage-one of the proposed methodology a series of model classes 

{ : 1,2,..., } M j MM j N , which represent beams with different number of 

cracks, are considered. The procedure is shown in Figure 3.3. 
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Fig. 3.3 Framework of Bayesian model class selection. 

Using the Bayesian model class selection method (Beck, 2010, Beck and 

Yuen, 2004), the plausibility of the considered model classes can be assessed 

based on their posterior probability from the Bayes’ Theorem, i.e. the 

probability of the model class conditional on the set of measurements  , as, the 

plausibility of the considered model classes can be assessed based on their 

posterior probability from the Bayes’ Theorem, i.e. the probability of the 

model class conditional on the set of measurements  D , as: 
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(3.22) 

 

where jM  denotes a model class with  j  cracks, 1,..., Mj N . MN  is the 

maximum number of cracks considered.  MjP M  is the prior probability of 

the model class jM
 
and   MN

1
  1


 M

j jP M . As there is no available prior 

information about the number of cracks, the prior probability  MjP M  is set 

to be 1 N
jM  for each model class in this study. The evaluation of 
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( | , )MjP M D  requires determination of the evidence  jP D M , which can 

be expressed as:  

 

       j jj j j jM M MP D = P D , P d    (3.23) 

 

where j  is a vector containing the uncertain crack parameters, such as 

locations, widths and depths of the cracks, to be identified for the model class 

jM  (a beam with j  cracks). However, Equation (3.23) involves a multi-

dimensional integral, it is too complex to analytically integrate this equation. 

Laplace’s method of asymptotic approximation can be used for model class 

that is globally identifiable. In multiple cracks identification, it involves 

model classes with different number of cracks from less than to more than the 

true number of cracks. For a given measured data, the model updating 

problem becomes unidentifiable when the model class (model class with more 

number of cracks) is too complex. In this situation, stochastic simulation 

methods, such as TMCMC (Ching and Chen, 2007) and Subset simulation 

methods (Vakilzadeh et al., 2017, Au et al., 2015, Straub and Papaioannou, 

2014), are practical for calculating the evidence value of these model classes. 

In this chapter, the TMCMC method will be used to calculate the evidence 

value in Equation (3.23) and the details will be discussed in Section 3.4. 

 

In the Bayesian model class selection method, the penalty against complexity 

can be obtained by considering the evidence from an information-theoretic 

point of view, consider the log of the evidence as: (Muto and Beck, 2008)  
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 (3.24) 

 

The left side of Equation (3.24) is the log evidence of the model class jM . It 

can be decomposed into two different terms on the right hand side of the 
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equation. The first term is the log-likelihood function, which is a data-fit term, 

indicating the plausibility of the model class 
 
M

j
. The model class with more 

number of cracks has larger log-likelihood value. The second term is relative 

entropy between the prior and posterior distribution, which is a measure of the 

information gained about j  from the data D . It provides a penalty against 

more ‘complex’ model class, i.e. model class with more number of cracks in 

this study. Thus the log evidence ln[p(D | M j )]  automatically implements a 

quantitative Ockham’s razor in term of a trade-off between a data-fit measure 

and a complexity measure for each model class. If the selection of the model 

class is based purely on the log-likelihood function, i.e. the data-fit term in 

Equation (3.24), then model class with more number of cracks will be 

preferred over model class with less number of cracks and this is the case for 

most of the damage detection methods based on the maximum likelihood 

approach or error minimisation approach. In Bayesian model class selection 

method, the model class with the maximum value of the log evidence value 

will be selected and this provides a robust identification of the number of 

cracks in the beams.  

 

3.3.2 Stage-two: Bayesian approach for identifying 

crack parameters 

The stage-two of the Bayesian approach is to determine the optimal value of 

the crack parameters j . Given a Bayesian model class 
 
M

j
, the model 

response data  D  defined by the model parameters j  can be used to update 

the corresponding plausibility of each model. The posterior probability 

density function (PDF) of uncertain crack parameters conditional on the 

measurement D  and the model class M j
 can be estimated as follows:  

 

       jj jj j jP D,M P D ,M P M    (3.25) 
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where  j jP M  is the prior probability of the crack parameters based on the 

initial engineering judgement about the damage parameters.  j jP D ,M  is 

the likelihood function indicating the probability of getting the response data 

D  based on the crack parameters j . Based on the Principle of Maximum 

information Entropy (Gull, 1988), this chapter assumes the likelihood function 

follows the Gaussian distribution with zero mean and standard deviation of 

prediction error j  as:  
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where J  is the goodness-of-fit function and is given as follows:  
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o tN N
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j jt; = q t - q t; J  (3.27) 

 

where 
 
q

m
t( ) is the response displacement measured from experiment at  t -th 

time step.  jq t;  is the simulated response displacement from the chosen 

model class 
 
M

j
 defined by the uncertain parameters j . 

 
N

t
 and oN  denote 

the numbers of measurement time steps and the measured DoF, respectively. 

The variance of the prediction error 2

j  can be treated as an uncertain 

parameter in the analysis (Ching and Chen, 2007). Since 
  
s

j

2  is always 

positive, its prior distribution can be modelled by an inverse Gamma 

distribution, and hence, 
  
s

j

2  can be sampled from (0.5 1,0.5 ( ; ))t o jIG N N t J  

(Nichols et al., 2010) where  IG is the inverse Gamma distribution. 

 

For identifiable cases, the posterior PDF in Equation (3.25) can be 

approximated by a multivariable Gaussian PDF based on the global optimal 
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model parameter ˆ
j  (Beck and Katafygiotis, 1998). However, in multiple 

cracks identification cases, the problem may become unidentifiable for more 

complex model, i.e. model with more number of cracks. This make the 

multivariable Gaussian PDF cannot accurately approximate the posterior PDF. 

In this regard the Equation (3.25) is estimated alternatively using stochastic 

sampling method with a set of parameter samples ( )h

j , 1,..., sh N , drawn 

from target distribution, where Nm
 is the number of samples at the m -th 

stage (final stage). In this chapter the samples are drawn using the TMCMC 

sampler adapted from Ching and Chen (2007) and the details are described in 

the Section 3.4. At the final stage of TMCMC, the samples drawn from 

TMCMC sampler are asymptotically distributed as ( )j jP D ,M , the 

identified crack parameters can be estimated by the sample means. The 

marginal posterior PDF of the i -th uncertain parameter can be obtained by 

adaptive kernel density estimation with Gaussian distribution being the kernel 

PDF (Lam et al., 2015, Au and Beck, 1999) as:  
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hs

k i W i i i
N
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where ( , )   is the Gaussian distribution with mean m  and covariance 

matrix S . ( )hW  is the weighting of the h -th sample. ( , )C i i  is the i -th 

diagonal element of the sample covariance matrix calculated by the samples at 

the final stage of TMCMC. In details of the adaptive kernel density estimation 

can be found in the references (Lam et al., 2015, Au and Beck, 1999). 

 

3.4 Transitional Markov Chain Monte Carlo 

algorithm 

Accurate estimation of the posterior PDF ( )j jP D ,M  and evidence 

( )jP D M  requires samples drawn from the target distribution. In general 
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samplers generate samples from prior PDF, which is quite different from the 

posterior PDF in an unidentifiable situation. In this aspect conventional 

Markov Chain Monte Carlo (MCMC) sampler is inefficient as a large number 

of samples will be rejected until it converges to the stable distribution of the 

samples. The TMCMC sampling method is more efficient than conventional 

MCMC as it generates samples from a series of stages, which gradually 

approximates the final PDF in Equation (3.24). Other sampling methods, such 

as Subset Simulation (Vakilzadeh et al., 2017, Au et al., 2015, Straub and 

Papaioannou, 2014), also have been recently developed to address this 

problem and they are found to be robust regardless of the dimension of 

parameters. Since TMCMC has many successful applications, this study 

employs the TMCMC in the Bayesian approach. The schematic framework 

for TMCMC algorithm is shown in Figure 3.4. 

 

 

 

Fig. 3.4 Framework of TMCMC algorithm. 
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In the beginning stage, the TMCMC sampler generates samples 

( )

1 1{ : 1,..., }h h N  for from the prior PDF where 1N  is the number of samples 

at 1s  stage. The prior PDF is chosen based on engineering experience, and 

in this study a uniform distribution is employed. In step two the TMCMC 

sampler uses a series of intermediate stages   s = 2,¼,m to generate samples 

gradually converging to the PDF region with high probability. Specifically, 

the samples are generated twice at each stage. First, it generates samples from 

the transitional PDFs 1( )( | , )  s sT Th

sP D M   using a resampling technique. For 

example, given 
 
N

s
 samples ( ){ , 1, , }  s

h

s h N  generated from the previous 

stage, redraw 
 
N

k

r
 samples ( ),{ 1 }, , , h r

ss h N  from the 
 
N

s
 samples with the 

resampling probability ( ) ( ) ( )

1
( ) ( ) ( )


 

sNh h h

re s s sh
P W W    for each sample. It 

should be noted that the same sample ( ),h r

s  can be drawn repeatedly and the 

repeating number of this sample is recorded as ( )h

sR . ( )( )h

sW   is the 

'plausibility weight' of each of the sN  samples and it has the following 

expression:  
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and 1, ,  sh N  

(3.29) 

 

and the intermediate PDF ( )sP   in the stage s  is expressed as:  

 

      | , | ,   1,..., 
sT

j js P D M M sP mP    

1 2 mand 0 1   T T T  

(3.30) 

 

where 
 
T

s
 is the temperature variable determining the smoothness of transition 

between two adjacent PDFs. If the 
 
T

s
 value increases slowly, more stages of 

resampling are applied. However, the convergence of the sampling is slow 

and more computational resources are required. The value of temperature 
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variable 
 
T

s
 can be determined automatically in the TMCMC algorithm by 

setting the coefficient of variation (c.o.v.) of the 'plausibility weight' ( )( )h

sW   

at each stage s  to a prescribed threshold, where the c.o.v. is the standard 

deviation of the sample vectors over their mean. It is found that 100% is a 

preferable choice for the prescribed threshold in usual case. As it can be seen 

from the Equation (3.29), each intermediate PDF is calculated interactively 

based on the PDF from last stage. This leads to the high performance of 

TMCMC in the high dimensional situation as the PDF converges gradually. 

 

After the procedure of resampling, 
 
N

s

r
 MCMC chains are generated to draw 

1sN  ( 1  ssN N ) new samples  ( )

1 , 1, ,   s

h

s h N  from the next intermediate 

PDF 1( )sP  . These chains start from each of the 1sN  samples 

( ),{ 1 }, , , h r

ss h N  and the sample number of each chain is ( )h

sR . The 

proposal samples are generated using Gaussian PDF with the covariance 

matrix s , which has the form:  

 

 
2 ( ) ( ) ( ) ( ) ( ) ( ) ( )

1 1 1

( )( ( ) )( ( ) )
  

     
s ssN N N

h h h l l h l

s s re s s s re s ss

h l

s

l

c w P P        (3.31) 

 

where sc  is the step factor that influences the distance between samples in 

each Markov Chain at stage s . The accepting probability of each proposed 

sample ( )

1

h

s  is    
1( ) ( )| , / | ,


 
 

sT
h h

s j s jP D M P D M  . Step two is repeated until 

the value of temperature 
  
T

s+1
 has reached 1, where concurrently the PDF has 

converged to the target PDF. 

 

In the final stage ( m-th stage), ( ) : 1,.. ,{ }.h

m mh N  samples are asymptotically 

distributed as ( )j jP D ,M  and evidence  | jp D M  of the model class 
 
M

j
 

can be estimated using 
( )

1 1

( )
 

 
  

 
 

sNm
h

s s

s h

S w N . They are proven an 
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asymptotically unbiased estimation (Ching and Chen, 2007). Therefore, the 

crack number can be determined by comparing the model evidence of each 

model class.  

3.5 Numerical case studies 

The performance of the Bayesian multiple cracks identification method is 

studied in this section. This section has four subsections that focus on 

different scenarios, i.e., 1) GW mode selection, 2) different crack numbers, 3) 

measurement noise levels and 4) cracked locations, as shown in Table 3.1. 

Aluminium beams with length 500 mm, depth 6 mm and width 12 mm were 

considered to investigate the capability of the proposed multiple crack 

identification method. The 3D explicit FE model was built based on the crack 

parameters described in Table 3.1 and the simulated signals were treated as 

synthetic experimental data. 

Table 3.1 Summary of all numerical and experimental case studies. 

Scenario 

Numerical case studies 

Experimental case 

studies 
GW mode 

selection 

Multiple cracks 

identification 

Measurement 

noise 

influence 

Crack 

location 

effect 

Damage case S1 S2 S3 S4 D1 D2 D3 N1 N2 N3 L1 L2 E1 E2 E3 

Incident wave  A0 S0 A0 A0 A0 S0 A0 

Measurement 

direction* 
y-dir. 

x-dir. & 

y-dir. 
x-dir. & y-dir. x-dir. & y-dir. 

x-dir. &  

y-dir. 

z-

dir.# 
y-dir. 

Mode 

conversion 

effect  

N Y Y Y Y Y 

Measurement 

noise (%) 
3 3 0 3 6 3 3 

Crack number 2 1 2 3 2 2 1 2 

Crack 

1 

(mm)  

Lc 200 250 200 200 200 100 250±1 200±1 

dc 3 3 2 3 3 3±0.5 

bc 6 6 6 6 6±0.5 

Crack 

2 

(mm) 

Lc 350 

  

350 300 350 350 

  

350±1 

dc 2 2 3 2 2 2±0.5 

bc 5 5 6 5 5 5±0.5 

Crack 

3 

(mm) 

Lc 

    

400   

  

  

dc 2 

bc 4 

* The measurement direction is consistent with the coordinate system in Figure 2 

# The S0 is measured from z-dir. through the Poisson’s effect in experiment 

Lc = crack location, dc = crack depth, bc = crack width 
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The proposed time-domain SFE model described in Section 3.2 was used to 

model the GW propagation in the beams with cracks as described in Section 

3.3. The uncertain crack parameters are the locations ( cL ), depths ( cd ) and 

widths (
cb ) of the cracks. In the SFE model, 25 spectral elements with 8 GLL 

nodes were used for modelling the beam. The Young’s module, density and 

Poisson’s ratio of the beam are 70 GPa, 2700 kg/m3 and 0.3, respectively. 

Damping was considered to obtain the same ratio between amplitude changes 

of GW response for simulated and experimental data (Rucka, 2010) and the 

damping coefficient   was chosen at 550 s-1 in this chapter. The interval t  

of each time step was 10-7 sec to guarantee a converged solution of the 

dynamic equilibrium Equation (3.4) solved by central difference method. The 

excitation signal is a 100 kHz narrow-band six-cycle sinusoidal tone burst 

pulse modulated by a Hanning window and it was applied to the left beam end 

to generate GW response. The response signal was calculated at the same 

location. In the FE model, the commercial software ABAQUS/Explicit v6.12-

1 was used to simulate the synthetic experimental GW response. Eight-node 

3D reduced integration solid brick elements (C3D8R) were used to model the 

cracked beam. The enhanced hourglass control was enabled for FE simulation 

and the mesh size are 0.4×0.4×0.4 mm3 to ensure the numerical stability of 

GW simulation. The dynamic explicit solver, which applies the central 

difference scheme, was employed to solve the FE simulation of GW 

propagation. The time step used in the SFE is 10-7 sec and the time step of the 

FE is automatically controlled by ABAQUS/Explicit. Measurement error was 

considered in the study and simulated by applying a percentage of root mean 

square (RMS) white noise the time-domain response of the GW calculated by 

the FE model. 

 

The Bayesian statistical framework with TMCMC sampler was used to 

identify the crack parameters, i.e. locations, widths and depths of the cracks. 

Since the guided wave based crack identification focuses on early damage 

detection, it is assumed that the crack widths and depths are not larger than 

half of the width and depths of the beam cross-section. Thus the assignment of 

the prior PDF for j  is independently uniformly distributed over [0.02mm 
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0.48mm], [0mm 3mm] and [0mm 6mm] for crack locations, widths and 

depths, respectively. 500 samples were drawn at each stage in the TMCMC 

sampling. The threshold of the c.o.v. of the ‘plausibility weight’ ( )( )h

sW   was 

chosen to be 100% and the step factor 
 
c

s
 was set as 0.1.  

 

3.5.1 Selection of GW mode for damage identification  

This section is to investigate the performance of S0 and A0 GW and the mode 

conversion effect in identifying the cracks. Two cracks were assumed in the 

aluminium beam and there are four cases, i.e., Case S1, S2, S3 and S4 as 

shown in Table 3.1. As the focus of this section is to determine the most 

suitable wave mode based on the accuracy and uncertainty of the identified 

crack parameters, we assumed the number of cracks is known, and hence, 

only the crack parameters are identified in this section. 

 

The mode-conversion effect was studied first by comparing the identified 

crack parameters using the numerical model without (Case S1) and with (Case 

S1) considering the GW mode coupling effect. Specifically, two different 

time-domain SFE models were employed to simulate the response data. In the 

first model, the normal cracked beam element without coupling the 

longitudinal and flexural displacement was employed. The second model with 

the proposed SFE cracked beam element was implemented to simulate the 

mode-coupled GW signals. In both cases, A0 GW was excited and only the 

out-of-plane displacement was measured. The signal was normalised by the 

maximum absolute amplitude of the indecent wave. Table 3.2 shows the 

sample means and sample c.o.v.s of the uncertain crack parameters. The 

sample c.o.v. equals the ratio of the sample standard deviation to the sample 

mean. The value of the sample means indicate the identified crack parameters. 

The percentages of error of the identified crack parameters are shown in the 

brackets in Table 3.2. Compared the results of Cases S1 and S2, it indicates 

that the signal accounted the mode-conversion effect provides additional crack 

information, and hence, it enables more accurate crack identification. 
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Table 3.2 : Sample means and c.o.v.s of crack parameters calculated using 

TMCMC samples for Cases S1-S3 (errors of the identified crack parameters 

are shown in the bracket). 

Case  

Crack1 (mm) Crack 2 (mm) 

Lc dc bc Lc dc bc 

Actual 200 3 6 350 2 5 

S1 

Sample mean 
200.21 2.73 5.91 350.51 1.62 5.40 

(0.11%) (8.97%) (1.53%) (0.15%) (19.15%) (7.96%) 

Sample c.o.v 

(%) 
0.0446 0.3749 0.3193 0.0352 6.7854 4.1015 

S2 

Sample mean 
200.12 2.84 5.98 350.31 1.80 5.19 

(0.06%) (5.33%) (0.33%) (0.09%) (9.85%) (3.79%) 

Sample c.o.v 

(%) 
0.0175 0.2142 0.1299 0.0258 4.5132 3.0037 

S3 

Sample mean 
200.03 2.99 5.99 350.02 2.01 4.79 

(0.02%) (0.08%) (0.07%) (0.01%) (0.05%) (4.17%) 

Sample c.o.v 

(%) 
0.0016 0.2196 0.1153 0.0157 0.3367 0.1534 

S4 

Sample mean 
200.09 2.99 5.99 350.49 1.90 5.09 

(0.05%) (0.21%) (0.17%) (0.14%) (4.88%) (1.82%) 

Sample c.o.v 

(%) 
0.0331 0.6404 0.3498 0.1550 5.0371 4.4294 

 

The accuracy of the crack identification utilising A0 GW (Case S3) and S0 

GW (Case S4) as excitation signal was investigated. Figure 3.5 shows the SFE 

simulated GW signals used in Case S3, in which the incident wave is A0 GW. 

Figures 3.5a and 3.5b show the out-of-plane and in-plane measurement, 

respectively. Similarly Figure 3.6 shows the simulated GW signal of Case S4. 

The indicate wave is S0 in Case S4. Figures 3.6a and 6b show the in-plane and 

out-of-plane measurement, respectively. Both Cases S3 and S4 consider the 

mode conversion effect. Figures 3.5 and 3.6 show that the mode converted 

signals provide additional information of the cracks. The results in Table 3.2 

show that the crack parameters are identified accurately in both Cases S3 and 

S4. In generally, the case using the incident A0 GW (Case S3) has better 

performance than the case using incident S0 GW (Case S4). Comparing the 

results of the Cracks 1 and 2, the error and c.o.v. of the identified location, 

width and depth of Crack 2 are small than that of Crack 1. This is because the 

width and depth of Crack 2 are smaller than Crack 1, and hence, the amplitude 

of the scattered waves from Crack 2 is smaller than that from Crack 1. Based 
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on the aforementioned findings, the use of incident A0 GW with both in-plane 

and out-of-plane measurements could provide better accuracy in identifying 

the crack parameters. Hence, the rest of the numerical case studies use the A0 

GW as the incident wave signal and both in-plane and out-of-plane data as the 

measurements. 

 

 

 

Fig. 3.5 Signal measured at excitation location for Case S3, incident 

wave: A0 GW, (a) out-of-plane, and (b) in-plane displacement 

measurement. 

The accuracy of the crack identification utilising A0 GW (Case S3) and S0 

GW (Case S4) as excitation signal was investigated. Figure 3.5 shows the SFE 

simulated GW signals used in Case S3, in which the incident wave is A0 GW. 

Figures 3.5a and 3.5b show the out-of-plane and in-plane measurement, 

respectively. Similarly Figure 3.6 shows the simulated GW signal of Case S4. 

The indicate wave is S0 in Case S4. Figures 3.6a and 6b show the in-plane and 

out-of-plane measurement, respectively. Both Cases S3 and S4 consider the 

mode conversion effect. Figures 3.5 and 3.6 show that the mode converted 

signals provide additional information of the cracks. The results in Table 3.2 

show that the crack parameters are identified accurately in both Cases S3 and 
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S4. In generally, the case using the incident A0 GW (Case S3) has better 

performance than the case using incident S0 GW (Case S4). Comparing the 

results of the Cracks 1 and 2, the error and c.o.v. of the identified location, 

width and depth of Crack 2 are small than that of Crack 1. This is because the 

width and depth of Crack 2 are smaller than Crack 1, and hence, the amplitude 

of the scattered waves from Crack 2 is smaller than that from Crack 1. Based 

on the aforementioned findings, the use of incident A0 GW with both in-plane 

and out-of-plane measurements could provide better accuracy in identifying 

the crack parameters. Hence, the rest of the numerical case studies use the A0 

GW as the incident wave signal and both in-plane and out-of-plane data as the 

measurements. 

 

 

 

Fig. 3.6 Signal measured at excitation location for Case S4, incident 

wave: S0 GW, (a) in-plane, and (b) out-of-plane displacement 

measurement. 
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3.5.2 Multiple cracks identification  

In this section the capability of the proposed multiple crack identification 

method in determining the number, locations, widths and depths of the cracks 

is investigated. Three cases (Cases D1, D2 and D3 as shown in Table 3.1) 

with different number of cracks and crack parameters for multiple damage 

identification are considered in this section. Four SFE model classes 

  
M

j
, j = 1,...,4 were considered in each case, where the subscript  j  denotes 

the number of cracks in the model class. 

 

The identified number of cracks is presented in Table 3.3. The table shows the 

log-likelihood, information gain, log-evidence factor and probability of model 

classes. The log-likelihood factor shows the ability of the model class in 

fitting the measurement. It increase when the complexity of the model class 

increase (beam with more cracks). The results in Table 3.3 shows that the log-

likelihood factor increases with the model complexity, and hence, it is not 

possible to determine the crack number based on the log-likelihood factor 

only. However, the information gain factor also increases with the model 

complexity, which penalises the complexity of the model class in the log-

evidence factor. Hence, the log-evidence factor can be used to determine the 

optimal modal class, i.e. the number of cracks in the beam. As shown in Table 

3.3, the probability of the model classes is also calculated from the log-

evidence and it is closed to 1 for the correct model class (i.e. correct number 

of cracks) in each case. 

 

Table 3.3 Bayesian model class selection results of Cases D1-D3. 

Case Model class Log-likelihood Information gain Log-evidence Probability 

D1 
M1 3447.43 17.08 3430.35 0.9289 

M2 3448.42 20.62 3427.80 0.0711 

D2 

M1 3458.31 11.52 3446.79 0 

M2 3815.65 12.37 3803.28 0.9998 

M3 3816.28 21.28 3795.00 0.0002 

D3 
M1 3345.90 11.52 3334.38 0 

M2 3940.62 29.80 3910.82 0 
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M3 4160.19 65.69 4094.50 1 

M4 4202.60 125.63 4076.97 2.43e-8 

 

The identified crack parameters for each case are summarised in Table 3.4. It 

is found that the performance of the TMCMC sampler is reliable in each case 

as the errors and the c.o.v.s of the identified results are reasonably small. It is 

also found that TMCMC algorithm is robust in term of the dimension of crack 

parameters as the c.o.v. of the identified results increases slightly from Cases 

D1 to D3. Table 3.4 also shows that Crack 3 in Case D3 has the smallest crack 

depth and width, and hence, the corresponding identified crack parameters 

have largest value c.o.v. This indicates that the accuracy of identifying the 

crack size will decrease when the crack becomes smaller. One possible 

solution to further improve the crack identification results is to use A0 GW 

with shorter wavelength as it is more sensitive to smaller cracks. This can be 

achieved by increasing the frequency of the excitation signal in practice. 

Table 3.4 Sample means and c.o.v.s of crack parameters calculated using 

TMCMC samples for Cases D1-D3 (errors of the identified crack parameters 

are shown in the bracket). 

 Case 
 Crack 1 (mm) Crack 2 (mm) Crack 3 (mm) 

Lc dc bc Lc dc bc Lc dc bc 

D1 

Actual 250 3 6  - - - - - - 

Sample 

mean 

250.09 

(0.04%) 

2.71 

(9.67%) 

5.99 

(0.17%) 
- - - - - - 

Sample 

c.o.v 

(%) 

0.0125 0.6450 0.2990 - - - - - - 

D2 

Actual 200 3 6 350 2 5 - - - 

Sample 

mean 

200.20 

(0.10%) 

2.99 

(0.07%) 

5.71 

(4.83%) 

350.50 

(0.23%) 

2.09 

(4.50%) 

4.99 

(0.19%) 
- - - 

Sample 

c.o.v 

(%) 

0.0784 0.3251 0.3982 0.0515 1.1788 0.9194 - - - 

D3 

Actual 200 2 6 300 3 6 400 2 4 

Sample 

mean 

200.20 

(0.10%) 

1.99 

(0.49%) 

5.90 

(1.67%) 

300.50 

(0.16%) 

2.99 

(0.07%) 

5.99 

(0.18%) 

401.01 

(0.25%) 

1.12 

(43.51%) 

3.13 

(21.75%) 

Sample 

c.o.v 

(%) 

0.0071 0.0330 0.0480 0.0079 0.0250 0.0059 0.0288 1.5149 3.9409 
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Fig. 3.7 Evolution of the TMCMC samples for the width of Crack 1 and 

Crack 2 in Case D2. 

The evolution of the TMCMC samples of the width of Cracks 1 and 2 at 

different stages in Case D2 is shown in Figure 3.7. When the stage number 

increases, the TMCMC samples converge to the target PDF quickly and 

finally concentrate in the global optimal region. This shows that the proposed 

Bayesian approach with TMCMC sampler is efficient in crack identification. 

Figure 3.8 shows the posterior marginal PDFs calculated by kernel density 

estimation (Equation (3.28)) based on the set of samples in the final stage of 

the TMCMC sampling as shown in Figure 3.7. Comparing the posterior 

marginal PDFs shown in Figure 3.8, the drop in PDF value away from the 

peak for the width in Crack 1 is much faster than that for Crack 2. This 
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implies that the uncertainty of the identified width of Crack 2 is higher than 

that of Crack 1 and this is consistent with the c.o.v.s in Table 3.4. 

 

 

 

Fig. 3.8 Posterior marginal PDFs for the width of Crack 1 and Crack 2 

in Case D2. 

3.5.3 Influence of noise level  

This section investigates the robustness of the proposed Bayesian approach 

under different measurement noise levels. Three cases (i.e. Cases N1, N2 and 

N3) with increasing level of measurement noise (0%, 3% to 6% of the RMS 

of the measured signal) are considered. The results in Table 3.5 shows that the 

numbers of cracks in all cases are correct identified under different 

measurement noise levels. The probability of model class with the correct 

number of cracks is prominent (i.e., almost equals to 1) for the Cases N1 and 

N2, in which measurement noise level 0% and 3% are considered. However, 

the probability of the optimal model class drops to 0.832 for the measurement 

noise level 6%. The sample means and sample c.o.v.s of the crack parameters 

are shown in Table 3.6. The results show that errors and c.o.v.s increase with 

the measurement noise level. Specifically, the c.o.v. of the smaller crack 

(Crack 2) increases notably in the case of the 6% measurement noise level. 

This indicates that measurement noise increases the uncertainties in the crack 

identification. 
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Table 3.5 Bayesian model class selection results for Cases N1-N3. 

Case Model class Log-likelihood Information gain Log-evidence Probability 

N1 

M1 3605.23 10.71 3594.52 0 

M2 4156.31 21.07 4135.24 0.9589 

M3 4156.75 24.66 4132.09 0.0411 

N2 

M1 3458.28 10.52 3447.76 0 

M2 3815.82 12.37 3803.45 0.9999 

M3 3816.17 22.08 3794.09 0.0001 

N3 

M1 3126.59 10.50 3116.09 0 

M2 3307.80 18.87 3288.93 0.8468 

M3 3309.17 21.95 3287.22 0.1532 

 

Table 3.6 Sample means and c.o.v.s of crack parameters calculated using 

TMCMC samples for Cases N1-N3 (errors of the identified crack parameters 

are shown in the bracket). 

Case   

Crack 1 (mm) Crack 2 (mm) 

Lc dc bc Lc dc bc 

Actual 200 3 6 350 2 5 

N1 

Sample 

mean  

200.01 

(0.01%) 

2.99 

(0.07%) 

5.99 

(0.09%) 

350.09 

(0.03%) 

1.97 

(1.49%) 

4.98 

(0.41%) 

Sample 

c.o.v 

(%) 

0.0015 0.0542 0.0292 0.0126 0.172 0.132 

N2 

Sample 

mean 

200.5 

(0.25%) 

2.99 

(0.13%) 

5.90 

(1.67%) 

350.81 

(0.23%) 

1.91 

(4.52%) 

4.98 

(0.40%) 

Sample 

c.o.v 

(%) 

0.0016 0.2196 0.1153 0.0157 0.3367 0.1534 

N3 

Sample 

mean 

200.9 

(0.45%) 

2.99 

(0.32%) 

5.80 

(3.33%) 

350.1 

(0.03%) 

1.89 

(5.47%) 

5.49 

(9.79%) 

Sample 

c.o.v 

(%) 

0.0106 0.2431 0.1612 0.0234 2.7934 2.4198 

 

3.5.4 Influence of crack location  

This section investigates the influence of the location of the crack in the 

proposed Bayesian crack identification method. Two damage cases (Cases L1 
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and L2) considering two cracks are studied in this section. The details of the 

cracks are summarised in Table 3.1. The location of Crack 2 is the same in 

both cases while the location of Crack 1 in Case L2 is closer to the 

measurement position (left beam end) than that in Case L1. 

Table 3.7 Bayesian model class selection results for Cases L1 and L2. 

Case 
Model 

class 

Log-

likelihood 

Information 

gain 

Log-

evidence 
Probability 

L1 

M1 3458.33 10.52 3447.81 0 

M2 3815.79 12.37 3803.42 0.9999 

M3 3816.21 22.08 3794.13 0.0001 

L2 

M1 3602.14 13.30 3588.84  0 

M2 4432.05 15.14 4416.91  0.8375 

M3  4432.13 16.86  4415.27  0.1625 

 

Table 3.8 Sample means and c.o.v.s of crack parameters calculated using 

TMCMC sample for Cases L1 and L2 (errors of the identified crack 

parameters are shown in the bracket). 

Case 
Model 

class 
Log-likelihood 

Information 

gain 

Log-

evidence 
Probability 

L1 

M1 3458.33 10.52 3447.81 0 

M2 3815.79 12.37 3803.42 0.9999 

M3 3816.21 22.08 3794.13 0.0001 

L2 

M1 3602.14 13.30 3588.84  0 

M2 4432.05 15.14 4416.91  0.8375 

M3  4432.13 16.86  4415.27  0.1625 

 

The identified crack number is shown in Table 3.7 and the proposed method 

correctly identifies the number of cracks based on the probability of the model 

class.  The sample means and sample c.o.v.s of the crack parameters are 

summarised in Table 3.9. The results show that the identified crack 

parameters for Crack 1 has smaller errors and sample c.o.v.s in Case L2 than 

in Case L1. This is because Crack 1 is closer to the measurement point in 

Case L2, and hence, there are more reflected wave pulses from the Crack 1 

than that in Case L1 as shown in Figure 3.9. Figures 3.9a and 3.9b show the 

GW data in out-of-plane and in-plane direction for Cases L1 and L2, 
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respectively, in which Figure 3.9a is zoomed-in to focus on the reflected wave 

pulses only for the out-of-plane GW data. 

 

 

Fig. 3.9 Signal measured at excitation location for Cases (a) L1 and (b) 

L2. 

3.6 Experimental case studies 

3.6.1 Experimental setup  

Two aluminium beams (Grade 6060-T5) with length 500 mm, width 12 mm 

and depth 6 mm were utilised to experimentally demonstrate the effectiveness 

of the proposed Bayesian multiple cracks identification method. The 

experimental setup is shown in Figure 3.10. As shown in Figure 3.11, a 

12×6×2 mm3 rectangular PZT was bonded to the surface at the left end of 

each beam using the silver loaded epoxy adhesive. A 12×6×4 mm3
 brass mass 
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was attached on the top of the PZT to increase the excitability of the GW. The 

excitation signal is a narrow-band 7.5-cycle sinusoidal tone burst modulated 

by a Hanning window. The excitation signal was synthetised by a central 

computer and generated by a junction box with maximal 10V output voltage. 

It was then amplified to the voltage ranged from 10-50V using a signal 

amplifier (SERVO AMP). Afterward, this amplified signal was applied to the 

piezoceramic transducer installed on the beam to excite the GW at the left end 

of the beam. 

 

 

 

Fig. 3.10 Schematic diagram of the experimental setup. 

The response displacement was recorded using a 1D laser Doppler vibrometer 

(PSV-400) head with Laser controller (OFV5000), and hence, only the out-of-

plane displacement can be measured in the experiment. Signal averaging and 

band-pass filter were used to reduce the noise from environmental influence. 

The measured GW signal data was finally transferred back to the central 

computer through the data acquisition unit. The measurement location was 

chosen at 50 mm from the left beam end as shown in Figure 3.11. For 
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measuring the A0 GW, the laser measurement position was located at the 

centre of the longer side of the beam cross-section as shown in Figure 3.11a. 

For the S0 GW the laser measurement position was located at the shorter side 

of the beam cross-section, and hence, the S0 GW can be measured through the 

out-of-plane motion due to the Poisson effect (Ng, 2014b). The cracks were 

manufactured in the aluminium beams using electric drill, which produced a 

tolerance of ±1 mm for the crack location and ±0.5 mm for the crack depth 

and width. The locations and cracks manufactured in the beams are shown in 

Figure 3.12.  

 

 

 

Fig. 3.11 Installed piezoceramic transducers and measurement locations 

in Cases E1-E3 for measuring (a) A0 and (b) S0 incident wave. 

 

 

Fig. 3.12 (a) The crack in Cases E1 and E2 and (b) the Cracks 1 and 2 in 

Case E3. 
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3.6.2 Experimental results and discussions 

The proposed SFE model with GW mode conversion effect was used to 

simulate the numerical data for identifying the cracks in the beams. Cases E1, 

E2 and E3 were conducted to experimentally verify the proposed multiple 

cracks identification method. Case E1 used S0 mode GW as the excitation 

signal while Case E2 employed A0 GW. The excitation frequency was 80 kHz 

and a single crack was considered in both cases. Case E3 considered two 

cracks in the beam and the excited signal was a 110 kHz A0 GW. 

Table 3.9 Bayesian model class selection for the experimental results. 

Case Model class Log-likelihood Information gain Log-evidence Probability 

E1 
M1 485.69 7.75 477.95 0.9989 

M2 483.80 24.63 471.17 0.0011 

E2 
M1 1099.90 -6.89 1093.01 1 

M2 1106.21 -24.88 1081.33 8.46e-06 

E3 

M1 1050.02 -10.37 1039.65 1.07e-57 

M2 1193.21 -22.47 1170.74 0.9183 

M3 1203.59 -35.27 1168.32 0.0817 

 

Table 3.10 Sample means and c.o.v.s of crack parameters calculated using 

TMCMC sample for Cases E1-E3 (errors of the identified crack parameters 

are shown in the bracket). 

Case 
 

Crack 1 (mm) Crack 2 (mm) 

Lc dc bc Lc dc bc 

E1 

Actual 250 3 6 - - - 

Sample mean 
260.10 

(4.04%) 

2.80 

(6.67%) 

5.71 

(4.83%) 
- - - 

Sample c.o.v (%) 0.0148 0.9735 3.3643 - - - 

E2 

Actual 250 3 6 - - - 

Sample mean 
250.31 

(-0.12%) 

2.81 

(6.33%) 

5.80 

(3.33%) 
- - - 

Sample c.o.v (%) 0.0094 0.2051 1.5048 - - - 

E3 

Actual 200 3 6 350 2 6 

Sample mean 
200.53 

(0.27%) 

2.42 

(19.33%) 

5.03 

(16.17%) 

349.92 

(0.02%) 

1.33 

(33.5%) 

5.89 

(1.83%) 

Sample c.o.v (%) 0.0169 0.3504 0.3389 0.0278 0.6413 0.4152 
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The identified numbers of cracks are summarised in Table 3.9. It is shown that 

the crack number is correctly identified and the probability of the correct 

crack number is closed to 1 in all cases. This proves that the proposed 

Bayesian approach is able to identify the correct number of cracks in practice 

situation. The sample means and sample c.o.v.s of the identified crack 

parameters are shown in Table 3.10. For Cases E1 and E2, the identified crack 

parameters and corresponding sample c.o.v.s are compared to determine a 

suitable excitation GW signal. Specifically, it is found that the Case E2 using 

A0 GW as the incident wave has smaller errors and sample c.o.v.s than Case 

E1, in which S0 GW is used as the incident wave. This experimentally 

confirms that using A0 GW as the incident wave is superior to using S0 GW as 

the incident wave in identifying small cracks, i.e. Crack 2. The sample c.o.v. 

of the identified crack parameters increases as the smaller amplitude of the 

GW reflected from the crack with smaller size, and hence, less information is 

available for the crack identification. To illustrate how well the simulated 

signals, which is calculated by the SFT beam model with the identified crack 

parameters, matches the experimental results, a comparison between the 

simulated and measured time-domain response for Cases E1, E2 and E3 are 

shown in Figure 3.13. 

 

 

 

Fig. 3.13 Comparison of the simulated and measured time-domain GW 

signals for Cases a) E1, b) E2 and c) E3. 
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3.7 Conclusions 

In this chapter the GW Bayesian identification of multiple cracks using 

TMCMC algorithm in beams has been presented. This study has extended the 

crack identification using GW model-based approach to identify the number 

of cracks and the crack parameters (i.e., crack location, depth and width). The 

time-domain SFE method based on Mindlin-Herrmann rod and Timoshenko 

beam theory has been presented and a spectral cracked beam element 

simulating the mode conversion effect when the GW interacting with the 

cracks has been proposed for crack identification. 

 

Numerical case studies have been conducted to study the performance of 

different GW modes in identifying the crack parameters. Also, the influences 

of mode conversion effect, measurement noise level and distance between the 

cracks and the excitation location on the accuracy of the crack identification 

results have been investigated in detail. The uncertainties associated with the 

identified crack parameters have been indicated by the sample c.o.v.s of the 

identified crack parameters. It is found that the A0 GW performs better than S0 

GW as the sample c.o.v.s of the identified crack parameters is smaller, which 

shows that the A0 GW is more sensitive for identifying the cracks with smaller 

sizes. Furthermore, it has demonstrated that the proposed Bayesian approach 

is robust to the different measurement noise and location. The findings have 

indicated that the use of the mode conversion effect could effectively improve 

the accuracy of the crack identification. 

 

Different crack scenarios have been studied numerically to investigate the 

performance of the proposed Bayesian multiple cracks identification method. 

The Bayesian model class selection method has been used to determine the 

number of the cracks and the uncertainties of identified crack parameters have 

been indicated by the sample c.o.v.s of the crack parameters. The results are 

encouraging as the number of crack and the crack parameters in each scenario 

have been accurately identified. Finally, this Bayesian damage identification 

algorithm has been experimentally verified to demonstrate the practicability of 

the proposed method. 
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Appendix A 

This appendix presents the details of the 
 
F

I
, 

 
F

II
 and H  required for 

calculating the Ic1
, Ic2

, Ic3
 and Ic4

 in Equation (3.21). The details of 

derivations can be found in Irwin (1962) and Newman Jr and Raju (1981). 

The 
 
F

I
 and 

 
F

II
 shown in Equation (3.21) are defined as 

 

2 4
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where b =1- k2 ,  
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g

3
= -0.5-

1.0

0.65+k
+14 1.0 -k( )

24

  (3.37) 

  
2

2
1 0.1 0.35 1 sin

  
    

   

 cd
g

h
  (3.38) 

The angular function 
 
f
f
 for the half elliptical crack in 

 
F

I
 is  

 
  
f
f

= k 2 cos2 f + sin2 fé
ë

ù
û

1 4

  (3.39) 

The finite width calibrated function 
 
f

w
 is  

 

1 2

sec
4
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f
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
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The function FI
 is the boundary-correction factor for tension. The product of 

 H  and 
 
F

I
 shown in Equation (3.21) is the boundary-calibration factor for 

bending, where  H  is expressed: 
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Abstract 

In this study a probabilistic approach is proposed to identify multiple 

delaminations in laminated composite beams using guided waves. The 

proposed method is a model-based approach, which provides a quantitative 

identification of the delaminations. This study puts forward a practical 

damage identification method, and hence, it can identify multiple 

delaminations using guided wave signal measured at a single measurement 

point on the laminated composite beams. The proposed method first 

determines the number of delaminations using Bayesian model class selection 

method. The Bayesian statistical framework is then employed to not only 

identify the delamination locations, lengths and through-thickness locations, 

but also quantify the associated uncertainties, which provides valuable 

information for engineers in making decision on necessary remedial work. In 

addition the proposed method employs the time-domain spectral finite 

element method and Bayesian updating with Subset simulation to further 

improve the computational efficiency. The proposed probabilistic approach is 

verified and demonstrated using data obtained from numerical simulations, 

which consider both measurement noise and modelling error, and 

experimental data. The results show that the proposed method can accurately 

determine the number of delaminations, and the identified delamination 

locations, lengths and through-thickness locations are closed to the true values. 

 

Keywords:  

Multiple delaminations; Damage identification; Bayesian statistical 

framework; Bayesian model class selection; Guided waves; Spectral finite 

element; Subset simulation; Experiment 
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4.1 Introduction 

4.1.1 Composite and non-destructive evaluation 

techniques 

Laminated composite materials have been extensively used in many 

engineering applications, such as aerospace, mechanical and automotive 

engineering, due to their high strength, anti-corrosion and lightweight 

characteristics. Common defects occur in the laminated composite materials 

are fibre breaking, matrix cracking and delamination (Toft et al., 2011). In 

particular the delamination could cause significant reduction in the stiffness 

and strength of structures and leads to structural failure. Detecting and 

identifying the delamination before structural failure are essential in 

improving the safety, durability and serviceability of the structures made by 

laminated composite materials. 

 

Delamination is a separation of adjacent sub-surface laminae without any 

obvious visual evidence on the surface, and hence, non-destructive evaluation 

(NDE) techniques are required for detecting the delamination. Conventional 

NDE techniques, such as ultrasonic C-scan and A-scan, are point-to-point 

inspecting methods. They are time consuming and not able to inspect 

inaccessible locations of the structures. Low frequency vibration techniques 

(Mosavi et al., 2012) are efficient in inspecting large area of structures, 

however, they are insensitive to local defects, such as delamination. 

 

4.1.2 Damage detection using guided waves 

Guided wave has been widely recognized as one of the promising techniques 

for detecting the local defects (Raghavan and Cesnik, 2007, Croxford et al., 

2007). It is elastic stress wave, whose propagation characteristics depend on 

structural boundaries. Guided wave can be used to inspect large area of 

structural components due to its long propagation distances. Because guided 
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waves are excited at high frequency, i.e. in the order of kilohertz, their 

wavelengths are small, and hence, they are sensitive to the local and incipient 

defects, e.g. delamination. 

 

Recently, guided wave based damage detection techniques have been widely 

employed in identifying the defects in one-dimensional (1D), e.g. beams (Sun 

et al., 2012) and rods (Raisutis et al., 2010), and two-dimensional (2D) 

waveguides, e.g. plates  (Aryan et al., 2016, Ng, 2015a, Ng, 2015b, Yan, 2013) 

and shells (Schulte et al., 2010). For 2D waveguides, a number of damage 

detection techniques have been developed in the literature. With the use of a 

transducer network, guided wave and scattered waves could be actuated and 

measured at different directions from the defect, respectively. This provides 

sufficient information for characterising the defects in 2D waveguides, e.g. 

defect location, size and shape. In the literature a number of damage 

characterisation techniques have been developed, such as pre-stack reverse-

time migration technique (Lin and Yuan, 2001), tomography (Malyarenko and 

Hinders, 2000) and diffraction tomography (Rose and Wang, 2010, Ng et al., 

2009). For 1D waveguides, most of the methods focused on determining the 

defect location based on the time-of-flight information of the reflected wave 

from the defect (Grabowska et al., 2008, Quek et al., 2003). There was 

relatively less work focused on the defect characterization, especially for 

delamination in the laminated composite beams. 

 

Model-based approach has been employed to characterise the defects based on 

the measured guided wave signals in 1D waveguides. This approach treats 

defect parameters, such as defect location and size, as variables, by which the 

damage identification is achieved by minimising the discrepancy between the 

modelled and the measured guided wave signals. A number of model-based 

approaches have been developed for characterising different types of defects, 

such as step damages (Ng, 2014b, Pau and Vestroni, 2011, Ng et al., 2009) 

and cracks (He and Ng, 2017, Noureini and Khaji, 2012, Krawczuk, 2002) in 

aluminium rods and beams. However, there were limited studies focused on 

delamination in laminated composite beams (Nag et al., 2002). 
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Recently the Bayesian statistical framework (Beck, 2010) has been applied to 

provide a quantitative identification of the defect in 1D waveguides (Ng et al., 

2009) and this method was verified using experimentally measured guided 

wave signals (Ng, 2014b). It incooperated a spectral finite element (SFE) 

model in the Bayesian statitiscal framework to provide a computational 

efficient and quantatitive identification of the defect. One of the advantages of 

the Bayesian statistical framework is that it not only provides a 

characterization of the defect, i.e. identifying the defect location and size, but 

also quantifies the uncertainties associated with the defect identification 

results. This provides valuable information on making decision about the 

remedial work necessary to repair the strucutral damage. 

 

4.1.3 Challenges in multiple delamination 

identification 

In practical situation, the number of defects is unknown before the damage 

detection, and hence, the identification of multiple defects is a challenging 

issue for 1D waveguides, especially for a situation that the number of 

transducers is limited. For non-model-based approach, it is difficult to 

determine the number of defects based on the information of the scattered 

waves as a number of scattered waves can be induced by multiple wave 

reflections between the defects. For multiple delaminations, the problem is 

more complicated. At each delamination region, the waveguide is divided into 

two individual sub-waveguides, and hence, reflection happens when the wave 

entering and leaving each of the delamination. 

 

Although the model-based approach is able to provide quantitative 

identification of one defect, it has a difficulty in identifying multiple defects. 

In the situation that the number of defects is unknown, the model considered 

more number of defects always has better fitting between the modelled and 

measured guided wave signals. Therefore, damage detection method based 

solely on the fitting between the modelled and the measured guided wave 
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signals can be very misleading given the existence of modelling error and 

measurement noise in the measured data. 

 

The aim of this study is to address the challenges in quantitative identification 

of multiple delaminations in laminated composite beams. The proposed 

method is developed based on the Bayesian statistical framework. The 

quantitative identification of the delaminations is achieved by solving a 

Bayesian updating problem, and hence, it could provide quantitative 

information of the delaminations, such as number of delaminations, 

delamination locations, lengths and through-thickness locations, and also the 

uncertainties associated with the damage identification results. To overcome 

the aforementioned challenge in identifying the multiple delaminations in 

laminated composite beams, the proposed method employs the Bayesian 

model class selection (Mthembu et al., 2011, Beck and Yuen, 2004) to 

provide a robust determination of the number of delaminations. In addition the 

proposed method employs the formulation of Bayesian updating with 

structural reliability method (BUS) (Straub and Papaioannou, 2014), and 

hence, the Bayesian updating problem can be solved by a computational 

efficient and robust algorithm, Subset simulation (Au et al., 2015, 

Papaioannou et al., 2015, Chiachio et al., 2014). In this study both numerical 

calculated and experimentally measured guided wave signals are used to 

verify and demonstrate the capability of the proposed method. 

 

The chapter is organised as follows. In Section 4.2 the details of the Bayesian 

approach for multiple delaminations identification are presented first. This 

section describes the Bayesian model class selection, Bayesian model 

updating, BUS formulation and Subset simulation for improving the 

computational efficiency and robustness of the proposed multiple 

delaminations identification method. Section 4.3 describes the SFE method 

and modelling of the delaminations. Section 4.4 presents the results of the 

numerical case studies to verify the proposed multiple delaminations 

identification method. The numerical case studies consider different situations, 

such as different number of delaminations, delamination locations, lengths 
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and through-thickness locations, to assess the performance of proposed 

method. Experimental verification is provided in Section 4.5 to demonstrate 

the practicability of the proposed method. Finally conclusions are drawn in 

Section 4.6. 

 

4.2 Bayesian approach for multiple 

delaminations identification 

The proposed Bayesian approach is developed based on the Bayesian model 

class selection and Bayesian model updating, which are used to determine the 

number of delaminations and provide quantitative identification of the 

delaminations. In the Bayesian approach, a laminated composite beam with 

length L and different number of delaminations are considered. A schematic 

diagram of the laminated composite beam with multiple delamination is 

shown in Figure 4.1. In this study we assume there are NM
 delaminations 

existed in the laminated composite beam and they are represented by different 

model classes 
   
M ={M

j
: j = 1,2,..., N

M
}. M j

 is the model class representing 

the laminated composite beam with j  delaminations. The delamination 

parameters l j
 and d j

 are used to describe the location and length of j-th 

delamination. For the through-thickness location, k j
 is used to describe the 

delamination located between the k-th and (k+1)-th layers of the laminated 

composite beam. 

 

The selection of the ‘optimal’ model class solely based on the fitting between 

measured and simulated data is impractical. In order to address this problem, 

this study used the Bayesian model class selection method in selecting the 

“optimal” model class to identify the number of delaminations. In addition the 

delamination parameters and their associated uncertainties are identified by 

the Bayesian statistical framework. The following sub-sections describe the 

Bayesian model class selection, Bayesian model updating, and BUS 
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formulation with Subset simulation for identifying multiple delaminations in 

the laminated composite beam. 

 

 

Fig. 4.1 Schematic diagram of the laminated composite beam with multiple 

delaminations 

4.2.1 Bayesian mode class selection for determining 

the number of delaminations 

Consider a set of possible model classes { : 1,2,..., } M j MM j N , which 

represent laminated composite beams with j  delaminations. Bayesian model 

class selection can be used to determine the probability of each model class 

conditional on a set of measured guided wave data D as: (Beck, 2010, Muto 

and Beck, 2008, Beck and Yuen, 2004)  

 

 

 
   

 
, M

M

M

j j

j

P D M P M
P M D

P D
 (4.1) 

 

where   1 NM MjP M  is the prior probability of each model class 
jM . 

 MP D  is a normalising constant and  jP D M  is the evidence of the 

model class jM  that has the following expression:  

 

      j j j j j jM M MP D = P D , P d    (4.2) 
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where 
j  is a vector that consists of the uncertain delamination parameters, 

such as delamination locations 
jl , lengths 

jd  and through-thickness 

locations
jk .  | ,j jP D M

 
is the likelihood function, a larger value of which 

means there is a better fitting between the simulated and experimentally 

measured guided wave signals. However, direct numerical integration of 

Equation (4.2) is impractical because it involves a multi-dimensional integral 

(Beck and Au, 2002). Asymptotic approach can be used for calculating 

Equation (4.2) but they are only applicable to globally identifiable situation 

(Beck and Yuen, 2004). In order to evaluate the model evidence, this study 

employs an improved BUS formulation (Au et al., 2015), and hence, the 

Bayesian updating with Subset Simulation can be used to efficiently calculate 

the evidence of the model class. The details of the BUS formulation and 

Subset simulation will be described in the sub-section 4.2.3.  

 

A challenging issue in the identifying multiple delaminations is that the model 

class with more delamination parameters can have better fitting between the 

simulated and the experimentally measured data as the extra delamination 

parameters tend to fit the measurement noise and modelling error. However, 

the Bayesian model class selection algorithm addresses this issue by 

automatically penalising more ‘complex’ model class, i.e. the model classes 

with more delaminations. This can be illustrated by considering the evidence 

from an information-theoretic point of view. Consider the logarithmic form of 

Equation (4.2) (Beck, 2010, Muto and Beck, 2008, Ching and Chen, 2007) as:  

 

 

 
   

 
 

   

 
 

 

ln ln

ln

ln

 
 
 
 

 
 

 
 
 
 







j j j j

j j j j

j j

j j j j j

j j

j j j

j j

P D , P
P D = P D, d

P D,

= P D , P D, d
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 (4.3) 
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where  ln jP D M  is the log-evidence for the model class jM . The log-

evidence consists of the log-likelihood function and relative entropy between 

the prior and posterior distribution, which are the first and second term at the 

right side of Equation (4.3), respectively. The log-likelihood function is a 

data-fit term that indicates the plausibility of the model class 
jM . The relative 

entropy between the prior and posterior distribution is a measure of the 

information gained about the complexity of the model class, and hence, it 

provides a penalty against more ‘complex’ model class. Therefore, the log-

evidence value is able to provide a robust determination of the number of 

delaminations in the laminated composite beams. 

 

4.2.2 Bayesian model updating for identifying the 

delamination parameters 

For identifying the delamination parameters of a given model class 
jM , i.e. 

the delamination locations, lengths and through-thickness locations, the 

measured guided wave data D  can be used to update the corresponding 

plausibility of the uncertain delamination parameters. The posterior 

probability density function (PDF) of the delamination parameters 
j  is 

obtained as: (Beck and Au, 2002, Yuen and Katafygiotis, 2002)  

 

       j j j j j jP D,M P D ,M P M    (4.4) 

 

where  j jP M  is the prior probability that reflects the initial engineering 

judgement of the delamination parameters.  | ,j jP D M  is the likelihood 

function and is assumed following the Gaussian distribution with zero mean 

and standard deviation of the prediction error j  based on the Principle of 

Maximum information Entropy: (Beck, 2010)  
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 
 

 22
2

exp
2

1 1

2

 
  
 

o t
j j jN N

j

P D ,M = - t;


 J  (4.5) 

 

where oN  is the number of measurement points and / tN T t  is the number 

of time steps. T  is the duration of measurement and t  is the time steps. 

 jt;J  is the goodness-of-fit function and is defined as:  

 

 
     

1 1 

 
 

o tN N
2

m s

o t

j jt; q t - q t; J  (4.6) 

 

where sq  is the simulation data and mq  is the experimentally measured data. 

In this study the simulation data is obtained from the SFE model described in 

Section 4.3. The variance 
2σ  in the likelihood function is normally a positive 

real number and it is sampled randomly from the inverse of Gamma 

distribution (0.5 1,0.5 ( ; ))t o jIG N N t J .  

 

The BUS formulation with Subset simulation, which will be described in 

Section 4.2.3, is used in this study to draw samples from the target distribution, 

and hence, approximating the posterior PDF in Equation (4.4). Once the 

samples are asymptotically distributed as  | ,j jP D M , the delamination 

parameters can be estimated by the sample means, where the sample c.o.v.s of 

the delamination parameters can be obtained by calculating the ratio of the 

sample standard deviation to the sample means. For determining the marginal 

posterior PDF of the each of the uncertain delamination parameters, the 

adaptive kernel density estimation with Gaussian distribution being the kernel 

PDF (Lam et al., 2015, Au and Beck, 1999) can be used and it is defined as:  
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where ( , )   is the multivariate Gaussian PDF with mean   and 

covariance matrix . 
( )hW  is the weighting of the hth sample and i is an index 

for choosing the uncertain delamination parameter in the marginal posterior 

PDF calculation. ( , )C i i  is the ith diagonal element of the sample covariance 

matrix calculated by the samples when they are asymptotically distributed as 

 | ,j jP D M . 

 

4.2.3 BUS formulation 

This section describes the BUS formulation that allows the Bayesian updating 

problem to be solved by a computational efficient algorithm, Subset 

simulation. The BUS formulation converts the Bayesian problem to a 

reliability problem (Straub and Papaioannou, 2014) with the purpose of 

determining the failure probability ( )P F  of the failure event F . In the 

context of BUS, F  can be defined as:  

 

   0 j jP D ,F M Uc   (4.8) 

 

where U  is a random value between 0 and 1. c  is a constant denoted the 

‘likelihood multiplier’ satisfied the following inequality:  

 

   1j jP D ,c M  (4.9) 

 

 For any maxc c , the posterior samples 
j  follows the posterior PDF 

 j jP D,M  (Au et al., 2015). While the selected maxc  for the multiplier 

significantly influences the efficiency and correctness of the sampling, its 

value is not available before the determination of the maximum likelihood 

value  ˆ
j jP D,M  with the optimal parameter ˆ

j . This is contradictory 

since maxc  is required for seeking the correct optimal parameter ˆ
j . In order 
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to overcome this problem, the BUS formulation has recently been improved 

by Au et al. (2015), by which the failure event is transformed into the 

followed inequality:  

 

  
ln ln

  
     

    

j jP D ,M
F c

U


 (4.10) 

 

It can be rewritten as:  

 

   F Y O  (4.11) 

 

where ln O c  and Y  denotes the driving variable, which has the form:  

 

  
ln
 
 
 
 

j j

U

M
Y

P D ,
 (4.12) 

 

Let O  be an admissible threshold level, when O  is larger than min maxln O c  

the posterior samples 
j  will follow the posterior PDF  j jP D,M . 

Consider the failure probability ( )P F  can be estimated using the posterior 

samples from Subset simulation, ( )P F  can be expressed as the evidence of 

the model class ( | )jP D M : (Au et al., 2015)  

 

     O

jP F e P D M  for minO O  (4.13) 

 

For sufficiently large O, Equation (4.13) shows that ( )P F  will decay 

exponentially with O as ( | )jP D M  is constant for a given problem. ( )P F  can 

be interpreted as the complementary cumulative distribution function (CCDF) 

of Y, where the exponential decay is similar to a typical CCDF in reliability 

analysis. 
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As shown in Equation (4.13), when 
minO O  the failure probability ( )P F  is 

theoretically related to the evidence ( | )jP D M . However, 
minO  is not known 

in the actual implementation, therefore, it is essential to determine whether 

minO O , and hence, the samples conditional on { }Y O  are confidently 

collected as the correct posterior samples in the Subset simulation. In order to 

determine when the value of O  has become larger than the unknown 
minO , 

the characteristic trends of the logarithmic failure probability in Equation 

(4.13) are investigated. Consider ln ( ) ( )  P F O V O , hence,  

 

 ( ) ln ( ) V O P F O  (4.14) 

 

At the beginning, ( )V O  increases linearly with O  as ln ( ) 0P F . This 

means ( )V O  first increase linearly and then go through a transition until it 

settles at ( ) ln ( | ) jV O P D M  when minO O . Therefore, the log-evidence 

ln ( | )jP D M  can be obtained as: 

 

 ln ( | ) ln ( ) jP D M O P F  for minO O  (4.15) 

 

4.2.4 Subset simulation for generating posterior 

samples 

Based on the BUS formulation, the failure probability ( )P F  can be evaluated 

using the posterior samples obtained from the conditional samples in the 

efficient Subset simulation (Au et al., 2015). Essentially, Subset simulation 

progressively generates conditional samples towards the target failure events 

through a series of intermediate failure events, which converts a rare 

reliability problem into a series of more frequent one. It is efficient and 

sustainable to the high dimension problem as the Markov Chain Monte Carlo 

(MCMC) sampling technique (Beck and Au, 2002) is implemented in each 
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intermediate step. As shown in Equation (4.15) once the failure probability 

( )P F  is evaluated and 
minO O , the evidence ( | )jP D M  of the model class 

can be determined. 

 

 

Fig. 4.2 Schematic framework of Subset simulation. 

The schematic framework of Subset simulation is shown in Figure 4.2. In the 

Step 1 of the Subset simulation, the number of samples N  for each stage and 

the probability level of the intermediate simulation 0p  need to be defined. It 

should be noted that 0Np  and 01/ p  are positive integrates. N  i.i.d. 

(independent and identically distributed) samples are uniformly generated 

from the prior distribution using the standard Monte Carlo method and the 

corresponding driving variable Y  is calculated using Equation (4.12). 
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In Step 2, Y  is firstly rearranged in ascending order, giving an ordered list 

denoted by ( ){ : 1,..., }s

rO r N  for stage s . For minsO O , at which 

0

( )

(1 ) s

s N pO O  is the 0(1 )N p -th sample in the ordered list, the last 0p N  

samples in the ordered list are used as ‘seed’ samples to simulate 0p N  

MCMC chains. These chains have equal sampling length as 01/ p , and hence, 

producing N  new samples for the next Subset simulation level 1 s s . The 

failure probability at each stage s is obtained conditionally on the failure 

events from the previous stages as:  

 

 
( ) ( ) ( 1)

0

0

( ) ( | )




 

s
s s s s

r r r

f

N r
P F P F F p

N
 for 1,...,r N  (4.16) 

 

where ( )s

rF  is the failure event of stage s. From Equation (4.16) it is shown 

that the probability of the rare failure event can be gradually approximated in 

the Subset simulation. The failure probability ( )( )s

rP F  is then used to evaluate 

the minO  as stated in the Section 4.2.3. Step 2 is repeated until minsO O . 

 

Finally, in Step 3, the log-evidence of model class Mj is evaluated using 

Equations (4.15) and (4.16), and hence 

 

 
0ln ( | ) ln ( ) ln   j sP D M O P F O s p  (4.17) 

 

In the Bayesian approach the number of delamination and the delamination 

parameters are assumed unknown initially. The approach first considers a 

model class with a delamination and identifies the delamination parameters by 

solving the Bayesian updating problem using the BUS formulation with 

Subset simulation. Once the delamination parameters are identified, the 

evidence of this model class is then evaluated. After that the Bayesian 

approach considers a more “complex” model class, e.g. two delaminations and 

repeated the aforementioned calculations. The procedure stops when the value 

of the evidence of the currently considered model class is smaller than the less 
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“complex” model class. Therefore, the number of delaminations and the 

delamination parameters can be determined by the model class with the 

largest evidence value. 

 

4.3 Time-domain spectral finite element 

method for modelling laminated composite 

beams with multiple delaminations 

The modelling of guided wave propagation in laminated composite laminated 

using the SFE method is similar to the conventional FE method, in which the 

problem can be represented by the time-domain ordinary differential equation: 

(He and Ng, 2015, Rucka, 2010, Kudela et al., 2007)  

 

    MU CU FUK t  (4.18) 

 

where U , U  and U  are the displacement, velocity and acceleration vector in 

time domain, respectively. M  is the global mass matrix, C  is the global 

damping matrix, K  is the global stiffness matrix and  F t  is the global force 

vector at time t. The global mass matrix M  and the stiffness matrix K are 

assembled using their element matrices (Rucka, 2010, Kudela et al., 2007). In 

this study the guided wave propagation in the laminated composite beam is 

simulated using the higher order theory along with the Poisson’s contraction 

effect (Kudela and Ostachowicz, 2009). The displacement field in the 

composite beam can be written as:  

 

     ,  u x y u x x y  (4.19) 

     ,  v x y v x x y  (4.20) 

 

where u  and v  are the axial and transverse displacements in the neutral axis 

of the beam as shown in Figure 4.3.   is the rotation of the cross section and 



Chapter 4 

 

117 

 

  is the contraction due to Poisson’s effect. y  is the vector of distance 

measured from the neutral axis. The strain field can be expressed as: (Kudela 

and Ostachowicz, 2009)  

 

   
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 (4.21) 

 

Based on the higher order theory along with the Poisson’s contraction effect, 

the element mass matrix M
e , element stiffness matrix K

e  and the element 

force vector  F
e t  at time t used to formulated the corresponding global 

matrices in Equation (4.18) are: 
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where b  and kN  are the width and the total number of layer of the laminated 

composite beam.  J x   is the Jacobian function transferring the local 

coordinate to the global coordinate. kh  and 1kh  denote the height of upper 

and lower surface of the k-th layer, respectively. fe  is the external excitation. 

Different to the conventional FE method, the SFE method employs the Gauss-

Lobatto-Legendre (GLL) nodes i  in each element. This leads to the diagonal 

form of the mass matrix that can be solved efficiently by the central difference 

scheme, and hence, reducing the mesh density. The local coordinate of the i  

can be determined by:  
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11 0
 n ii L   for [ 1,1] i  and 1,...,i n  (4.25) 

 

where 1

nL  is the first derivative of the (n-1)th order Legendre polynomial. In 

this study n = 6. The distribution of the GLL nodes and their corresponding 

shape function value are shown in Figure 4.3. iw  is the weight of the 

corresponding GLL node 
i  and is defined as:  
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 (4.26) 

 

where 1nL  is the (n-1)th order Legendre polynomial. 

 

 

Fig. 4.3 Distribution of the 5th order GLL nodes and the corresponding 

shape function value of a spectral beam element. 

Be  is the strain-displacement operator and is defined as:  
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where 1    x J  . Ne  is the shape function matrix of the SFE element, 

which has the form:  

 

  N N Ie  (4.28) 

 

where 1[ ( ),..., ( )]  N nN N  is a row vector. I  is a 4×4 identity matrix. ‘ ’ 

is the Kronecker product. The shape function  iN   at node i has the 

orthogonal property and can be calculated by  
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where n is the number of GLL integration points in each element and m is the 

sequence of node.  Using the shape function, the displacement fields are 

approximated as follow:  
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 (4.30) 

 

where q
e  is the vector of nodal displacement in the corresponding degrees-of-

freedom. The matrix r  from Equation (4.22) has the form:  
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 (4.31) 

where 
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1




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k k k

k

I b h h  (4.32) 
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where k
 is the density of the k-th layer. In Equation (4.23), Qk  is the 

material property matrix of the kth layer of the laminated composite beam in 

the defined orientation and is defined as:  

 

 
11 13

13 33

55

0

0

0 0

 
 

  
 
  

Qk

Q Q

Q Q

Q

 (4.33) 

 

where 
11

Q , 
13

Q , 
33

Q  and 
55

Q  can be found in (Vinson and Sierakowski, 

2012). In order to model the delamination, the intact beam elements e1 and e2, 

as shown in Figure 4.4, are separated into e1-up, e2-up and e1-low, e2-low elements 

to form a delamination element. Specifically, the nodes in the intact beam 

elements are duplicated at the delaminated region and only the nodes at the 

delamination tips are connected. In this study the aforementioned SFE is used 

to model the laminated composite beam and the delamination element is used 

to model each of the delmainations. In addition the Hilbert transform (Ng, 

2014a) is first used to obtain the signal envelopes for the modeled and 

experimentally measured data guided wave signals. The signal envelopes are 

then used in the proposed Bayesian approach in Section 4.2 for identifying the 

number of delaminations, delamination locations, lengths and through-

thickness locations. 
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Fig. 4.4 Modelling of the laminated composite beam with a delamination 

and zoom-in at the delamination. 

 

4.4 Numerical case studies 

A series of numerical case studies were used to systematically assess the 

performance of the proposed Bayesian multiple delaminations identification 

method with the consideration of different delamination scenarios. The 

numerical case studies considered a 500 mm long and 6 mm wide cross-ply 

laminated composite beam with stacking sequence of [0/90/0/90]s. The total 

thickness of the beam is 2 mm, which consists of eight 0.25 mm thick 

unidirectional carbon/epoxy prepreg plies. The elastic properties of the each 

ply are shown in Table 4.1. In this study the fundamental anti-symmetric 

mode (A0) guided wave was used as the incident wave as it has been 

demonstrated that it is sensitive to the delamination (Ng et al., 2012). The 

excitation signal was an 80 kHz narrow-band five-cycle sinusoidal tone burst 

modulated by a Hanning window. The excitation was applied to the left end of 

the laminated composite beam and the guided wave signal was calculated at 

the same location. The duration of the calculated guided wave data in the 

numerical case studies allows the incident A0 guided wave propagates from 

the excitation location to the beam end, and then reflects and propagates back 

to the excitation location but the beam end reflected wave pulse was not 

included in the data. 

 

The time-domain SFE method described in Section 4.3 was used to model the 

laminated composite beams with different numbers of delaminations and the 

models were treated as the identification model for simulating guided wave 

data sq  in Equation (4.6) of the proposed Bayesian approach. For each model 

class, the uncertainty delamination parameters are the locations jl , lengths jd  

and through-thickness locations jk  of the delaminations. In the time-domain 
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SFE model, 12 mm long spectral elements with 8 GLL nodes were used to 

model the laminated composite beam. The time step t  used in the simulation 

was 0.75e-7 sec to ensure the solution of the time-domain ordinary differential 

Equation (4.18) to be converged. 

Table 4.1 Elastic properties of the the prepreg ply of the laminated composite 

beam in the numerical case studies. 

Properties 
E1 

(GPa) 

E2 

(GPa) 

E3 

(GPa) 

G12 

(GPa) 

G13 

(GPa) 

G23 

(GPa) 12  
13  

23  
ρ  

(kg/m3) 

Value 128.75 8.35 8.35 4.47 4.47 2.9 0.33 0.33 0.44 1517 

 

The laminated composite beams with delaminations were also modeled using 

the three-dimensional (3D) finite element method and the calculated data was 

treated as synthetic experimental data as mq  in Equation (4.6). Therefore the 

modeling error was considered in the numerical case studies as the synthetic 

experimental data was generated by 3D FE method. Commercial software 

ABAQUS v6.12-1 (Hibbett et al., 1998) was used to simulate the guided wave 

in this study. Eight-node 3D reduced integration solid brick element (C3D8R) 

was used and the mesh size was 0.3 mm. The A0 guided wave was generated 

by applying shear traction at the edge of the left beam end. Enhanced 

hourglass control was enabled and the dynamic explicit solver was employed 

to solve the guided wave propagation. The time step in the simulation was 

automatically decided by ABAQUS. In this study the signal envelope 

calculated by the Hilbert transform (Ng, 2014a) was used as the simulated 

data by SFE and synthetic experimental data by 3D FE to reduce the 

complexity of the signals. Measurement noise was considered in synthetic 

experimental data. It is assumed to be white noise and was taken to be 3% of 

the RMS of the noise-free signals. 

 

Five cases, i.e. Cases N1, N2, N3, N4 and N5, shown in Table 4.2 were used 

to study the performance of the proposed multiple delaminations identification 

method. For Cases N1, N2 and N3, one delamination was considered in the 

laminated composite beam and the length of delaminations (d1) were 6 mm, 

10 mm and 20 mm, respectively. They are all located at 1l  = 200 mm from the 
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left beam end of the laminated composite beam. Case N4 considers two 

delaminations while Case N5 considers three delaminations. The Subset 

simulation was employed to generate the posterior samples, and hence, 

approximating the posterior PDF of the delamination parameters and 

probability of the model classes for each case. The assignment of the prior 

PDF for the location and length of the delamination are uniformly distributed 

over [10mm 490mm] and [1.3mm 18mm], respectively. The through-

thickness location of the delamination is an integer and it has equal 

probability from kj = 1 to 7. It should be noted that the delamination located at 

kj = 1, 2 and 3 has the same effect for kj = 7, 6 and 5, respectively, on the 

guided wave. The number of samples N at each stage of Subset simulation 

was set as 500 and the probability level of the intermediate simulation 0p  was 

chosen as 0.1.  

Table 4.2 Summary of all cases in the numerical case studies. 

Case 
Number of 

delamination
s  

Delamination 
location 

(mm) 

Delamination 
length (mm) 

Delamination through-
thickness location* 

N1 1 l1 = 200 d1 = 6  k1 = 3 or 5 

N2 1 l1 = 200 d1 = 10 k1 = 3 or 5 

N3 1 l1 = 200 d1 = 20 k1 = 3 or 5 

N4 2 
l1 = 200 d1 = 10 k1 = 4 

l2 = 300 d2 = 6 k2 = 3 or 5 

N5 3 

l1 = 150 d1 = 4 k1 = 2 or 6 

l2 = 250 d2 = 6 k2 = 3 or 5 

l3 = 350 d3 = 10 k3 = 4 

* Due to the symmetric stacking sequence of the laminated composite beam, the delamination 

at kj = 1, 2, 3 has the same effect for kj = 7, 6, 5, respectively, on the guided wave reflection 

and transmission 

 

4.4.1 Identifying the number of delaminations 

The numbers of delaminations were identified using the proposed Bayesian 

approach described in Section 4.2. From Equation (4.1), it shows that the 

probability of a model class Mj is proportional to the evidence value, which 

can be evaluated using Equation (4.17) when minO O .   
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In order to determine the 
minO , the value of ( )V O  is investigated. Figure 4.5 

is used as an example to illustrate the determination of 
3min,MO  and the log-

evidence for model class M3 in Case N5. In the figure, 
3min,MO  is the value that 

needs to be determined for model class 3M . Firstly, after the rearrangement of 

Y, the value of ( )V O  is calculated at each stage. If ( )V O  reaches its maximal 

value at this stage, the ranking of the sample corresponding to this maximal 

( )V O  in the ordered list is taken. If this ranking is higher than the ranking 

 01 p N -th (i.e., 450-th for N = 500 and 0p = 0.1), the Subset simulation 

proceeds to the next stage. As shown in Figure 4.5, at stage s =13 the 

recorded ranking corresponding to the maximal value of ( )V O  is 77-th, which 

is indicated by the vertical dotted line. As this recorded ranking (i.e. 77-th) is 

higher than 450-th, the Subset simulation stops at this stage, and the value of 

O corresponding to the 77-th sample is chosen as the 
3min,MO , i.e. 

3min,s MOO  

where sO  is the value corresponding to the 450-th sample. Finally, the log-

evidence can be obtained using Equation (4.17). Using the similar approach 

the estimation of the model log-evidence for all the model classes in Case N5 

is shown in Figure 4.6. The values needs to determined for model class 1M , 

2M  and 3M  are 
1min,MO , 

2min,MO  and
3min,MO , respectively. It is clear from the 

figure that the model class M3 has the largest log-evidence value, indicating 

the most plausible number of delaminations is three for Case N5. 
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Fig. 4.5 Estimated log-evidence at each stage for model class M3 in Case 

N5. 

 

Fig. 4.6 Estimate of the log-evidence of each model class for Case N5. 
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The identification result of the delamination number for Cases N1 to N5 are 

summarised in Table 4.3. In the third column, the log-likelihood is taken as 

the average of the log-likelihood value of the posterior samples for each 

model class. In the fourth column, the information gain is calculated as the 

difference between the model log-likelihood and the log-evidence value 

illustrating the penalty against the model class with more delaminations. The 

fifth column is the determined log-evidence of the model class from Equation 

(4.15) and the last column is the probability of the model class calculated 

based on the value of the log-evidence. From Table 4.3 it is shown that the 

numbers of delaminations are correctly identified for all cases as the 

probability of the correct model class is the largest for each case. Specifically, 

the probability of the model class M1 with one delamination in Cases N1 to 

N3 is distinct (e.g., over 98%) from other the model class. While the 

uncertainty slightly increases in Case N4 as the probability of the model class 

M2 with the correct number of delamination is 95.69%. In Case N5, where the 

actual number of delamination is 3, the probability of the correct identification 

increases to 99.59%. This is due to the increase of the information gain for the 

more complex model class, i.e. more delaminations.  

Table 4.3 Identificatied results of the number of delaminations in the 

numerical case studies. 

Case 
Number of 

delaminations 
Log-

likelihood 
Information 

gain 
Log-

evidence 
Probability 

(%) 

N1 
1 15853.63 4.24 15849.39 99.51 

2 15865.10 21.03 15844.07 0.49 

N2 
1 15892.59 6.72 15885.87 99.67 

2 15903.37 23.22 15880.15 0.33 

N3 
1 14962.32 3.83 14958.49 98.22 

2 14977.15 22.87 14954.48 1.78 

N4 

1 6516.87 0.33 6516.54 0 

2 13787.37 18.62 13768.75 95.69 

3 13799.22 33.57 13765.65 4.35 

N5 

1 5877.96 13.63 5864.33 0 

2 7587.29 18.65 7568.63 0 

3 14135.66 32.28 14103.38 99.59 

4 14153.14 55.27 14097.87 0.41 
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In general, as the number of delamination increases, the log-likelihood 

indicating the goodness of fitting between the simulation and the 

measurement also increases. The information gain penalising the complexity 

of the model class. This provides the log-evidence value for the Bayesian 

model class selection. Specifically, when the number of delaminations of the 

corresponding model class is less than the actual situation (e.g., 1M  in Case 

N4 and 1M  and 2M  in Case N5), the log-likelihood is significantly less than 

that of other model classes indicating the simulation data is not very well 

fitted with the measurement data in this situation. On the other hand, when the 

number of delaminations (e.g., 2M  in Case N1, 3M  in Case N4 and 4M  in 

Case N5) is larger than the correct number of delaminations, the log-

likelihood increases slightly as the reflected wave from the additional 

delamination in the SFE model is used to fit the measurement noise and 

modelling error. 

 

4.4.2 Identifying the delamination parameters and 

quantifying the associated uncertainties 

In this section the parameters for the delamination are identified for all cases. 

The influence of the length of delamination on the damage identification is 

studied in Cases N1 to N3. Cases N1, N2 and N3 considers a delamination 

with length of 6 mm, 10 mm and 20 mm, respectively, and they are all located 

at 200 mm from the left beam end. Cases N4 and N5 increase the 

identification difficulty by considering two and three delaminations with 

different delamination lengths and though-thickness locations. 

 

The identified results are shown in Table 4.4. The results of Cases N1 to N5 

show that all the delamination parameters are accurately identified. The 

percentage of error and percentage of sample c.o.v. are also shown in the 

brackets and squared brackets, respectively. The maximum percentage of 

error for the identification delamination location and length are 2.34% and 

10.09%, respectively. The identified delamination lengths in Cases N1 to N3 
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show that the error increases with the delamination length. This is because the 

wave reflection occurs when the incident guided wave entering and leaving 

the delamination region, and hence, the reflected wave pulse used in the 

damage identification process is a combination of the two reflected waves. 

For longer delamination, the reflected wave is usually more complicated. For 

the identified through-thickness location, although the results of the 

Delamination 1 in Case N3, and the Delaminations 2 and 3 in Case N5 are one 

layer different to the true through-thickness location, the delamination 

location and length are still very close to the true value. The results show that 

for cases considered more than one delamination, there is an error in the 

identified through-thickness location but the delamiatnion location and length 

can still be accurately identified. In general the sample c.o.v. of  the identified 

delamination length is larger than the delamination location. It should be 

noted that the amplitude of the reflected wave from the delamination is not a 

linearly proportional to the delamination size due to the multiple wave 

reflection when the incident wave entering and leaving the delaminations.  

Table 4.4 Identified results for the delamination parameters for numerical case 

studies. 

Case 

Location (mm) Length (mm) 
Through-
thickness 
location 

lj (c.o.v. %) [error %] 
dj (c.o.v. %) 

[error %] 
ki 

N1 
l1 = 200.65 (0.019) 

[0.33] 
d1 = 5.89 (0.298) 

[1.83] 
k1 = 3  

N2 
l1 = 199.85 (0.040) 

[0.08] 
d1 = 10.73 (0.010) 

[7.28] 
k1 = 3 

N3 
l1 = 197.15 (0.101) 

[1.43] 
d1 = 22.02 (0.221) 

[10.09] 
k1 = 3  

N4 

l1 = 197.06 (0.001) 
[2.34] 

l2 = 299.31 (0.009) 
[0.96] 

d1 = 9.45 (0.006) 
[5.56] 

d2 = 5.82 (0.112) 
[3.33] 

k1 = 3 
k2 = 3 

N5 

l1 = 149.35 (0.065) 
[0.43] 

l2 = 249.86 (0.048) 
[0.06] 

l3 = 350.15 (0.029) 
[0.04] 

d1 = 3.81 (1.596) 
[4.77] 

d2 = 10.57 (0.232) 
[5.70] 

d3 = 5.68 (0.853) 
[5.33] 

k1 = 2 
k2 = 4 
k3 = 3 
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The evolution of the generated samples at each stage in Case N5 using the 

Subset simulation is shown in Figure 4.7. The samples converged efficiently 

to their target distribution from the initial prior distribution, which shows the 

high efficiency of Subset simulation in generating posterior samples. At Stage 

4, the figure show that there are two local optimums and it reduced to a global 

optimum at Stage 7 and it converged to the final solution at Stage 13.  

 

 

Fig. 4.7 Evolution of the Subset samples for the length of delamination 1 

and 2 in Case N5. 

In Figure 4.8 the marginal PDFs of the delamination length of the 

Delaminations 1, 2 and 3 in Case N5 were calculated using the adaptive 

kernel density estimation (Equation (4.7)) based on the posterior samples 
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generated from Subset simulation. A comparison of the posterior marginal 

PDFs is shown in Figure 4.8, the drop in PDF value away from the peak for 

the Delamination 3 is faster than the Delamination 1 but slower than the 

Delamination 2. This is consistent to the corresponding sample c.o.v. as 

shown in Table 4.4.  

 

 

Fig. 4.8 Posterior marginal PDFs for the length of delamination 1, 2 and 

3 in Case N5. 

 

4.5 Experimental case studies 

4.5.1 Experimental setup 

Two laminated composite beams with width 6 mm were manufactured from 

eight HexPly®M21/IM7 unidirectional carbon/epoxy pre-preg with a stacking 

sequence of [0/90/0/90]s. The pre-preg lamina has a fibre volume fraction of 

0.592 and the density is 1.58 g/cm3. The thickness of each lamina is 0.184 mm. 

The initial values of the elastic properties were obtained from the material 

data sheet and calculated using micro-mechanics theory with the consideration 

of the constituents. The elastic properties were then adjusted such that the 

discrepancy between the simulated and experimentally measured incident 

guided wave pulse in the laminated composite beams is minimised. The 
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elastic properties of the lamina are given in Table 4.5. One of the laminated 

composite beams has a delamination and the other has two delaminations, and 

they are named as Cases E1 and E2, respectively. Table 4.6 summarises the 

numbers, locations, lengths and through-thickness locations of the 

delaminations in Cases E1 and E2. The delaminations were generated by 

inserting thin release films between two laminae at the appropriate though-

thickness locations.  

Table 4.5 Material properties of the M21/IM7 pre-preg laminate. 

Properties 
E1 

(GPa) 

E2 

(GPa) 

E3 

(GPa) 

G12 

(GPa) 

G13 

(GPa) 

G23 

(GPa) 12  
13  

23  
ρ  

(kg/m3) 

Value 160 8.50 8.50 4.20 4.20 2.70 0.35 0.35 0.53 1580 

 

Table 4.6 Summary of experimental case studies. 

Case 
Number of 

delamination  
Delamination 
location (mm) 

Delamination 
length (mm) 

Delamination through-
thickness location * 

E1 1 l1 = 100±1 d1 = 6±0.5  k1= 3 or 5 

E2 2 
l1 = 100±1 d1 = 10±0.5  k1= 4 

l2 = 200±1 d2 = 6±0.5  k2= 3 or 5 

* Due to the symmetric stacking sequence of the laminated composite beam, the delamination 

at kj = 1, 2, 3 has the same effect for kj = 7, 6, 5, respectively, on the guided wave reflection 

and transmission 

 

A schematic diagram of the experimental setup is shown in Figure 4.9. Both 

sides of the laminated composite beams were fixed at two rigid clamping 

systems. The length of the laminated composite beams between the fixed 

supports is 300 mm. A 6×6×2 mm3 piezoceramic transducer was bonded to 

the left end of each of the laminated composite beam. A 6×6×4 mm3 brass 

mass was used as the backing mass to enhance the excitability of the A0 

guided wave. The excitation signal was a 50 kHz narrow-band five-cycle 

sinusoidal tone burst pulse modulated by a Hanning window. The signal was 

synthetised by a computer and generated by a junction box with the output 

voltage of 10V. It was then amplified by SERVO-AMP signal amplifier to 

50V and applied to the piezoceramic transducer. The out-of-plane 

displacement of the guided wave signal was recorded using a 1D laser 

scanning Doppler vibrometer (Polytec PSV-400) with laser controller 
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(OFV5000). The measurement position was located at 60 mm from the left 

beam end. Signal averaging and band-pass filter were used to further reduce 

the noise in the measured data. The measured data was then processed by a 

data acquisition unit and then transmitted back to the computer.  

 

 

Fig. 4.9 Schematic diagram of the experimental setup. 

4.5.2 Results and discussions 

The identified numbers of delaminations for the experimental case studies are 

summarised in Table 4.7. The model class M1 (single delamination) is selected 

for Case E1 while the M2 (two delaminations) is selected for Case E2 based 

on the calculated probability of the model classes. The results show that the 

proposed Bayesian approach is able to accurately determine the number of 

delaminations experimentally.  

Table 4.7 Identificatied results of the number of delaminations in the 

experimental case studies. 

Case 
Number of 

delaminations  
Log-

likelihood 
Information 

gain 
Log-evidence Probability (%) 

E1 
1 9387.94 29.84 9358.10 99.99 

2 9408.82 60.15 9348.67 0.01 

E2 

1 6707.91 15.63 6692.28 0 

2 7342.14 24.15 7317.99 98.39 

3 7346.68 32.80 7313.88 1.61 
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Figure 4.10 plots the estimate of the log-evidence, i.e., ( )V O  versus O  for 

Case E2, in which the log-evidence was computed using Equation (4.17).  

 

 

Fig. 4.10 Estimate of the log-evidence of each model class for Case E2. 

The identified delamination parameters and the corresponding sample c.o.v.s 

are shown in Table 4.8. It is shown that for Case E1 the delamination location 

and length are accurately identified and the corresponding percentages of error 

are 0.10% and 1.57%, respectively. In addition the through-thickness location 

of the delamination is also correctly determined. Table 8 also show that 

sample c.o.v.s of the delamination location and length, which are 0.018% and 

0.361%, respectively.  

 

Figure 4.11 shows the evaluation of the samples generated by Subset 

simulation for the length of the delaminations 1 and 2. It is shown that the 

samples of delamination lengths efficiently converges to two local optimal 

regions at Stage 4, and finally converges to the global optimum at Stage 10. 

The marginal PDF in Figure 12 shows the uncertainties of the identified 

delamination length for Delaminations 1 and 2 in Case E2. The uncertainties 
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of both delamination lengths indicated by the marginal PDF are consistent 

with sample c.o.v.s in Table 4.8. Figure 4.12 shows that the drop in PDF value 

away from the peak for the length of Delamination 1 is much faster than that 

for Delamination 2, which indicates the uncertainty of the identified 

delamination length of Delamination 1 is smaller than the Delamination 2.  

 

 

Fig. 4.11 Evolution of the Subset samples for the length of delamination 1 and 

2 in Case E2.  
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Fig. 4.12 Posterior marginal PDFs for the length of delamination 1 and 2 

in Case E2. 

Table 4.8 Identified results for the delamination parameters for experimental 

case studies. 

Case 

Location (mm) Length (mm) 
Through-
thickness 
location 

lj (c.o.v. %) [error %] 
dj (c.o.v. %) 

[error %] 
ki 

E1 
l1 = 99.90 (0.018) 

[0.10] 
d1 = 6.09 (0.361) 

[1.57] 
k1 = 3  

E2 

l1 = 100.10 (0.013) 
[0.10] 

l2 = 195.95 (0.011) 
[2.03] 

d1 = 9.29 (0.147) 
[7.06] 

d2 = 5.98 (0.472) 
[0.28] 

k1 = 5 
k2 = 3 

 

4.6 Conclusions 

A probabilistic approach has been presented for quantitative identification of 

multiple delaminations in laminated composite beams using guided waves. 

The proposed method has addressed a practical situation in the damage 

detection using model-based approaches, i.e. the number of delaminations is 

not known in advance for guided wave based damage identification. The 

proposed method employs the Bayesian model class selection method to 

select the optimal model class, and hence, the number of delaminations can be 

accurately identified. In addition to the quantitative identification of the 

delaminations, i.e. identifying the number of delaminations, delamination 
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locations, lengths and through-thickness locations, the proposed probabilistic 

approach also quantifies the associated uncertainties. This provides valuable 

information for engineers in making decision on the remedial work. In this 

study the time-domain SFE developed based on the higher-order theory and 

Bayesian updating with Subset simulation have been proposed to further 

improve the computational efficiency of the multiple delaminations 

identification. A series of numerical and experimental case studies have been 

carried out to verify and demonstrate the capability of the proposed 

probabilistic approach. The number of delaminations has been determined 

based on the probability of the modal class calculated using Bayesian model 

class selection method. The delamination parameters and their associated 

uncertainties have been identified by calculating their sample means and 

sample c.o.v.s based on the posterior samples obtained in Bayesian updating 

with Subset simulation. The results have shown that the probabilistic approach 

is able to identify multiple delaminations using guided wave signal measured 

at a single measurement point in the laminated composite beam. All the 

identified delamination parameters were very close to the true values.  
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Abstract 

This study proposes a time-domain spectral finite element (SFE) model and 

investigates nonlinear guided wave interaction at a breathing crack. An 

extended time-domain SFE method based on the Mindlin-Hermann rod and 

Timoshenko beam theory is proposed to predict the nonlinear guided wave 

generation at the breathing crack. An SFE crack element is proposed to 

simulate the mode-conversion effect, in which a bilinear crack mechanism is 

implemented to take into account the contact nonlinearity at the breathing 

crack. There is good agreement between the results calculated using the 

proposed time-domain SFE method and three-dimensional (3D) finite element 

(FE) simulation. This demonstrates the accuracy of the proposed SFE method 

in simulating contact nonlinearity at the breathing crack. Parametric studies 

using the fundamental symmetric (S0) and anti-symmetric (A0) modes of 

guided waves are also carried out to provide physical insights into the higher 

harmonics generated due to the contact nonlinearity at the breathing crack. 

The magnitude of the higher harmonics generated as a function of the crack 

depth is investigated in detail. The results show that the mode-converted 

higher harmonic guided waves provide valuable information for damage 

detection. 

 

 

Keywords:  

Nonlinear guided wave; higher harmonic; spectral finite element; breathing 

crack; contact nonlinearity 
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5.1 Introduction 

Detecting and identifying damage at its early stages is essential for 

maintaining the safety and serviceability of structures in a wide range of 

engineering fields, including aerospace, civil and mechanical engineering. 

Different non-destructive damage detection techniques have been developed 

for safety inspection. For example, low frequency vibration (Magalhães et al., 

2012, Lam and Yin, 2010, Yin et al., 2009), acoustic emission (Nair and Cai, 

2010) and conventional ultrasonic techniques (Achenbach, 2000). Recently, 

guided waves have been shown to provide a potential cost-effective and 

reliable safety inspection of structures (Mitra and Gopalakrishnan, 2016). 

Guided waves have been sucessfully applied in plates (He and Yuan, 2016, 

Ng, 2015a, Ng, 2015b, Gangadharan et al., 2010, Kim and Sohn, 2007), 

beams (Ng, 2014b), and rods (Kažys et al., 2010, Pau and Vestroni, 2011) for 

damage detection. Numerous guided wave-based damage detection techniques 

have been developed, such as time-of-flight approach (Quek et al., 2003), 

maximum-likelihood estimation (Flynn et al., 2011), damage imaging (Aryan 

et al., 2016a, Tian et al., 2015, Sohn et al., 2011, Ng et al., 2009, Zhao et al., 

2007), phase array beamforming (Han and Kim, 2015), model based approach 

(He and Ng, 2016, Ng, 2014b) and time-reversal techniques (Sohn et al., 

2007). 

 

5.1.1 Nonlinear guided wave 

Most of the aforementioned guided wave-based damage detection techniques 

assume that the geometry of the damage (e.g. open crack) remains unchanged 

during the inspection process. The damage detection relies on the linear signal 

from the damage-wave interaction, i.e. signals at the same frequency as the 

incident wave. Contact nonlinearity induced by the contact behaviour between 

crack interfaces was experimentally observed in the literature (Kawashima et 

al., 2002, Solodov et al., 2002). Early developments in contact nonlinearity 

focused on bulk waves; later, nonlinear guided waves attracted significant 

research attention because of their ability to inspect larger areas compared to 
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bulk waves. When guided wave interacts with a contact-type damage, the 

compressive pressure of the wave closes the crack, and the tensile pressure 

opens the crack (Mitra and Gopalakrishnan, 2016, Pieczonka et al., 2016). 

This phenomenon alters the stiffness of the structure, and produces nonlinear 

guided wave in the measured signal. In order to improve the accuracy of 

identification, implementation of the nonlinear guided waves for different 

types of damages, such as fatigue crack (Dziedziech et al., 2016), kissing 

bond (Najib and Nobari, 2015, Yan et al., 2012), delamination (Soleimanpour 

et al., 2016, Soleimanpour and Ng, 2016) and breathing crack (Broda et al., 

2014) have been investigated. 

 

5.1.2 Numerical methods for predicting nonlinear 

guided waves 

Different methods have been developed to simulate the guided wave 

propagation in structures (Willberg et al., 2015). Numerical methods, such as 

the conventional finite element (FE) method (Aryan et al., 2016b, Zhou and 

Ichchou, 2011), have been used for simulating guided wave propagation in 

complex structures. However, the FE method is computationally inefficient 

because the size of the FE elements should be sufficiently smaller than the 

wavelength of the guided wave to ensure the simulation accuracy. The fast 

Fourier transform (FFT) based spectral finite element (SFE) method (Nag et 

al., 2002, Park et al., 2013, Mahapatra et al., 2006) is computationally 

efficient in simulating the guided wave propagation, but it is limited in 

simulating the cases of finite-length waveguides due to the wrap-around effect 

(Joglekar and Mitra, 2016). The wavelet spectral finite element (WSFE) 

overcomes this problem by using the Daubechies scaling functions to 

approximate the time-dependant variable (Samaratunga et al., 2014, 

Gopalakrishnan and Mitra, 2010), while it is a semi-analytical method that is 

impractical for simulating geometrically complicated structures. Other 

numerical methods also have their limitations in simulating guided wave 

propagation. For example, the boundary element method (Zhao and Rose, 
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2003) would also be significantly inefficient in simulating guided wave 

propagation when the structure is large. The finite difference (FD) method is 

unable to simulate guided wave propagation in the waveguide that material 

property changes with geometry (Xu et al., 2003). The finite strip element 

method (Hayashi and Kawashima, 2002) is also unsuitable for simulating the 

geometrically complicated structures.  

 

Recently, the time-domain SFE method has been used to study the guided 

wave propagation (Wang et al., 2012), and damage detection (Rucka et al., 

2012, Li et al., 2012, Żak et al., 2012, Ostachowicz, 2008). The time-domain 

SFE method (Kudela and Ostachowicz, 2009, Kudela et al., 2007) has the 

same flexibility as the FE method in structural discretisation, but it requires 

fewer elements because it uses high-order shape function to achieve the same 

level of accuracy as the FE method. The time-domain SFE method applies the 

Gauss-Lobatto-Legendre (GLL) nodes in the formulation; as a result, a 

diagonal form of the mass matrix can be obtained. By using the explicit 

central difference method, therefore, the wave propagation problem can be 

solved efficiently.  

 

In the literature modelling nonlinear guided waves caused by contact 

nonlinearity, has been investigated using different methods. These include the 

FE method (Giannini et al., 2013), FD method (Xu et al., 2007), local 

interaction simulation approach (LISA) (Shen and Cesnik, 2016), and the 

FFT-based SFE method (Joglekar and Mitra, 2016, Joglekar and Mitra, 2015). 

However, an efficient time-domain SFE method has not yet been developed 

for this purpose. In this study, the time-domain SFE method is extended to 

simulate the nonlinear guided wave generated at cracks, where the nonlinear 

crack-wave interaction is simulated by contact mechanism. This study also 

provides physical insights into the generation of nonlinear guided waves (e.g. 

higher harmonics) resulting from the contact nonlinearity. This helps to 

further advance the use of the nonlinear guided waves in damage detection. 
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In practical situations, the mode-conversion phenomenon occurs when guided 

waves interact with an asymmetric discontinuity. Specifically, the mode-

conversion effect of guided waves is a phenomenon by which a purely axial 

input gives rise to flexural response and vice versa. The fundamental anti-

symmetric mode (A0) guided wave can be generated when the fundamental 

symmetric mode (S0) guided wave interacts with an asymmetric discontinuity 

and vice versa. In the literature, the study of the mode-conversion effect has 

been limited to linear guided waves. For example, the mode-converted linear 

guided wave signal has been employed to detect delaminations in composite 

laminates (He and Ng, 2016), and cracks in aluminium beams (He and Ng, 

2017). In contrast, there are a very limited number of studies focused on the 

mode conversion of nonlinear guided waves. In this study the mode-

conversion effect of the nonlinear guided waves is investigated using the 

proposed time-domain SFE method and the SFE crack element. The mode-

conversion effect of A0 guided waves converted to S0 nonlinear guided waves, 

and vice versa, is studied in detail. 

 

This chapter is organised as follows. The time-domain SFE method is first 

presented in Section 5.2, where a bilinear crack model is embedded in the SFE 

crack element to simulate contact nonlinearity at the breathing crack. In 

Section 5.3, the proposed time-domain SFE method is validated using the 

conventional 3D FE method. This section compares SFE and 3D FE simulated 

signals with generated higher harmonics that result from the contact 

nonlinearity at the breathing crack. The detailed comparison examines both 

time and frequency of the signals. Section 5.4 provides an observation of the 

generated nonlinear guided waves and investigates the mode-conversion 

effect of the nonlinear guided waves at the crack. Section 5.5 presents a series 

of parametric studies that investigate the characteristics of the generated, 

higher harmonic guided waves, in which the magnitude of the generated 

higher harmonics as a function of the crack depth is studied. Finally, the 

conclusions are drawn in Section 5.6. 
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5.2 Time-domain spectral finite element 

method 

5.2.1 Spectral finite element (SFE) formulation 

The SFE method employs a similar time-domain dynamic equilibrium as the 

conventional FE method, which has the following form: (He and Ng, 2015, 

Rucka, 2010, Kudela and Ostachowicz, 2009) 

 

    MU CU FUK t  (5.1) 

 

where U, U and U  are the global vectors corresponding to nodal 

displacement, velocity and acceleration, respectively. M, C, K and  F t  

denote the global mass matrix, global damping matrix, global stiffness matrix 

and global force vector at time t, respectively. Specifically, the damping 

matrix C is proportional to the global mass matrix as C M , where   is the 

damping coefficient. In addition, the global matrixes, M and K and the global 

force vector  F t , are assembled from their corresponding elemental terms 

M
e , K

e  and F
e , which can be expressed as:  
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F S f
n
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i

w J    (5.4) 

 

where n  is the node number in the element,  fe i  is the external force and 

i  is the local coordinate of the node i in the element, respectively.   J x   

is the Jacobian function mapping the local coordinate   to the global 

coordinate x. Distinct from the conventional FE method, the nodes in the SFE 
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are called GLL nodes (He and Ng, 2017).  The local coordinate   of each 

node in the SFE can be obtained as the roots of the following equation:  

 

   2

11 0
 n ii L  , 1,...,i n  (5.5) 

 

 where 1nL  is the Legendre polynomial in (n-1)-th order and the symbol “  ” 

denotes the differential operation. iw  is the weighting function of node i  and 

it can be calculated as:  

 

    2

1

2
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i

n i

w
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 (5.6) 

 

Se  is the shape function matrix defined as:  

 

 S S Ie  (5.7) 

 

where  1( ) ... ( )  S
T

nS S , ‘ ’ is the Kronecker product and I is a square 

identity matrix having the same size as the number of nodal degree-of-

freedoms (DoFs), respectively. ( )iS  is the spectral shape function value for 

node i defined as:  
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 (5.8) 

 

Due to the Kronecker property of the shape function value, the mass matrix 

achieves a diagonal form. It can be solved efficiently by the explicit central 

difference method. The number of elements needed to capture guided wave 

propagation accurately can be significantly reduced by using the GLL nodes, 

thus improving the computational efficiency of the SFE method.  
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In this study, Equation (5.1) is governed by the Mindlin-Herrmann rod theory 

and Timoshenko beam theory. The independent lateral contraction  x  is 

introduced to account for the Poisson effect. The first order shear deformation 

is considered by employing an independent rotation  x . Based on the 

Mindlin-Herrmann rod theory and Timoshenko beam theory, the displacement 

field of the beam is 

 

     ,  u x y u x x y  

     ,  v x y v x x y  
(5.9) 

 

where  u x  and  v x  are the longitudinal and transverse displacements at x 

axis, respectively. The strain field   at the x axis of the beam can be obtained 

in a matrix form as:  

 

B qe  (5.10) 

 

where  q
T

u v   is the displacement field vector and Be  is the 

constitutive relation between strain and displacement. It is defined as:  
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According to the Mindlin-Herrmann rod and Timoshenko beam theories the 

mass density matrix e  and the stress-strain matrix Ee  in Equations (5.2) and 

(5.3) have the following form:  
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where  , A  and I  denotes the density of the material, the cross-section area 

of the beam, and the moment of inertia, respectively. E , G  and   are the 

Young's modules, shear modules and Poisson's ratio, respectively. 1

MK , 2

MK , 

1

TK  and 2

TK  are adjustable parameters that calibrate the accuracy guided wave 

propagation simulation. In this chapter, the value 
1

MK
 
= 1.1, 

2

MK = 3.1 and 

1

TK
 
= 0.922 are determined from the experimental data in our previous study 

(He and Ng, 2017), by which the SFE simulation has the best fitting to the 

experimental data. 2

TK  is set as 2

112 /TK   to match the cut-off frequency of 

guided wave modes.  

 

5.2.2 Open crack model 

An SFE crack element was developed to model an open crack. The mode-

conversion effect is simulated by coupling the longitudinal, transverse and 

rotational DoFs in the crack element. The crack element has two nodes and 

has a very small length, i.e.  0.1l  mm. As shown in Figure 5.1, in the 

aluminium beam with thickness b and height h, the crack is located at cl  in the 

SFE crack element. The cross-section of the crack is rectangular, where the 
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width and depth are b and 
cd , respectively. In the crack element, lateral 

contraction due to the longitudinal guided wave propagation is not considered 

because the length of the element is very small. Hence, the nodes in the crack 

element consider only the longitudinal, transverse and rotational DoFs. The 

stiffness matrix K
c

e
 is developed for the crack element using a similar 

approach (Darpe et al., 2004), but it has been modified because of the 

rectangular cross-section of the beam in this chapter.  

 

 

Fig. 5.1 Schematic diagram of the two-node crack element for simulating an 

opened crack. (a) Discretization of a cracked beam; (b) SFE crack element. 

In this chapter, the crack element stiffness matrix K
c

e  has the form: 

 

 1K PG P
c T

e c  (5.14) 
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where P  is the spatial transformation matrix as a function of the crack 

element length l : 

 

 1 0 0 1 0 0

0 1 0 0 1
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G  is the flexibility matrix given as follows:  
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with 
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where 10(1 ) / (12 11 )      is the shear coefficient for the rectangular 

beam cross section. 1gI , 2gI , 3gI  and 4gI  are functions of the crack depth, 

defined as:  
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where /  cd h . 
1F , 

2F  and 
IIF  are the empirical boundary calibration 

factors accounted for tension, bending and shear for the surface crack, for 

which formulations are given by Tada et al. (2000) as:  
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According to Tada et al. (2000), the factors 1F , 2F  and IIF  produce less than 

0.5% errors for a crack with any depth cd . It should be noted that if the crack 

is closed, the crack element is treated as an intact SFE beam element, and its 

stiffness matrix K
c

e  in Equation (5.14) becomes:  

 

1K PG P
c T

e e  (5.22) 

 

where Ge  is the flexibility matrix for the closed crack element as follows:  
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5.2.3 Crack-breathing mechanism 

When the incident guided wave interacts with the crack, the contact 

nonlinearity occurs due to the crack-breathing phenomenon. There are 

numerous methods for simulating the contact nonlinearity of guided waves, 

but the bilinear crack model is one of the most commonly used (Bovsunovsky 

and Surace, 2015, Broda et al., 2014). In this chapter, a bilinear crack 

mechanism is proposed for taking into account the contact nonlinearity effect, 

and it is incorporated in the SFE crack model. Specifically, when the out-of-

plane excitation is applied, the nodal rotations 
1  and 

2  of the two-node 

crack element are examined at each step. On the other hand, when the in-plane 

excitation is applied, the nodal longitudinal displacements 1u  and 2u  are 

examined. These are shown in the following equations:  

 

Out-of-plane excitation: 

Crack open: 

 
1 2 0    (5.25) 

Crack closed: 

 
1 2 0    (5.26) 

 

In-plane excitation: 

Crack open: 

 
1 2 0 u u  (5.27) 

Crack closed: 

 
1 2 0 u u  (5.28) 

 

These mechanisms are indicated in Figure 5.2. If the crack is open, the 

proposed SFE crack element is used. When the crack is closed, the SFE crack 

element is treated as an intact SFE beam element. By replacing the stiffness 

matrix of the crack element, the contact nonlinearity effect can be simulated.  

 



Chapter 5 

 

158 

 

 

Fig. 5.2 Degrees-of-freedom at the crack element when the crack is (a) opened 

and (b) closed. 

 

5.3 Validation using three-dimensional finite 

element simulation 

In order to verify the accuracy of the proposed SFE method, the results of a 

beam modelled using the time-domain SFE method are compared with the 

results calculated using the conventional explicit three-dimensional (3D) FE 

method. The verification was conducted in two different situations: 1) exciting 

S0 and 2) A0 incident guided waves. It is assumed that the beam is made of 

aluminium and the material properties are shown in Table 5.1. The width and 

height of the beam are b = 12 mm and h = 6 mm, respectively. A schematic 

diagram of the beam is shown in Figure 5.3. The beam length, crack location 

and number of SFE elements used for these two different situations are shown 

in Table 5.1. 
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Table 5.1 Summary of the time-domain SFE models used in the validation. 

Incident guided wave S0 A0 

Beam length L (m) 1 

Crack location Lc (m) 0.5 

Crack depth dc (m) 0.003 

Young’s modulus (GPa) 70 

Density (kg/m3) 2700 

Poisson’s ratio 0.3 

 

 

Fig. 5.3 Schematic diagram of a beam with a surface breathing crack. 

The excitation signal is a f0 = 25 kHz, narrow-band, 5-cycle sinusoidal tone 

burst modulated by a Hanning window (Aryan et al., 2016c). Using this 

frequency is to ensure that only the fundamental guided wave modes (e.g. A0 

and S0) are generated in both the fundamental and higher harmonic 

frequencies. The excitation signal was induced by applying a boundary 

displacement in the in-plane and out-of-plane directions of the SFE node at 

the beam’s left end (x = 0 m) to generate the S0 and A0 incident guided waves, 

respectively. According to the dispersion relation predicted by the SFE model 

in Figure 5.4, only the S0 and A0 incident guided waves are generated. The 

nodal velocity is calculated at x = 0 m, which is the same location as the 

excitation. The calculated velocity is normalised by the maximum amplitude 

of incident wave velocity. The calculated duration is long enough to cover the 

incident guided wave propagates from the excitation to the right beam end, 

and back to the measurement location. The damping coefficient   is chosen 

to be 550 s-1 (He and Ng, 2017). Eight GLL nodes in each SFE beam element 

are used in the model. The time step for solving the dynamic Equation (5.1) is 

0.25×10-7 s. 
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Fig. 5.4 Dispersion relations for an aluminium beam predicted by the SFE 

model (a) Phase velocity; (b) Group velocity. 

For the 3D FE model, commercial FE software, ABAQUS v6.12-1, is used to 

simulate the guided waves in the beam. Eight-node 3D incompatible modes 

solid brick elements (C3D8I) are employed to model the cracked beam and 

the second-order accuracy is enabled in the modelling. The S0 and A0 incident 

guided wave are generated by applying the excitation signal as a surface 

traction in in-plane and out-of-plane direction, respectively, at the vertical 

surface of the beam’s left end. The mesh size of the FE element is 

0.4mm×0.4mm×0.4mm to ensure the stability of the simulations. The 

dynamic problem is solved by explicit solver, ABAQUS/Explicit. The time 

step in the FE simulation is automatically controlled by ABAQUS/Explicit. 

The breathing crack is modelled by duplicating the nodes at the crack surfaces 
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and the ‘frictionless hard contact’ property is assigned to the crack surfaces, 

which allows the simulation of the contact nonlinearity when guided waves 

interact with the crack. 

 

 

Fig. 5.5 Time-domain (a) in-plane and (b) mode-converted out-of-plane 

velocity at x = 0 m for incident S0 guided wave. 

The comparison of the SFE and explicit 3D FE simulated results are shown in 

Figures 5.5 to 5.6, where S0 guided wave is used as the incident wave first. 

Figures 5.5a and 5.5b show the in-plane and out-of-plane velocity in time-

domain. The signals are normalized such that the maximum amplitude of S0 

incident wave package is unity. For the incident S0 guided wave, there is good 

agreement between signals calculated by the time-domain SFE method and 

the explicit 3D FE method in the arrival time, amplitude of in-plane velocity 

(S0 guided wave), the mode-converted out-of-plane velocity (mode-converted 

A0 guided wave) and the signal distortion due to the contact nonlinearity at the 

crack. The corresponding normalized spectral amplitudes of the Fourier-

transformed time-domain velocity are shown in Figures 5.6a and 5.6b, 

respectively. There is good agreement between the results of the Fourier-

transformed velocity responses calculated using SFE and explicit 3D FE 

methods at the excitation frequency and higher harmonic frequencies. 

Comparing Figures 5.6a and 5.6b, it indicates that the energy of higher 

harmonics generated due to the interaction of the S0 incident guided wave 
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with the crack is mainly concentrated in the mode-converted A0 nonlinear 

guided waves. 

 

 

Fig. 5.6 Fourier-transformed (a) in-plane and (b) mode-converted out-of-plane 

velocity at x = 0 m for incident S0 guided wave. 

Figures 5.7 and 5.8 show the time domain velocity response and the 

corresponding spectral amplitude when the incident wave is the A0 guided 

wave. Similar to the incident S0 guided wave, there is good agreement 

between the time-domain SFE and explicit 3D FE simulations. However, 

there is a slight difference in the out-of-plane velocity responses as shown in 

Figure 5.8a. The very small discrepancy shown in Figure 5.8a is mainly due to 

the one-dimensional (1D) assumption in the time-domain SFE but the FE 

simulations are in 3D, and the limitation of the first order beam theory used in 

the SFE beam formulation. Comparing Figure 5.8 with Figure 5.6, it shows 

that the energy of the higher harmonics in the mode-converted S0 guided 

wave, which is induced by the crack-wave interaction using the A0 incident 

guided wave, is much less than that in the mode-converted A0 guided wave 

when the incident wave is the S0 guided wave. 
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Fig. 5.7 Time-domain (a) out-of-plane and (b) mode-converted in-plane 

velocity at x = 0 m for incident A0 guided wave. 

 

Fig. 5.8 Fourier-transformed (a) out-of-plane and (b) mode-converted in-plane 

velocity at x = 0 m for incident A0 guided wave. 

The results in Figures 5.5 – 5.8 show reasonably good agreement, including 

the generated higher harmonics due to contact nonlinearity at the breathing 

crack. Therefore, the proposed time-domain SFE model is able to simulate the 

nonlinear guided wave induced due to contact nonlinearity and the mode-

conversion effect accurately. 
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5.4 Higher harmonics generation due to 

contact nonlinearity at breathing crack 

The generation of higher harmonics is studied in this section using the time-

domain SFE method. An aluminium beam is modelled, which has the same 

cross-section and material properties as the aluminium beam used in Section 

5.3. Two scenarios, S0 and A0 incident guided waves, are considered 

separately. The length L of the beam, the crack locations 
cL  and the measured 

locations are different in these two scenarios, and they are summarised in 

Table 5.2. For each scenario, we investigate three different cases considering 

different effects of the contact nonlinearity and mode-conversion. The 

excitation signal is an f0 = 25 kHz, narrow-band, 5-cycle sinusoidal tone burst 

modulated by a Hanning window, and it is applied as a force at the left end of 

the beam. 

Table 5.2 Summary of case studies for higher harmonic generation due to 

contact nonlinearity at crack. 

Incident guided wave S0 A0 

Damage cases S1 S2 S3 S4 A1 A2 A3 A4 

Beam length L (m) 6 3 

Crack location Lc (m) 1.9 0.95 

Crack depth dc (m) 0.003 

Measured location (m) x = 5 x = 1.65 

Contact nonlinearity effect No Yes Yes No No Yes Yes No 

Mode conversion effect No No Yes Yes No No Yes Yes 

 

5.4.1  Incident S0 guided wave 

The incident S0 guided wave is excited by applying the in-plane external force 

to the left end of the beam. The in-plane response is investigated in subsection 

5.4.1.1 and the mode-converted out-of-plane response is studied in subsection 

5.4.1.2.  



Chapter 5 

 

165 

 

5.4.1.1 In-plane response 

In this subsection the excitation is applied in the in-plane direction to generate 

the incident S0 guided wave. Four different cases, S1, S2, S3 and S4, as shown 

in Table 2, are considered in studying the generation of higher harmonics due 

to the S0 guided wave’s interaction with the breathing crack. Case S1 does not 

simulate the contact nonlinearity and mode-conversion effect at the breathing 

crack. The mode conversion effect is not considered by removing the coupling 

terms e.g., 12g  and 13g  in Equation (5.17) in the SFE crack element. Case S2 

only simulates the contact nonlinearity effect by utilising the bilinear crack 

model. Case S3 simulates both contact nonlinearity and the mode-conversion 

effect.  Case S4 considers only the mode conversion effect without the contact 

nonlinearity. 

 

 

Fig. 5.9 In-plane velocity of S0 guided wave time histories at different 

locations along the beam for Case S3. 

The S0 guided wave propagation is studied first. Figure 5.9 shows the in-plane 

velocity time histories at different locations along the beam for Case S3, in 

which both contact nonlinearity and the mode-conversion effect are 

considered. It should be noted that Figure 5.9 only shows the in-plane velocity, 

where only the linear and second harmonic S0 guided waves are visualized in 

the time histories. Figure 5.9 shows that when the incident S0 guided wave 



Chapter 5 

 

166 

 

(indicated by the solid red lines) encounters the breathing crack, it separates 

into two wave packages: transmitted waves and reflected waves. The second 

harmonic guided wave, indicated by the blue dashed line at the frequency 2f0, 

which occurred induced due to the contact nonlinearity effect, is not observed 

from the in-plane velocity in the time-domain. This is because the linear (f0) 

and the second harmonic (2f0) S0 guided waves have very similar group 

velocities as shown in Figure 5.4. As a result, they mix together during the 

wave propagation. 

 

 

Fig. 5.10 Extracted time-domain in-plane velocity signal from 900 - 2400 μs 

at x = 5 m for (a) Cases S1, (b) S2, (c) S3 and (d) S4. 

In order to investigate the higher harmonics induced by the contact 

nonlinearity at the breathing crack, the energy density spectrum for each 

damage case is calculated using the Gabor wavelet transform (Ng, 2014a, Ng 

et al., 2009). The baseline subtraction technique (Ng et al., 2009) is used to 

extract the scattered wave signals from the breathing crack, i.e. the linear 

scattered S0 guided waves and the nonlinear S0 guided waves. The S0 guided 

wave signal is measured at x = 5 m and the baseline data is obtained from an 

intact SFE beam. The extracted wave signals for Cases S1-S4 are shown in 

Figure 5.10. Figure 5.10 shows that the time-domain response is plotted from 
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900 to 2400 μs because there is no extracted guided wave signal before 900 μs, 

where each of the wave packages can be identified using Figure 5.9. Note that 

resulting from the similar group velocity of S0 guided wave for each harmonic 

shown Figure 5.4, each guided wave package contains both the fundamental 

and second harmonics if considering the contact nonlinearity effect. 

 

Figures 5.10a considers no contact nonlinearity and mode-conversion effect. 

Each guided wave package has the largest amplitude compared with other 

cases. Comparing Figures 5.10b and 5.10d, it is shown that when the mode 

conversion effect is considered alone, the amplitude of each guided wave 

package decreases less than that only considering the contact nonlinearity. 

While in Figure 5.10(c), where both the contact nonlinearity and mode 

conversion effect are considered, the amplitude of each guided wave package 

becomes the smallest compared with other cases. 

 

 

Fig. 5.11 Energy density spectrum of the in-plane velocity signal from 900 - 

2400 μs at measurement location x = 5 m for (a) Cases S1, (b) S2, (c) S3 and 

(d) S4. 
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The corresponding energy density spectra are shown in Figure 5.11. It should 

be noted that the magnitude of the energy density spectrum is normalized to 1 

for the first wave package of the extracted signal of the transmitted guided 

wave. Figure 5.11a shows the energy density spectrum of Case S1, in which 

the contact nonlinearity and mode-conversion effect are not considered. Hence, 

the energy of the extracted wave signals concentrates at the excitation 

frequency (f0 = 25 kHz) and no higher harmonics are generated.  

 

Case S2 considered the contact nonlinearity effect. As shown in Figure 5.11b, 

the second harmonic at the frequency 2f0 = 50 kHz is observed in the energy 

density spectrum. This shows that the nonlinear S0 guided wave is generated 

due to the contact nonlinearity effect.  

 

Case S3 in Figure 5.11c considers both the contact nonlinearity and mode-

conversion effect. The energy at the second harmonic frequency (2f0 = 50 kHz) 

is weaker compared to that in Case S2. This indicates that part of the energy 

of the S0 nonlinear guided wave is converted to the A0 nonlinear guided wave 

due to the mode-conversion effect. However, the linear components of the 

energy spectrum are similar to Figure 5.11b. This is because the spectral 

amplitude of the higher harmonic is very small compared to the linear 

component, and the energy spectrum has linear relation to the square of the 

spectral amplitude, this results a small change to the linear component than 

the higher harmonic in the energy spectrum in Figure 5.11c. 

 

Case S4, as shown in Figure 5.11d, considers only the mode conversion effect 

without the contact nonlinearity. It is shown that the energy spectrum at the 

frequency f0 of each guided wave package is slightly less than that in Figure 

5.11a. Also, no higher harmonics are generated. The results of the out-of-

plane velocity, i.e. the A0 linear and nonlinear guided waves are presented in 

the next sub-section. 

 



Chapter 5 

 

169 

 

5.4.1.2 Mode-converted out-of-plane response 

The mode-converted out-of-plane velocity at different locations along the SFE 

beam for Case S3 is shown in Figure 5.12, in which both the contact 

nonlinearity and the mode-conversion effect are considered in the simulation. 

As shown in Figure 5.12, the mode-converted S0-A0 guided waves (i.e., A0 

guided waves converted from S0 incident-guided waves) are generated when 

the S0 incident-guided wave interacts with the crack. Due to the contact 

nonlinearity effect, higher harmonics with frequencies at f0, 2f0, 3f0 and 4f0, 

are generated in the out-of-plane velocity. These mode-converted A0 higher 

harmonic guided waves propagate at different velocities, in which the first 

harmonic has the lowest group velocity, while the fourth harmonic has the 

highest group velocity. As shown in Figure 5.12, the S0-A0 guided waves at 

frequency f0, 2f0, 3f0 and 4f0 are denoted by a solid red line, a dash-dot blue 

line, a dashed blue line and a dotted red line, respectively. This shows that the 

mode-conversion effect induces not only the linear mode-converted waves but 

also the nonlinear mode-converted guided waves due to the contact 

nonlinearity at the asymmetrical breathing crack.  

 

 

Fig. 5.12 Out-of-plane velocity of mode-converted S0-A0 guided wave time 

histories at different locations along the beam for Case S3 (the normalised 

amplitude is amplified by a factor of 3. 
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The energy density spectrum of the mode-converted A0 guided wave 

measured at x = 5 m is shown in Figure 5.13. There are four wave packages as 

shown in Figure 5.13a, and the corresponding energy density spectrum of the 

first (f0) and the second (2f0) harmonics are shown in Figure 5.13b. The 

energy of the third (3f0) and the fourth (4f0) harmonics are too small to be 

shown after the normalisation. Hence, the energy density spectrum only 

shows the first and the second harmonics. The results in Figure 5.13 

successfully demonstrate mode-converted A0 higher harmonic guided waves 

generated as a result of the contact nonlinearity effect. 

 

 

Fig. 5.13 Time history and energy density spectrum of the out-of-plane 

velocity signal from 900 - 2400 μs at measurement location x = 5 m for Cases 

S3. 

5.4.2  Incident A0 guided wave 

The incident A0 guided wave is excited by applying the out-of-plane external 

force to the left end of the beam. The out-of-plane response is investigated in 

subsection 5.4.2.1 and the mode-converted in-plane response is studied in 

subsection 5.4.2.2. 
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5.4.2.1 Out-of-plane response 

This subsection investigates the nonlinear guided wave generated due to the 

interaction of the A0 guided wave with the breathing crack. The calculated 

time histories at different locations along the beam for Case A3, in which both 

contact nonlinearity and mode-conversion effect are considered, are shown in 

Figure 5.14. When an f0 = 25 kHz incident A0 guided wave encounters the 

crack, a linear reflected wave and a linear transmitted wave (f0 = 25 kHz) 

occur, which are indicated by solid red lines in Figure 5.14. Due to the contact 

nonlinearity, the higher harmonic A0 guided waves (2f0 = 50 kHz) are also 

generated. They propagate in forward and backward directions from the crack, 

and they are indicated by dashed blue lines. Because of the dispersive nature 

of the low frequency A0 guided waves, the A0 guided waves at f0 and 2f0 

frequency propagate at different group velocities. Since the crack is 

asymmetric, the S0 guided wave is also converted from the incident A0 guided 

wave. It is not shown in the Figure 5.14, however, because only the out-of-

plane velocity is shown. When the mode-converted S0 guided wave interacts 

with the asymmetrical crack, it induces the mode-converted A0 guided wave, 

i.e. A0-S0-A0 guided waves. The A0-S0-A0 guided waves at f0 and 2f0 

frequency are indicated by the dotted red line and dashed-dotted blue line, 

respectively. 

 

Figures 5.15a, 5.15b, 5.15c and 5.15d show the out-of-plane velocity time 

history at measurement location x = 1.65 m for Cases A1, A2, A3 and A4, 

respectively. The scattered wave is extracted using a baseline subtraction 

technique (Ng et al., 2009). Figure 5.16 shows the corresponding energy 

density spectrum of the time histories depicted in Figure 5.15. The energy 

density spectrum is used to investigate the influence of the contact 

nonlinearity and mode-conversion effect. The magnitude of the energy density 

spectrum is normalised to 1 for the extracted, transmitted guided wave 

package, i.e., GW-1 shown in Figure 5.15a. Figure 5.16 only shows the 

magnitude in the range from 0 to 0.2 for the normalised energy density 

spectrum.  
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Fig. 5.14 Out-of-plane velocity of A0 guided wave and mode-converted A0-

S0-A0 guided wave time histories at different locations along the beam for 

Case A3. 

 

 

Fig. 5.15 Extracted time-domain out-of-plane velocity signal from 500 - 2100 

μs at x = 1.65 m for (a) Cases A1, (b) A2, (c) A3 and (d) A4. 
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Fig. 5.16 Energy density spectrum of the out-of-plane velocity signal 

from 500 - 2100 μs at measurement location x = 1.65 m for (a) Cases 

A1, (b) A2, (c) A3 and (d) A4. 

For Case A1 no contact nonlinearity or mode-conversion effects are 

considered. There are only two guided wave packages: the forward scattered 

wave passing through the crack, and its reflection from the right beam end, 

which are labelled as GW-1 and GW-2 in Figure 5.15a, respectively. The 

corresponding energy density spectrum shown in Figure 5.16a indicates that 

there is no higher harmonic. In contrast, the results from Case A2, in which 

the contact nonlinearity effect is considered, indicate the existence of higher 

harmonic guided waves in Figure 5.16b. In that figure, guided wave packages, 

GW-1 and GW-2, contain signals at two different frequencies: the excitation 

frequency f0 and the second harmonic frequency 2f0, respectively. For GW-3, 

it only has signal at the second harmonic 2f0. Case A3 considers both contact 

nonlinearity and the mode-conversion effect. In addition to GW-1, GW-2 and 

GW-3, a guided wave package GW-4 is observed in Figure 5.16c. GW-4 

contains the mode-converted A0-S0-A0 guided waves at the excitation 

frequency f0 and at the second harmonic frequency 2f0. They are induced by 

the contact nonlinearity and mode-conversion effect at the asymmetric crack. 
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In Case A4, the contact nonlinearity is removed and only the mode-

conversion effect is considered in the simulation. The guided wave package 

GW-3 caused by contact nonlinearity is disappeared in Figure 5.15d. The 

guided wave packages GW-1 and GW-2 and GW-4 only contain the linear 

component as shown in the energy spectrum in Figure 5.16d.  

 

5.4.2.2 Mode-converted in-plane response 

Figure 5.17 shows the propagation of the mode-converted A0-S0 guided waves. 

The amplitude is increased by a coefficient of 5. The mode-converted A0-S0 

guided wave is generated at the moment when the incident A0 guided wave 

encountered the asymmetrical crack. Due to the contact nonlinearity effect, 

both mode-converted A0-S0 guided waves at f0 and 2f0 are generated. The 

solid red line and dash-dot blue line indicate the f0 and 2f0 mode-converted 

A0-S0 guided waves, respectively. As they have similar group velocities, they 

are mixed together in the time-domain. The reflected, mode-converted A0-S0 

guided waves are then reflected from the beam’s left end. These waves 

propagate forwards and encounter the breathing crack. They then generate the 

mode-converted A0-S0-A0 guided waves observed in Figure 5.14 (dotted red 

line for the linear A0-S0-A0 guided waves and dashed-dotted blue line for the 

second harmonic A0-S0-A0 guided waves). 

 

The velocity time history and the corresponding energy density spectrum of 

the mode-converted A0-S0 guided waves at the measurement location x = 1.65 

m for Case A3 are shown in Figures 5.18a and 5.18b, respectively. The mode-

converted A0-S0 guided waves at frequencies f0 and 2f0 are mixed together in 

the time-domain as they have similar group velocities. This is consistent with 

the energy density spectrum as the energy for each guided wave package in 

Figure 5.18b is centred at both the f0 and 2f0 frequencies. In addition, by 

comparing the energy density spectrum in Figure 18b with that in Figure 16c, 

we can see that the mode-converted A0-S0 higher harmonic guided waves are 

easier to observe as they have larger magnitudes. 
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Fig. 5.17 In-plane velocity of mode-converted A0-S0 guided wave time 

histories at different locations along the beam for Case A3 (the 

normalised amplitude is amplified by a factor of 5). 

 

Fig. 5.18 Energy density spectrum of the in-plane velocity signal from 

500 - 2100 μs at measurement location x = 1.65 m for Cases A3. 

 

5.5 Parametric studies 

This section investigates the characteristics of incident guided waves and 

mode-converted higher harmonic guided waves for different crack depths. In 
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each study, the excitation force was an f0 = 25 kHz, narrow-band, 5-cycle 

sinusoidal tone burst modulated by a Hanning window. The excitation is 

applied in both in-plane and out-of-plane directions to generate the S0 and A0 

guided waves, respectively. The length of the aluminium beam is 1 m and the 

crack location is x = 0.5 m. The baseline subtraction technique (Ng et al., 

2009) is used in the study to extract the scattered wave signals from the 

breathing crack. The signal is calculated at both ends of the beam to capture 

both the forward and backward scattered guided wave signals. The 

measurement duration covers the incident guided wave propagating to the 

beam end and reflecting back to the measurement location. 

5.5.1 Incident S0 guided wave 

The first parametric study investigates the spectral amplitudes at the excitation 

frequency and each higher harmonic frequency as a function of crack depth 

when the incident wave is S0 guided wave. Without loss of generality, the 

crack depth to beam height ratio (dc/h) is used to present the results. A 

comparison of the Fourier-transformed in-plane velocity (S0 guided wave) and 

mode-converted out-of-plane velocity (A0 guided wave) is shown in Figure 

5.19 for the backward crack-scattered guided wave and Figure 5.20 for the 

forward crack-scattered guided wave. It should be noted that the spectral 

amplitudes of the S0 and mode-converted A0 guided waves are normalised to 

the incident S0 guided wave magnitude at f0 =25 kHz.  

Comparing Figure 5.19 with Figure 5.20, we can see that the FFTs of the 

backward and forward scattered guided wave signals from the crack are 

almost identical when using S0 incident guided waves. Specifically, the 

spectral amplitudes at f0 and 2f0 of the in-plane velocity, as shown in Figures 

5.19(a) and 5.20(a), increase with the crack depth to beam height ratio dc/h. 

We found that the spectral amplitude at f0 increases sharply with dc/h while 

that at 2f0 increases slowly and stably. We can see that the normalised spectral 

amplitude of the in-plane velocity at 2f0 is comparable to that at f0 when dc/h is 

less than 0.3. This indicates that the nonlinear in-plane response is very 

sensitive to small cracks when using S0 incident guided waves. 
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Fig. 5.19 Fourier transformed (a) in-plane and (b) mode-converted out-

of-plane velocity as a function of crack depth to beam height ratio (dc/h) 

at measurement location x = 0 m when the incident wave is S0 guided 

wave. 

The spectral amplitudes of the mode-converted out-of-plane A0 guided waves 

are shown in Figures 5.19(b) and 5.20(b). We can see that the normalised 

spectral amplitude of the fundamental harmonic (f0) increases significantly 

with dc/h and reaches its maximum at around 1.2 at dc/h = 0.87. Then it 

decreases to 0.9 at dc/h = 0.99. The normalised spectral amplitude of the 

second harmonic (at 2f0) begins to increase slowly with dc/h. It reaches the 

maximal value just below 0.3 when dc/h = 0.65. Later, it starts to decrease 

stably with dc/h and finally reaches 0.13. Overall, the amplitude of the second 
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harmonic is small when compared with the linear signal in the mode-

converted out-of-plane velocity. 

 

 

Fig. 5.20 Fourier transformed (a) in-plane and (b) mode-converted out-

of-plane velocity as a function of crack depth to beam height ratio (dc/h) 

at measurement location x = 1 m when the incident wave is S0 guided 

wave. 

Comparing Figures 5.19(a) and 5.20(a) with Figures 5.19(b) and 5.20(b), the 

results show that the normalised spectral amplitude of the second harmonic (at 

2f0) of the mode-converted A0 guided waves are generally larger than the S0 

guided waves when the crack is small (i.e., dc/h < 0.65). As the crack 

continues to grow (i.e., dc/h > 0.75), the normalised spectral amplitude of the 

second harmonic (2f0) of the mode-converted A0 becomes smaller than that of 
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the S0 guided wave signal. This indicates that the second harmonic of the 

mode-converted out-of-plane A0 guided wave is more sensitive than the in-

plane S0 guided wave in detecting smaller cracks when the incident wave is 

the S0 guided wave. 

 

5.5.2 Incident A0 guided wave 

The second parametric study examines the A0 guided wave excited in the 

aluminium beam. The Fourier-transformed out-of-plane (A0 guided wave) and 

in-plane (S0 guided wave) velocities are shown in Figures 5.21 and 5.22. The 

spectral amplitudes are normalised to the maximal spectral amplitude of the 

A0 incident wave at f0 =25 kHz. Figure 5.21(a) shows the FFT out-of-plane 

velocity of the backward scattered guided wave induced by the crack. The 

normalised spectral amplitude of the fundamental harmonic (f0) increases 

significantly from 0 to just below 0.4 at dc/h = 0.65. Then it decreases sharply 

with the crack growth, to around 0.05 when dc/h = 0.99. This pattern is 

different to that using the S0 incident guided wave in Figure 5.19(a) due to the 

difference of the mode-shape between S0 and A0 guided waves (Lowe et al., 

2002). In contrast, the normalised spectral amplitude of the second harmonic 

(2f0) increases slowly from 0 to 0.11 at dc/h = 0.55, while it decreases to 0.8 

when dc/h = 0.85. After that, it increases suddenly to 0.35 at dc/h = 0.99.  

 

On the other hand, Figure 5.22(a) illustrates the FFT out-of-plane velocity of 

the forward scattered A0 guided wave induced by the crack. The normalised 

spectral amplitude of the fundamental harmonic (f0) increases with dc/h. When 

dc/h < 0.65, it increases significantly from 0 to around 0.5. When 0.65 < dc/h < 

0.9, it slowly increases from 0.5 to 0.6. After dc/h > 0.9, the amplitude 

increases dramatically to just below 1. In comparison, the spectral amplitude 

of the second harmonic of the forward scattered guided wave has a similar 

trend to the backward scattered guided wave as shown in Figure 5.21. The 

amplitude of the second harmonic forward scattered guided wave is larger 

than the backward scattered guided wave. As shown in Figure 5.22(a), the 

second harmonic has the first peak at dc/h = 0.55 with a normalised amplitude 
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around 0.18, then it reduces to 0.15 at dc/h = 0.85. Finally, it increases to 

around 0.6 when dc/h = 0.99.  

 

 

 

Fig. 5.21 Fourier transformed (a) out-of-plane and (b) mode-converted 

in-plane velocity as a function of crack depth to beam height ratio (dc/h) 

at measurement location x = 0 m when the incident wave is A0 guided 

wave. 

Figures 5.21(b) and 5.22(b) show the normalised spectral amplitude of the 

mode-converted S0 guided wave (in-plane velocity), which are almost 

identical. We can see that the normalised spectral amplitude of the mode-

converted fundamental harmonic increases with the crack growth, and peaks 

at dc/h = 0.9 with the value 0.28. After that, it decreases to just above 0.2 at 
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dc/h = 0.99. The amplitude of the second harmonic increases slowly to around 

0.08 at dc/h = 0.65, then it decreases slightly to 0.07 at dc/h = 0.9. After that, it 

increases again to 0.11 at dc/h = 0.99. 

 

Comparing Figure 5.21 with Figure 5.22, it is shown that the energy of the 

reflected out-of-plane linear guided wave decreases from dc/h = 0.65, while 

that of the transmitted out-of-plane guided wave increases. This indicates that 

the energy of the reflected out-of-plane linear guided wave converts to that of 

the transmitted out-of-plane guided wave from dc/h = 0.65. After dc/h = 0.85, 

the energy of the reflected out-of-plane linear guided wave decreases 

dramatically. Also, the energy of both the mode-converted reflected and 

transmitted in-plane linear guided waves decrease from dc/h = 0.85. However, 

the energy of the transmitted out-of-plane linear guided wave and the energy 

of all the in-plane and out-of-plane nonlinear guided waves increase 

significantly from dc/h = 0.85. This demonstrates the energy conversion from 

the reflected out-of-plane linear guided wave and the mode-converted in-plane 

guided waves to transmitted out-of-plane linear guided wave and other 

nonlinear guided waves.  

 

Comparing Figures 5.19 and 5.20 with Figures 5.21 and 5.22, we can see that 

when the incident wave is an S0 guided wave, the spectral amplitudes of the 

second harmonics due to contact nonlinearity are larger than that of using the 

A0 guided wave as the incident wave for small crack (e.g. dc/h <0.3). When 

the crack becomes large (e.g. dc/h >0.8), the second harmonics induced by 

contact nonlinearity when using an S0 incident wave becomes smaller than 

when an A0 incident wave is used. This indicates that the S0 guided wave is 

more suitable as the incident wave for detecting small cracks when we 

consider contact nonlinearity and the mode-conversion effect. In contrast, A0 

guided waves are more suitable for larger cracks. 
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Fig. 5.22 Fourier transformed (a) out-of-plane and (b) mode-converted 

in-plane velocity as a function of crack depth to beam height ratio (dc/h) 

at measurement location x = 1 m when the incident wave is A0 guided 

wave. 

5.6 Conclusions 

This study has proposed the modelling and investigated of the interaction of 

nonlinear guided waves at breathing cracks. An extended time-domain SFE 

method has been proposed to improve the efficiency of simulation. The 

method considers the coupling of longitudinal, transverse and rotation DoFs 

based on the Mindlin-Hermann rod and Timoshenko beam theories. An SFE 

crack element has been developed to simulate the mode-conversion effect of 
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guided waves when they interact with an asymmetric crack. A bilinear crack 

mechanism has been proposed to simulate the crack opening and closing. This 

has been embedded in the SFE crack element to simulate contact nonlinearity.  

 

This chapter has presented numerical verification to demonstrate the accuracy 

of the proposed SFE model in simulating the contact nonlinearity. Very good 

agreement has been found between the time-domain SFE and explicit 3D FE 

results, which shows the accuracy of the proposed SFE model. The 

characteristics of the higher harmonics generated by the contact nonlinearity 

and mode-conversion effect at the asymmetric crack have been studied in 

detail using the extended SFE model. This chapter has also presented 

parametric studies to investigate the magnitude of the higher harmonics 

generation by S0 and A0 guided waves. The normalised spectral amplitude as a 

function of the crack depth to beam height ratio has been investigated. The 

chapter has shown that with the consideration of the mode-conversion effect, 

the higher harmonic generation by the S0 incident guided wave has a larger 

magnitude than that by the A0 incident guided wave. 

 

Overall the study has provided physical insights into the higher harmonic 

generation at the breathing crack by S0 and A0 guided waves. The simulation 

has been conducted using the proposed computationally efficient SFE model. 

This SFE model can be further applied in the fields of damage identification. 
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Abstract 

This study proposes a time-domain spectral finite element (SFE) method for 

simulating the second harmonic generation of nonlinear guided wave due to 

material, geometric and contact nonlinearities in beams. The time-domain 

SFE method is developed based on the Mindlin-Hermann rod and 

Timoshenko beam theory. The material and geometric nonlinearities is 

modelled by adapting the constitutive relation between strain and stress using 

a second order approximation. The contact nonlinearity induced by a 

breathing crack is simulated by implementing a bilinear crack mechanism. 

The material and geometric nonlinearities of the SFE model are validated 

analytically and the contact nonlinearity is verified numerically using three-

dimensional (3D) finite element (FE) simulation. There is good agreement 

between the analytical, numerical and SFE results, demonstrating the accuracy 

of the proposed method in the second harmonic generation. 

 

A series of numerical case studies are conducted to investigate the influence 

of number of cycles and amplitude of the excitation on the second harmonic 

generation. The results show that the amplitude of the second harmonic 

increases with the numbers of cycles and amplitude of the excitation signal. 

The amplitudes of the second harmonics due to material and geometric 

nonlinearities are also compared with the contact nonlinearity when a 

breathing crack exists in the beam. The results show that the material and 

geometric nonlinearities has much less contribution to the generation of 

second harmonic than the contact nonlinearity. The results and findings of this 

study help to further advance the use of second harmonic for damage 

detection. 

Keywords:  

Nonlinear guided waves; second harmonic; spectral finite element; material 

nonlinearity; geometric nonlinearity; contact nonlinearity; breathing crack 
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6.1 Introduction 

Structural health monitoring (SHM) has attracted increasing attention in last 

two decades as it has played a vital role in maintaining the structural safety 

and serviceability in civil, aerospace and mechanical engineering. Different 

techniques were developed to provide early detection of damages in structures. 

For example, conventional non-destructive evaluation (NDE) techniques, such 

as visual inspection, eddy current, ultrasonic technique and thermographic 

inspection, were developed to provide offline inspection of the structural 

integrity. However, the majority of the NDE techniques are not suitable for 

online and in-situ monitoring of the structures due to transducer sustainability, 

integration and/or cost issues. Most NDE techniques are not applicable to 

inspect inaccessible location of the structures, costly, time consuming, and are 

still carried out manually according to schedule maintenance cycles. Vibration 

based approach is the other commonly used damage detection technique (Lam 

and Yin, 2010, Yin et al., 2009, Qian and Mita, 2007). It mainly relies on 

changes of modal parameters of the structural vibration. However, there are 

two reasons that limit the application of this technique to detect damage in 

practice, 1) significant damage usually causes very small changes in the 

modal parameters, and 2) changes of modal parameters due to damage may be 

undetected due to varying environmental and operational condition. 

 

6.1.1 Guided wave 

The other approach that has attracted significant attention is based on guided 

waves to evaluate the integrity of structures. Guided waves are mechanical 

stress waves that propagate along the structure and are guided by the 

boundaries of the structures. They propagate at high speeds, up to thousand 

m/s. Guided waves could be used for in-situ monitoring of relatively large 

area of the structure. Different techniques were developed to employ the 

guided waves for damage detection of different types of structures, such as 

rod (Rucka et al., 2012, Ostachowicz, 2008), beam (He and Ng, 2017, Aryan 
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et al., 2016a, Ng, 2014, Rucka, 2010) and plate (Ng, 2015a, Ng, 2015b, 

Huang et al., 2012, An and Sohn, 2010) made by metallic and composite 

materials (He and Ng, 2016, Mahapatra et al., 2006). The damage detection is 

achieved based on the change of the characteristics of the guided wave 

responses at the same frequency of the input signal. But this technique is only 

effective when the damage size is similar or larger to the wavelength of the 

guided waves. The majority of the techniques based on the linear guided 

waves require reference (baseline) data obtained when the structure is intact to 

extract the information of the damage from the measured signals. However, 

the stability of the baseline data is significantly affected by the varying 

temperature (Aryan et al., 2016b) and operational condition (Putkis and 

Croxford, 2013, Zhu and Rizzo, 2013), which can make the extraction of the 

damage information from baseline data fail. 

 

To achieve early detection of damage, nonlinear features of guided waves, 

such as higher harmonics ( Rauter et al., 2016, Hong et al., 2014, Matlack et 

al., 2011), sub-harmonics (Park et al., 2016, Solodov et al., 2004), shift of 

resonance frequency (Kober and Prevorovsky, 2014) and mixed frequency 

response (Sohn et al., 2014), have been used for damage detection. 

Specifically, the generation of higher harmonics, which frequencies are in 

multiple times of the input signal frequency, has been widely used as an 

indicator for early detection of damages. Compared to the linear features of 

guided waves, the nonlinear features are more sensitive to the micro change of 

structural integrity and less influenced by varying temperature and operational 

condition of the structures. 

 

6.1.2 Nonlinear guided wave 

Early research into nonlinear guided waves focused on the bulk waves and 

Rayleigh surface waves (Herrmann et al., 2006). Different to bulk waves and 

Rayleigh surface waves, the guided waves are highly dispersive. Due to this 

nature, the guided waves generally contain multiple wave modes and their 

group and phase velocities usually vary with frequency. To effectively utilize 
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the nonlinear guided waves, different studies have investigated the conditions 

on the generation of cumulative second harmonics of guided wave, such as 

internal resonance, group velocity matching and guided wave modes 

interaction (Liu et al., 2013). The results showed that under such conditions 

the detectability of the higher harmonics in nonlinear guided wave could be 

improved significantly.  

 

Higher harmonic generated due to the nonlinearities existed in the structures, 

which are attributed to material behaviour, geometry, structural joints and 

damage. For an undamaged isotropic homogeneous solid medium, geometric 

nonlinearity and material nonlinearity can distort the passing guided waves to 

induce the higher harmonics. The geometric nonlinearity is due to the finite 

deformation of the structures. The material nonlinearity is mainly generated 

by the discontinuity of the medium at lattice level, i.e. imperfections in atomic 

lattices. The effect of higher harmonic generation is enhanced when there are 

additional imperfections in medium, such as distributed micro-cracks. In the 

literature the higher harmonic generation has been employed to evaluate 

material thermal degradation (Xiang et al., 2011), fatigue microstructure 

(Lissenden et al., 2014, Deng and Pei, 2007), micro-corrosive defect (Li and 

Cho, 2016) and the dislocation substructures in metals (Xiang et al., 2014, 

Pruell et al., 2009). 

 

The higher harmonic can also be generated due to the contact nonlinearity at 

the contact-type damage. For a damaged medium, e.g. with a localized 

fatigue crack, when guided waves propagate through the contact interfaces of 

the fatigue crack, the compressive and tensile pressure of the wave closes and 

opens the contact interfaces, respectively. This behaviour alters the stiffness 

of the structure and generates the higher harmonics. In the literature the 

contact nonlinearity has been investigated for a number of contact-type 

damages, such as fatigue crack (Dziedziech et al., 2016), kissing bond (Najib 

and Nobari, 2015, Yan et al., 2012), delamination (Soleimanpour et al., 2016, 

Soleimanpour and Ng, 2016a) and breathing crack (Broda et al., 2014). 
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6.1.3 Numerical simulation of nonlinear guided wave 

In the literature different numerical simulation methods have been proposed to 

simulate the nonlinear guided waves. For example, Shen and Giurgiutiu (2014) 

proposed an analytical and finite element (FE) method to simulate the 

nonlinear guided wave propagation induced by a breathing crack. The 

piezoelectric wafer active sensor was implemented to generate and receive the 

guided wave signal. Wan et al. (2016) utilised the analytical and FE method to 

study the higher harmonics induced by the material nonlinearity in plates. 

Approximate phase velocity matching condition for the generation of 

nonlinear signal was investigated using the low frequency primary mode 

Lamb waves. Hong et al. (2014) employed the FE method to simulate the 

nonlinear guided wave in aluminium plates with a fatigue crack. Zhu et al. 

(2016) utilized the FE method to study the plastic damages in martensite 

stainless steel. The nonlinear guided wave due to material and geometric 

nonlinearity was analysed by incorporating a nonlinear constitutive 

relationship to the FE model. Yamanaka et al. (2011) proposed a two 

dimensions (2D) finite difference (FD) method to analysis nonlinear guided 

wave. The subharmonic generation at closed stress corrosion cracks was 

successfully reproduced. Shen and Cesnik (2017) utilized the local interaction 

simulation approach (LISA) to simulate the nonlinear guided wave caused by 

the clapping mechanism of fatigue cracks. Joglekar and Mitra (Joglekar and 

Mitra, 2015) proposed a fast Fourier transform (FFT) based spectral finite 

element (SFE) model to study the nonlinear guided wave in beams due to the 

breathing crack. 

 

The existing numerical simulation methods have different strengths and 

weaknesses. The FFT based SFE method is computational efficient in 

modelling the guided wave propagation but it is a semi-analytical method 

assuming infinite length of the structure. Although the FE method is suitable 

to simulate complex structures, the computational efficiency is unsatisfied as 

the discretization of the FE elements should be very small to ensure the 

accuracy of the simulation. The FD method is incapable to simulate the 
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guided wave propagation in waveguides having material property changes 

with geometry (Xu et al., 2003). The LISA is efficient and effective in 

simulating complex geometries but it requires careful discretization to obtain 

accurate solutions. 

 

Overall, it is found in the literature that most of the simulation concerns only 

the contact nonlinearity or, to a less extent, the material and geometric 

nonlinearity. Very limited papers (Hong et al., 2014) considered all the 

contribution of material, geometric and contact nonlinearities in the second 

harmonics generation, especially for beam structures. In this study, the effect 

of the material, geometric and contact nonlinearities on the second harmonic 

generation in beams with a breathing crack is studied in detail using the 

proposed time-domain SFE model. The findings of the study can provide 

physical insights into the second harmonics generation due to the material, 

geometric and contact nonlinearities. This can further advance the 

development of using second harmonic generation for damage detection. 

 

6.1.4 Time-domain spectral finite element method 

The time-domain SFE has been found to be computationally efficient in the 

simulation of guided wave propagation and capable in modelling of geometric 

complicated structures. The time-domain SFE method is as flexible as the 

conventional FE method in modelling different geometries of structures. The 

computational efficiency is significantly improved by using the high-order 

approximation polynomials. Due to the application of Gauss-Lobatto-

Legendre (GLL) nodes, the mass matrix of the model becomes a diagonal 

form resulting in an efficient solution of the dynamic equilibrium using the 

explicit central difference method. The time-domain SFE method has been 

widely investigated by a number of research with respect to the linear features 

of guided waves (Żak and Krawczuk, 2010) and damage detection (Rucka et 

al., 2012, Kudela et al., 2007). However, the time-domain SFE method has not 

yet been developed to simulate nonlinear guided waves induced by material, 

geometric nonlinearities, and contact nonlinearities. In this chapter, the 
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computationally efficient time-domain SFE method is extended to take into 

account the effect of the material, geometric and contract nonlinearities on the 

second harmonic generation. 

 

The arrangement of the chapter is as follows. The time-domain SFE method 

for simulating the nonlinear guided waves is proposed in Section 6.2. The 

nonlinear guided waves resulted from material, geometric and contact 

nonlinearities are formulated in this section. The proposed SFE method for 

simulating material and geometric nonlinearities, and contact nonlinearity are 

then validated using analytical solutions and three-dimensional (3D) FE 

simulations in Section 6.3. Section 6.4 carries out a series of numerical case 

studies to investigate the performance of the proposed SFE method in 

simulating the generation of second harmonic at fatigue cracks with 

consideration of material, geometric and contact nonlinearities. Conclusions 

are drawn in Section 6.5. 

 

6.2 Time-domain Spectral finite element 

method 

The simulation of nonlinear guided waves using time-domain SFE method is 

presented in this section. The basic SFE formulation is described first in 

subsection 6.2.1. Then the modelling of material and geometric nonlinearities, 

and contact nonlinearities using the SFE method are described in subsections 

6.2.2 and 6.2.3, respectively. 

 

6.2.1 Basic SFE formulation 

The dynamic equilibrium of the time-domain SFE method is the same as the 

conventional FE method, which is defined as (He and Ng, 2015, Kudela and 

Ostachowicz, 2009)  
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    MU CU FUK t  (6.1) 

 

where M, K and ( )F t  are global mass matrix, global stiffness matrix and 

global force vector at time t, respectively. The global damping matrix C is a 

function of the global mass matrix denoted by  C M , where   is the 

damping coefficient. U , U  and U  denote the vector of acceleration, velocity 

and displacement response, respectively. The elemental mass matrix M
e , 

elemental stiffness matrix K
e  and elemental force vector F

e  that form the 

corresponding global terms in Equation (6.1) are given as:  
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i

it w t J    (6.4) 

 

where i  is the local coordinate of the i-th node at the element, 1,...,i n , and 

n is the number of nodes. /  J x   is the Jacobian functions transfers the 

local coordinate   to the global coordinate x. re  is the mass matrix, Ee  is the 

material property matrix and ( )fe t  is the external force vector at time t applied 

to the element, respectively. Different to the conventional FE methods, the 

SFE method employs the GLL nodes in the element, which results in a more 

efficient solution than the FE method (He and Ng, 2017). The local coordinate 

i  of the GLL nodes can be determined from the roots of the given equation:  

 

    2

11 0
 n ii L   for [ 1,1] i  and 1,...,i n  (6.5) 

 

where 1

nL  denotes the first derivative of  (n-1)-th order Legendre polynomial. 

iw  is the weighting function of node i defined as:  
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 (6.6) 

 

Ne  is the shape function of the SFE element, which has the matrix form:  

 

  N N Ie  (6.7) 

 

where 1[ ( ),..., ( )]  N nN N  is a row vector. I  is an identity matrix with the 

square size same as the number of the nodal degree of freedom. ‘ ’ denotes 

the Kronecker product. The shape function  iN   at node i can be calculated 

by:  
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 (6.8) 

 

where m is the sequence of the n GLL integration points in the element.  

 

In this chapter, the first-order shear deformation theory considering the 

independent contraction due to Poisson effect is employed to formulate the 

beam element. The displacement field is defined as:  

 

     ,  u x y u x x y  (6.9) 

     ,  v x y v x x y  (6.10) 

 

 where  u x  is the longitudinal displacement in x axis direction, v  is the 

transverse displacement,   is the rotation of the cross section and   is the 

independent contraction accounts for the Poisson effect. The Lagrange strain 

(Nucera and Scalea, 2015) is employed and the strain field in the element is 

defined as:  

 

    B q B B q
e e e e e e

L NL  (6.11) 
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where , , ,   q
T

e e e e eu v   and B
e  is strain-displacement operator. B

e

L
 and 

B
e

NL
 account for the first and second order terms of Lagrange strain and they 

are defined as:  
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and 
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Using the first-order shear deformation theory, the mass matrix re  in Equation 

(6.2) has the form:  
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 (6.14) 

 

where   is the density of the material, b is the width and h is the height of the 

beam, respectively.  
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6.2.2 Modelling of classical nonlinearity 

Considering an isotropic homogeneous solid with purely elastic behaviour, the 

material and geometric nonlinearities can be represented by the constitutive 

relation between stress and strain using the second order approximation 

(Norris, 1998) as   

 

  1 2 L NL

ijkl iij jklmn mn klQ Q    (6.15) 

 

where ij  is the stress tensor. mn  and kl  are the strain tensors. L

ijklQ  is the 

second order elastic tensors, which can be expressed in a matrix form for two-

dimensional plane stress situation as:  
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 (6.16) 

 

 where  0.5      is the Poisson’s ratio and    3 2  E       

is the Young’s modulus of the material.   and   are the Lamé Constants. 

NL

ijklmnQ  is the tensor addresses both the material and geometric nonlinearities. If 

NL

ijklmnQ  is not considered, Equation (6.15) can be simplified into the linear 

situation following the Hooke’s Law. The form of NL

ijklmnQ  is given as (Wan et 

al., 2016, Hong et al., 2014, Norris, 1998):  

 

    NL L L L L

ijklmn ijklmn ijln km jnkl im jlmn ikQ Q Q Q Q    (6.17) 
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In Equation (6.17) and (6.18), ij  and its similar forms with different subscript 

indexes are the Kronecker delta. ijklI  and its similar forms with different index 

orders are the fourth order identity tensors. 

 

The material nonlinearity is described by the third order elastic tensor NL

ijklmnQ , 

where the geometric nonlinearity is addressed by the last three terms in 

Equation (6.17). The subscript ij, kl, mn = 11, 33, 31 in this chapter. The third 

order elastic tensor NL

ijklmnQ  is determined by three third order elastic constants 

A, B and C. Their values can be measured from experiment for the 

investigated materials. Let 1 2 L NL

ijkl ijkl ijklmn mnQ Q Q  , the material property 

matrix Ee   in Equation (6.3) is expressed as 
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where 1 1.1MK , 2 3.1MK , 1 0.922TK  and 2

2 112 /T TKK   are adjustable 

parameters that calibrate the accuracy of guided wave propagation simulation 

(He and Ng, 2017). For one dimensional (1D) longitudinal waves propagation, 

Equation (6.15) can be simplified as (Wan et al., 2016, Hong et al., 2014):  

 

  2 E E    (6.20) 

 

where  ,   and 2E  are the stress, strain and the second order Young’s 

modulus accounted for the nonlinearity of the medium (Liu et al., 2012). 2E  

can be calculated from  
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In order to investigate the nonlinearity of the material, the acoustic 

nonlinearity parameter   is introduced as the ratio of the second order 

Young’s modulus to Young’s modulus as:  

 

 
2 1 2 6 2
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E E
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Equation (6.22) shows that the acoustic nonlinearity parameter   is a 

function of the Young’s modulus, which accounts for the linear behaviour of 

the medium, and the third order elastic constants A, B and C, which accounts 

for the nonlinear behaviour of the medium. This shows that the acoustic 

nonlinearity parameter   quantifies the degree of material nonlinearity of the 

medium without any defect or plastic deformation. In practice, the relative 

acoustic nonlinearity parameter   can be employed as an indicator to study 

the second order of the medium nonlinearity (Bermes et al., 2008), which is 

defined as the ratio between the spectral amplitude at the fundamental 

frequency (A1) and the square of the spectral amplitude of the second 

harmonic frequency (A2) as:  

 

 
2

2
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 
A

A
  (6.23) 

 

According to the reference (Bermes et al., 2008), the relative acoustic 

nonlinearity parameter   is linearly proportion to the nonlinear parameter   

and the wave propagation distance if the measured guided wave modes are 

cumulative. Hence   also has the following expression: 

 

   x   (6.24) 

 

where x is the distance of propagation. Hence, the relative acoustic 

nonlinearity parameter   indicates the nature of the nonlinear property of the 

wave propagation. 
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6.2.3 Modelling of contact nonlinearity 

In this chapter, the contact nonlinearity induced by a breathing crack in a 

cracked beam is also simulated by the proposed SFE model. To achieve this, a 

SFE cracked element is proposed in this section. Considering a cracked beam 

with length L, width b and height h, the breathing crack with depth dc is 

modelled at location Lc of the beam. Figure 6.1(a) shows the SFE 

discretization of the beam. The intact part of the beam is modelled using the 

SFE beam element and the cracked part is modelled by the proposed SFE 

cracked element. Eight GLL nodes are used by the SFE beam element while 

two GLL nodes are used in the proposed SFE cracked element. The nodes in 

the crack element considers three degrees-of-freedom (DoFs) i.e., longitudinal, 

transverse and rotational DoFs. The length of the crack element is assumed to 

be very small, i.e. l ≈ 0.001 m, in the model. When the proposed cracked 

element is connected with the SFE beam element, the lateral contraction DoF 

induced by the longitudinal wave propagation is not considered due to the 

very small length of the proposed SFE crack element.  

 

The contact nonlinearity due to the breathing phenomenon of the crack is 

modelled by a contact mechanism indicated in Figure 6.1(b). The nodal 

longitudinal displacements 1u  and 2u  at the SFE cracked element are 

examined to determine the status of the crack at each time step of the 

simulation:  

 

1 2 0 u u , when the crack is opened (6.25) 

1 2 0 u u , when the crack is closed (6.26) 

 

Based on the state of the crack, the stiffness matrix K
c

e
 of the SFE crack 

element can be determined. When the crack is open, the stiffness matrix K
c

e
 

of the SFE crack element is calculated as (He and Ng, 2017)  

 

1K PG P
c T

e c  (6.27) 
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Fig. 6.1 Schematic diagram of a SFE model for simulating a cracked 

beam, (a) discretization of a cracked beam; (b) two-node SFE crack 

element when the crack is opened and closed. 

P  is the spatial transformation matrix as a function of the crack element 

length l : 
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Gc  is the flexibility matrix for the open crack given as follows:  
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with 
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where 10(1 ) / (12 11 )      is the shear coefficient for rectangular shape of 

the beam cross section. 1gI , 2gI , 3gI  and 4gI  are the functions of the crack 

depth defined as:  
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where cl  is the crack location in the SFE crack element. / cd h . 1F , 2F  and 

IIF  are the empirical boundary calibration factors accounted for tension, 

bending and shear for the surface crack, respectively. According to (Tada et 

al., 2000), the factors  1F , 2F  and IIF   produce less than 0.5% errors for the 

simulation of the crack with any depth cd . Their formulations are given as 

(Tada et al., 2000)  
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When the crack is closed, the crack element is considered as an intact beam 

element. The SFE crack element stiffness matrix K
c

e
 from Equation (6.27) 

becomes:  

 

1K PG P
c T

e e  (6.35) 

 

where Ge  is the flexibility matrix for the closed crack and is defined as:  
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6.3 Model validation 

The effectiveness of the proposed model is validated at this section. The 

validation is conducted in two situations. First, the modelling of material and 

geometric nonlinearities is verified similar to the approach in reference (Wan 

et al., 2016). It compares the ratio of the relative nonlinear parameter   

between two different materials calculated using SFE and the analytical 

approach. After that, the conventional FE simulation is used to verify the 



Chapter 6 

 

211 

 

contact nonlinearity generated due to the interaction between the guided wave 

and the breathing crack. The results of validations are presented in the 

following subsections.  

 

6.3.1 Validation of material and geometric 

nonlinearity 

The aluminium beams with the two different material properties, e.g., Al 

6061-T6 and Al 7075-T651 are considered, where the material properties 

(Wan et al., 2016) are shown in Table 6.1. The beams have the same 

geometric dimensions, where the length L, width b and height h of the beams 

are 1000 mm, 12 mm and 5 mm, respectively. The schematic diagram of the 

SFE model is indicated in Figure 6.2(a). The excitation signal is an f0 = 100 

kHz, narrow-band, 16-cycle sinusoidal tone burst modulated by a Hanning 

window. The fundamental symmetric mode (S0) guided wave is excited by 

applying the in-plane displacement at the left end of the beam, in which the 

maximal amplitude of the input displacement is 1×10-6 m.  

Table 6.1 Material properties of Al-6061-T6 and Al-7075-T651 (Wan et al., 

2016). 

Material ρ (kg m-3) λ (GPa) μ (GPa) A (GPa) B (GPa) C (GPa) 

Al-6061-T6 2704 67.6 25.9 -416 -131 -150.5 

Al-7075-T651 2810 70.3 26.96 -351.2 -149.4 -102.8 

 

The displacement response calculated by the SFE simulation at Lm = 500 mm 

is shown in Figure 6.3. The FFT is then employed to determine the spectral 

amplitude of the first harmonic (A1) and the second harmonic (A2) as shown in 

Figure 6.4. The figure shows that the second harmonic A2 is generated as a 

result of both material and geometric nonlinearities.  
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Fig. 6.2 Schematic diagram of the SFE beam with (a) material and 

geometric nonlinearities; and (b) material, geometric and contact 

nonlinearities. 

 

 

Fig. 6.3 The displacement response calculated by SFE simulation at Lm = 

500 mm. 
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Fig. 6.4 The spectral amplitude of the displacement response calculated 

at Lm = 500 mm. 

 

The spectral amplitudes of the second harmonic A2 with propagation distance 

for Al 6061-T6 and Al 7075-T651 are calculated in Figure 6.5. It shows that 

the magnitude of the second harmonic increases until it reaches the maximum 

cumulated propagation distance (504 mm for Al 6061-T6), after which it 

decreases due to dissatisfaction of the cumulative condition, i.e., the non-

synchronization of the phase velocity between the harmonics at f0 =100 kHz 

and 2f0 =200 kHz. It also shows that the spectral amplitude of the second 

harmonic A2 does not increase linearly. In order to use Equation (6.23) to 

determine the relative nonlinearity parameter   effectively, the linear 

regression analysis is utilized to determine the maximum linear cumulative 

propagation distance, where the coefficient of determination R2 is set larger 

than 0.99 in the analysis (Wan et al., 2016). Based on the analysis, the 

maximum linear cumulative propagation distance is calculated (376 mm for 

Al 6061-T6) and within this distance the higher harmonics are considered 

‘cumulated’. 
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Fig. 6.5 Spectral amplitude of second harmonic against propagation 

distance for Al 6061-T6 and Al 7075-T651. 

 

Fig. 6.6 The relative nonlinear parameter   calculated from the 

measured displacement against the wave propagation distance for the S0 

incident guided wave at 100 kHz. 

The calculated relative nonlinear parameter   with propagation distance x 

and the corresponding linear regression are shown in Figure 6.6. k is the slope 

of the line, which is proportional to the nonlinear parameter  . As shown in 

Figure 6.6, the slope k for the material Al 6061-T6 is larger than that of Al 

7075-T651. Also, it is shown that the nonlinear parameter   increases 

linearly, which indicates that the second harmonic of S0 guided wave is 
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cumulated in this propagation distance. Hence, the ratio of the nonlinear 

parameter of Al 6061-T6 to Al 7075-T651 is 6061 7075 6061 7075Al Al Al Alk k   

0.0298 0.0267 1.116  , which is closed to the analytical result, i.e., 1.12, 

calculated using Equation (6.22). This shows that the SFE simulation is able 

to take into account the material and geometric nonlinearities in the guided 

wave simulations.  

 

6.3.2 Validation of contact nonlinearity 

This subsection validates the contact nonlinearity of the SFE simulation by 

comparing the SFE results with results calculated by conventional three-

dimensional (3D) FE simulations. The material of the beam is Al 6061-T6 and 

the properties are shown in Table 6.1. The length L, width b and height h of 

the beam are 1000 mm, 6 mm and 12 mm, respectively. The crack is located 

at Lc = 500 mm and the crack depth is dc =3 mm. The excitation signal is an f0 

= 50 kHz, narrow-band, 5-cycle sinusoidal tone burst modulated by a Hanning 

window (Aryan et al., 2016c). The S0 guided wave is generated by applying 

the in-plane displacement at the left end of the beam. The displacement 

response is calculated at the same location as the excitation location. The 

simulation duration is long enough to cover the incident S0 guided wave 

propagates from the excitation location to the right end of the beam, and then 

reflects back to the left end of the beam (the excitation and measurement 

location). 100 SFE beam elements are used to model the beam to ensure the 

convergence of simulation and each of SFE beam element has eight GLL 

nodes. The damping coefficient   is assumed to be 200 s-1. The time step of 

the simulation is chosen at 2.5×10-8 s.  

The conventional 3D FE simulations are carried out using the commercial FE 

software, ABAQUS v6.12-1, to simulate the wave propagation in the cracked 

beam. The eight-noded 3D solid brick elements (C3D8I) with the 

incompatible mode are used to model the cracked beam. The option of 

second-order accuracy is enabled in the incompatible mode in the simulations. 

The mesh size of the elements is 0.4mm×0.4mm×0.4mm to ascertain the 
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stability of the FE simulations. The crack is modelled by duplicating the nodes 

at the crack interfaces (Soleimanpour and Ng, 2016b). The contact 

nonlinearity due to the breathing phenomenon is simulated by assigning the 

‘frictionless hard contact’ property to the crack interfaces. The S0 guided wave 

is excited by applying the in-plane nodal displacement at the FE nodes at the 

vertical surface of the left beam end. The excitation signal is the same as the 

SFE simulations. The explicit solver, ABAQUS/Explicit, is used to solve the 

dynamic problem. The time step is automatically controlled by 

ABAQUS/Explicit in the simulations. 

 

 

Fig. 6.7 Comparison of SFE and FE simulated results in (a) time-

domain; (b) frequency domain. 

The simulation results are shown in Figure 6.7. Figure 6.7(a) shows the 

response displacement in time-domain, which is normalized to the peak 

amplitude of the incident wave. There is good agreement between the results 

of the SFE and FE simulations. Figure 6.7(b) shows the FFT of the 

displacement response. The figure shows that the results of the SFE and FE 

have the same spectral amplitude of the second harmonic at 2f0 = 100 kHz. 

This demonstrates the accuracy of the proposed SFE method in simulating the 

nonlinear guided wave induced by the contact nonlinearity at the breathing 

crack.  
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6.4 Numerical case studies and discussions 

A series of numerical case studies are carried out in this section to investigate 

the performance of the proposed SFE model. The performance of the SFE 

model in simulating the material and geometric nonlinearities is studied first, 

which investigates the influences of different numbers of cycles and 

amplitudes of the excitation signal on the generation of the second harmonic 

in Section 6.4.1. After that, the contribution of the material and geometric 

nonlinearities, and the contact nonlinearity to the second harmonic generation 

is studied in Section 6.4.2. The beam with length L=1000 mm, depth d=5 mm 

and width b=12 mm is simulated in this study and the material is assumed to 

be Al 6061-T6 and the material properties are shown in Table 6.1.  

 

6.4.1 Second harmonic generation due to material 

and geometric nonlinearities 

In this part, the influence of the geometric and material nonlinearities on the 

second harmonic generation is studied in Section 6.4.1.1. The influences of 

different numbers of cycles and the amplitudes of excitation signal on the 

second harmonic generation due to geometric and material nonlinearities are 

studied in Sections 6.4.1.2 and 6.4.1.3, respectively. 

6.4.1.1 Influence of material and geometric nonlinearities 

This section studies the influence of the material and geometric nonlinearities 

on the second harmonic generation. The excitation signal is a 100 kHz, 

narrow-band, 16-cycle sinusoidal tone burst modulated by a Hanning window. 

The S0 guided wave is generated by applying the in-plane displacement with 

the maximum amplitude of 1×10-6 m to the left end of the beam, and the 

displacement response is measured at Lm= 500 mm. Based on Equation (6.17), 

the first term on the right hand side of the equation accounts for the material 

nonlinearity and the other three terms address the geometric nonlinearity. This 

section considers three different situations: 1) linear, 2) only geometrically 
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nonlinear, and 3) nonlinear with both material and geometric nonlinearities. In 

the linear situation, the term NL

ijklmnQ  in Equation (6.15) is not considered in the 

simulation. For the geometrically nonlinear situation, the first term of right 

hand side of Equation (6.17), i.e. L

ijklmnQ , is neglected. For the nonlinear 

situation that considers both material and geometric nonlinearities, all the 

terms at the right hand side of Equation (6.17) are considered in the 

simulations. The calculated time-domain displacement responses of these 

three situations are shown in Figure 6.8.  

 

 

Fig. 6.8 The calculated time-domain displacement response at Lm=500 

mm for linear situation, and situations consider only geometric 

nonlinearity, and both material and geometric nonlinearities in the SFE 

simulation. 

From the time-domain signal shown in Figure 6.8, the difference between the 

nonlinear situations and the linear situation is hardly distinguished. Figure 6.9 

shows the FFT of the calculated displacement responses at Lm=500 mm for 

the three aforementioned situations. Compared with the time-domain signal, 

the second harmonic in the nonlinear situation (with geometric and material 

nonlinearities) is clear observed. Furthermore, the results show that the 

spectral amplitude of the second harmonic for the situation considering both 
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material and geometric nonlinearities is about 10 times greater than that of the 

situation considering only the geometric nonlinearity. This demonstrates that 

the second harmonic is mainly generated due to the material nonlinearity.  

 

 

Fig. 6.9 FFT of the calculated displacement responses at Lm=500 mm for 

linear situation, and situations consider only geometric nonlinearity, and 

both material and geometric nonlinearities in the SFE simulation. 

6.4.1.2 Influence of the numbers of cycles of the excitation 

signal 

The influence of the numbers of cycles of the excitation signal on the 

generation of second harmonic due to material and geometric nonlinearities is 

studied in this section. The excitation signals with 8, 12, 16 and 20 cycles are 

considered in this study. The signal is a 100 kHz narrow-band sinusoidal tone 

burst modulated by a Hanning window. The S0 guided wave is excited by 

applying the in-plane displacement with the maximal amplitude 1×10-6 m at 

the left end of the beam. The displacement responses are measured at Lm =500 

mm. The FFT of the displacement responses for the cases considering 

different numbers of cycles of the excitation signals are shown in Figure 6.10. 

The results show that the bandwidth of the fundamental and the second 

harmonic become wider for excitation signal with less numbers of cycles and 

the amplitude of the second harmonic increases with the number of cycles.  
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Fig. 6.10 FFT of the calculated displacement responses at Lm=500 mm 

for different excitation cycles. 

 

Fig. 6.11 The second harmonic amplitude versus the fundamental 

amplitude for varying number of cycles of the excitation signal. 

Figure 6.11 shows the second harmonic amplitude versus the fundamental 

amplitude for different numbers of cycles of the excitation signal. 

Analytically, because the relative nonlinear parameter   is a constant within 

the cumulated wave propagation distance x as shown in Equation (6.24), the 

ratio of the second harmonic amplitude to the square of the fundamental 

harmonic is also a constant from Equation (6.23). Therefore, the result is a 
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straight line in Figure 6.11. There are good agreements between the analytical 

results and the SFE simulated results for different numbers of cycles. Overall, 

it is found that the magnitude of the second harmonic induced due to the 

material and geometric nonlinearities increases with the numbers of cycles of 

the excitation signal.  

 

6.4.1.3 Excitation with different amplitudes 

The influence of the amplitude of the excitation signal on the second 

harmonic generation due to geometric and material nonlinearities is studied in 

this section. The excitation signal applied at the left end of the beam is a 100 

kHz narrow-band 16-cycle sinusoidal tone burst modulated by a Hanning 

window. Eight different amplitudes of the excitation signal are considered and 

magnitude increases from 1×10-6 m to 8×10-6 m with the step of 1×10-6 m. The 

displacement response is calculated at Lm =500 mm and the measured time 

duration is the same as that in Subsection 6.4.1.2. The amplitudes of the 

fundamental harmonic and second harmonic are extracted from the FFT of 

displacement responses. Figure 6.12 shows the second harmonic amplitude 

versus the fundamental amplitude for different excitation amplitudes, in which 

the asterisks denote the numerical results. The results in Figure 6.12 show that 

there is good agreement between results of SFE and the analytical results 

obtained from Equation (6.23). It is found that the second harmonic amplitude 

increases with the excitation amplitude.  
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Fig. 6.12 The second harmonic amplitude versus the fundamental 

amplitude for varying excitation amplitudes. 

6.4.2 Contribution of classical nonlinearity to contact 

nonlinearity 

The contribution of the material and geometric nonlinearities, and contact 

nonlinearity in the second harmonic generation is studied in this subsection. 

The excitation signal is a 100 kHz, narrow-band, 5-cycle sinusoidal tone burst 

modulated by a Hanning window. The S0 guided wave is excited by applying 

the in-plane displacement with the maximum amplitude of 1×10-6 m to the left 

end of the beam, and the displacement response is measured at Lm =0 mm. 

The breathing crack is located at Lc = 500 mm. Because the crack location Lc 

< 504 mm, it allows a simulation of the cumulated second harmonic generated 

from material and geometric nonlinearities as discussed in Section 6.3.1. 

 

Two situations are considered: 1) only contact nonlinearity and 2) both 

material and geometric nonlinearities, and contact nonlinearity in the SFE 

simulation. The spectral amplitudes at the second harmonic as a function of 

normalized crack depth (dc/h) are investigated for both situations. The short-

time Fourier transformed (STFT) is used to obtain the spectral amplitude of 

the second harmonic induced by the crack. Figure 6.13(a) shows an example 

of the spectrogram obtained from STFT, and the corresponding time-domain 
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displacement is shown in Figure 6.13(b). It should be noted that the amplitude 

of second harmonic guided wave reflected from the breathing crack is labelled 

as A2 in Figure 6.13(a), which is normalized by amplitude of the fundamental 

harmonic A1 of the incident guided wave.  

 

 

Fig. 6.13 (a) Spectrogram obtained by STFT and (b) the corresponding 

time domain displacement response. 

 

Fig. 6.14 Normalized second harmonic amplitude of the displacement 

responses as a function of normalized crack depth (dc/h). 
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Figure 6.14 shows the ratio of the second harmonic amplitude of the wave 

reflected from the crack (A2) to the fundamental harmonic amplitude of the 

incident wave (A1) as a function of normalized crack depth (dc/h). The results 

show that the amplitudes of the second harmonic calculated by the SFE model 

with the effect of both material and geometric nonlinearities, and contact 

nonlinearity are in general greater than that results calculated by the SFE 

model considering only the contact nonlinearity. In the case when the crack 

size is small, the second harmonic amplitude is mainly contributed by the 

contact nonlinearity. This can be explained by the fact that the amplitude of 

the wave reflected from the small size of the crack is small and Figure 6.12 

shows that the contribution to the second harmonic amplitude by the material 

nonlinearity is linear proportional to the wave amplitude. As the amplitude of 

the reflected wave is small, the material nonlinearity has only a very small 

contribution to the second harmonic generation. In the case when the crack 

size is large, although the contribution of the material nonlinearity to the 

second harmonic generation is larger (because the amplitude of the reflected 

wave is larger), the second harmonic amplitude is still mainly contributed by 

the contact nonlinearity. The largest difference of the ratio of the second 

harmonic amplitude of the wave reflected from the crack to the fundamental 

harmonic amplitude of the incident wave is less than 3%.  

 

6.5 Conclusions 

This study has proposed a time-domain SFE modelling of second harmonic 

generation of nonlinear guided wave in beam structures, which allows take 

into account both material and geometric nonlinearities, and contact 

nonlinearity. Specifically, the material and the geometric nonlinearities have 

been modelled by adapting the constitutive relation between strain and stress 

using a second order approximation, and the contact nonlinearity resulted 

from a breathing crack has been simulated by a bilinear SFE crack model. The 

time-domain SFE simulations of the second harmonic generation due to 

material and geometric nonlinearities, and contact nonlinearity have been 

validated using analytical results and 3D FE simulations, respectively. The 
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results show that the time-domain SFE method is able to provide an accurate 

prediction in the second harmonic generation.  

 

A series of numerical case studies have been carried out to investigate the 

influence of the material and geometric nonlinearities and contact nonlinearity 

on the generation of second harmonic using the proposed SFE model. The 

numerical case studies have considered the generation the second harmonic 

due to the material and geometric nonlinearities. The results have shown that 

the material nonlinearity in the contribution to the generation of the second 

harmonic is much greater than geometric nonlinearity. In addition the 

amplitude of the second harmonic increases with the number of cycles and 

amplitude of the excitation signal. The numerical case studies have also 

investigated the amplitude of the second harmonic generation at a breathing 

crack, in which the time-domain SFE model takes into account both material 

and geometric nonlinearities and contact nonlinearity. The spectral amplitude 

of the second harmonic has been studied as a function of the normalized crack 

depth. The results have shown that the contribution of the material and 

geometric nonlinearities to the second harmonic is generally smaller that the 

contact nonlinearity. It has also shown that as the crack size becomes smaller, 

the second harmonic due to the material and geometric nonlinearities become 

smaller. In general the material and geometric nonlinearities can be ignored in 

the practice of damage identification. Overall the numerical case studies have 

gained insights into the second harmonic generation due to the material and 

geometric nonlinearities and contact nonlinearity. The findings of this study 

could further advance the development of damage detection using second 

harmonic generation of nonlinear guided wave. 
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Chapter 7  

Conclusions and recommendations 

7.1 Conclusions 

Damage detection is one of the key components for structural health 

monitoring (SHM). It provides valuable information of any damage and 

deterioration at the early stage. The model-based approach has the potential to 

provide satisfying damage identification results. However, existing modelling 

methods are hard to provide both accurate and efficient simulation for the 

model-based approach. The optimisation methods solve the inverse algorithm 

for the model-based approach also confront similar difficulty in the efficiency 

and accuracy in identifying multiple damages. 

 

The research focus on developing and improving both the modelling and 

optimisation methods for the model-based approach. The major research 

contributions and outcomes of the thesis are listed as follows: 

 

1. An efficient time-domain spectral finite element (SFE) model has been 

proposed to simulate the guided wave propagation and interaction with 

an open crack in a beam. An SFE crack element has been developed to 

accurately simulate the crack-wave interaction. The mode-converted 

guided wave induced by the crack is simulated by coupling the 

longitudinal, transverse and rotational displacement in the SFE crack 

element. Good agreement from finite element (FE) validation 

demonstrates the accuracy of the propose SFE model in simulating 

guided waves in the cracked beam for damage identification. 

Parametric studies provide physical insight into the crack-wave 
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interaction with different crack depth for both transmitted and 

reflected guided waves.  

 

2. Multiple cracks identification in an aluminium beam has been 

achieved using the model-based approach. The developed SFE model 

with the developed SFE crack element has been successfully applied 

in the identification. The Bayesian methods implemented with the 

Transitional Markov Chain Monte Carlo (TMCMC) sampler has been 

proposed to solve the optimisation problem for the model base 

approach. The number of cracks, the location and the size of the crack 

have been identified with providing corresponding uncertainties. 

Successful experimental verification using the guided wave data 

obtained from laser vibrometer proved the practicability of the 

proposed approach for isotropic material.  

 

3. Multiple delaminations identification in a composite beam has been 

successfully conducted using the model-based approach. The 

developed SFE model has been extended to simulate guided waves in 

delaminated composite beams. The Bayesian methods combined with 

the Subset simulation (SuS) has been proposed to identify the multiple 

delaminations in the beam. The number of delaminations, and the 

location and the length of each delamination have been accurately 

characterised with quantifying associated uncertainties. Successful 

experimental identification using laser vibrometer proved the 

practicability of the proposed approach for composite structures.  

 

4. The developed SFE method has been extended to the simulation of 

nonlinear guided waves resulted from classical nonlinearity and 

contact nonlinearity, respectively. The effectiveness of the simulation 

of the classical nonlinearity has been validated analytically, where that 

of the contact nonlinearity has been validated numerically using FE 

method. Parametric studies provide physical insights into the 

performance of nonlinear guided waves resulted from contact 



Chapter 7 

 

236 

 

nonlinearity. The results suggest that when using S0 guided wave as 

incident wave, the mode-converted second harmonic is more sensitive 

to small cracks.  Parametric studies also show that the classical 

nonlinearity has minor contribution to the generation of the second 

harmonic compared with that of contact nonlinearity. This indicates 

that the classical nonlinearity can be ignore in the identification of 

contact-type damages. 

 

7.2 Recommendations 

It should be noted that there are some limitations in this research. Further 

work is recommended for the future research as follows: 

 

1. The model-based approach only employs the one-dimensional (1D) 

SFE method. This limits the accurate identification of damages with 

more complicated geometry. Future work is suggested to extend the 

SFE method to three-dimensional (3D) situation and implement more 

precise damage model. 

 

2. The 3D SFE model is, however, inefficient for the model-based 

approach. This is because in the process of identification, there will be 

numerous (e.g. 50,000) times of simulation using model-based 

approach. The sum up of the computational time for each simulation 

run will result in a large amount of time. Therefore, future effort is 

suggested to focus on improving the efficiency of the modelling 

method. 

 

3. The nonlinear guided wave simulated by the 1D SFE method has not 

been experimentally validated due to the laboratory limitation. Thus, 

the proposed SFE model is open to further improvement when the 

experimental data is available.  
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4. The nonlinear guided wave has not been employed for the model-

based damage identification. The nonlinear guided wave is more 

sensitive to small and contact-type of damage. It has the potential to 

achieve better accuracy for the damage identification. Therefore, 

further research is suggested to apply the nonlinear guided wave to the 

model base approach for damage identification. 
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