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Abstract 

Nanoparticles prepared by the reprecipitation of conjugated polymers are an exciting 

development in the field of biological imaging and fluorescence sensing. The colloidal 

stability of these hydrophobic polymers in aqueous suspension was found to originate 

from the surface charge density of ~15 mC/m
2
, which is in part attributed to negatively 

charged functional groups produced by polymer oxidation.  

The suitability of these nanoparticles in traditional conjugated polymer applications, 

such as polymer photovoltaics, was also investigated using femtosecond fluorescence 

upconversion and transient absorption spectroscopies. Polarisation resolved studies of 

energy transfer in highly compact nanoparticles and extended polymer conformations 

showed the nanoparticles exclusively undergo intermolecular energy transfer. These 

observations were supported by energy transfer simulations on polymer structures 

obtained from coarse-grained molecular dynamics simulations.  

Next, the recombination of polarons in composite rr-P3HT/PCBM nanoparticles, 

dominated by geminate recombination below 10 wt% PCBM, was demonstrated using a 

one dimensional diffusion model. This model also yielded the P3HT domain size of 

~5 nm, which confirms these nanoparticles can serve as a model system for probing 

charge generation and recombination processes in device-like environments.  

Finally, the power dependent exciton decay in highly ordered nanowires yielded an 

exciton diffusion length of 11 ± 3 nm, which is toward the upper limit of diffusion 

lengths reported for annealed P3HT films. This data indicates the gentle solution based 

crystallisation of nanowires is a promising route for enhancing the performance of bulk 

heterojunction devices.  
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1 Introduction 

1.1 Conjugated Polymers 

The discovery and development of conjugated polymers by Shirakawa, MacDiarmid 

and Heeger [1,2] for which they were awarded the Nobel Prize in Chemistry, have 

resulted in a new generation of photovoltaic and electroluminescent devices. These 

materials, often called ‘conductive polymers’, are suited to such applications as the 

alternating single and double bond structures offer both optical activity and electrical 

conductivity. Since the initial discovery of polyacetylene, many new classes of 

conjugated polymers have been synthesised for optimal performance in their intended 

application. Early examples of polymer photovoltaics [3] and polymer light emitting 

diodes (PLEDs) [4] were reported in the 1990s using poly para-phenylene vinylene 

(PPV) polymers. More recently, polythiophenes and polyfluorenes have become 

popular alternatives due to their superior performance. The general chemical structures 

of these well-known polymer classes are shown in Figure 1.1.  
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Figure 1.1: General chemical structures of PPV (left), polythiophene (centre) 

and polyfluorene (right) 

The impressive optical and electronic properties of conjugated polymers are a result 

of the conjugated π–system. The π–electrons are not delocalised along the entirety of 

the polymer backbone, but rather are divided into many relatively small segments called 

‘chromophores’ by conjugation defects, each containing several monomer units [5,6]. 

The nature of these defects is specific to the class of polymer. Worm-like polymers, 

such as polythiophenes, contain torsional defects where the dihedral angle between 

adjacent monomers cause gradual deviation from planarity over several monomer units 

[7]. Conversely, PPVs contain tetrahedral chemical defects from incomplete synthetic 

steps resulting in rigid segments punctuated by kinks allowed by the high flexibility of 

consecutive saturated carbon bonds [5,8]. Regardless of the polymer, these defects are 

randomly positioned throughout the polymer producing a distribution of chromophore 

lengths, and therefore energies. This distribution of chromophore lengths, is highly 

sensitive to the chemical environment of the polymer [9]. Therefore, the selection of 

side chain becomes important as it has the ability to alter the solubility of the polymer 

and the extent of inter/intra-chain interactions [10,11]. Such properties are crucial for 

the performance of conjugated polymer based devices [12]. Furthermore, the nature of 

the heteroatom present in some classes of conjugated polymers allows for subtle 

manipulation of the electronic properties for the desired application [13,14]. For 

example, substituting the sulphur atom of a regioregular polythiophene with selenium 
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reduces the band-gap by around 0.3 eV, increasing the light harvesting capability of 

these polymers in polymer photovoltaic cells [15]. 

1.2 Optical Processes 

The absorption of light with appropriate energy by a chromophore promotes an 

electron from the highest occupied molecular orbital (HOMO) to the lowest unoccupied 

molecular orbital (LUMO) producing a molecular excited state, called an exciton. The 

exciton includes both the excited electron and the positively charged hole that remains 

in the state occupied by the electron before excitation. The oppositely charged electron 

and hole are bound by their electrostatic attraction with a typical binding energy (i.e. the 

difference in energy between the bound electron-hole pair and the separated charges) on 

the order of 0.1 eV in organic semiconductors. In conjugated polymers this π-π* 

transition is often referred to as the band-gap as the distribution of chromophore 

energies creates electronic band structures, where the HOMO and LUMO correspond to 

the valence and conduction bands, respectively. This absorption step (A) and the 

processes that follow are shown in Figure 1.2.  
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Figure 1.2: Jablonski diagram illustrating fundamental photophysical processes. The three 

lowest vibrational levels (0, 1 and 2) of each electronic state are also shown.  

Depending on the energy of the photon being absorbed it is possible to promote the 

electron to a higher excited state. Generally, electrons in this higher excited state relax 

very rapidly and non-radiatively back to the first excited state (S1) by internal 

conversion. Here it is assumed the ground state of the molecule is a singlet state where 

there is no net spin, which is often the case. Alternatively, the first excited state may 

also be populated directly by absorption of lower energy photons. These vibronic 

transitions originate from thermally populated vibrational levels of the ground 

electronic state and promote electrons to various vibrational levels of the first excited 

state. The intensities of these vibronic transitions depend on the Franck-Condon overlap 

and the Born-Oppenheimer approximation. The Born-Oppenheimer approximation 

assumes that due to the substantially smaller mass of an electron relative to the nuclei of 

the molecule, electronic transitions occur instantaneously with respect to the position of 

the nuclei. As a result, the electronic transitions and vibrational motions of a molecule 

are treated separately; an effect that can also be extended to rotational and translational 

motions due to their increasing timescales. In other words, for a vibronic transition to 

occur the Born-Oppenheimer approximation requires the nuclear geometry of the final 
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state must be unchanged from the initial state. Therefore, the transitions are limited to 

those involving vibrational states in the upper electronic state that can access the same 

molecular geometry as the lower state. The probability of a transition also depends on 

the overlap of the wavefunctions for each vibrational state, which describe the 

probability of finding the molecule in any given geometry. These wavefunctions are 

generally at a maximum at the extremes of vibrational motions as molecules will 

occupy these geometries for longer periods of time and are therefore more likely to 

exist when light is incident on the molecule. These considerations that describe the 

intensity of vibronic transitions yield the Franck-Condon principle. 

Within S1 electrons typically undergo vibrational relaxation to the lowest vibrational 

level. From this lowest vibrational level there are several relaxation pathways through 

which the electron can return to the ground electronic state (S0) including internal 

conversion (IC), fluorescence (F) and intersystem crossing (ISC). There may be other 

non-radiative decay pathways, such as solvent quenching or exciton annihilation, 

depending on the nature of the sample and excitation conditions. All these relaxation 

processes that originate from the lowest vibrational level of S1 are in competition with 

each other. The rates for each process will determine the proportion of molecules that 

relax by that pathway, which is conveniently expressed by the quantum yield. The 

quantum yield of fluorescence (𝜙𝐹) is particularly important for energy transfer. It is 

expressed as  

 𝜙𝐹 =
𝑘𝐹

∑ 𝑘𝑖𝑖
 (1.1) 

where 𝑘𝐹 is the rate of fluorescence and 𝑘𝑖 is the rate of each relaxation process that 

originates from S1. The rate of fluorescence decay and the fluorescence quantum yield 
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are important factors for the efficiency of energy transfer. In the case of intersystem 

crossing the electron transitions to an excited triplet state, in which there are two 

unpaired electrons with a non-zero total spin, may then undergo phosphorescence (P) to 

return directly to S0. Alternatively, another intersystem crossing step will return the 

electron to higher vibrational levels of S0, where it can relax by internal conversion. 

Both fluorescent and phosphorescent transitions originate from the lowest vibrational 

level of their respective electronic states and return to any of the vibrational levels of S0 

with sufficient Franck-Condon overlap, resulting in emission spectra with vibronic 

structure.  

1.3 Energy and Charge Transfer 

Further to these fundamental photophysical processes, excitation energy transfer 

(EET) is another important non-radiative process that occurs in conjugated polymers. It 

involves the transfer of energy from an excited state donor chromophore to a ground 

state acceptor chromophore of comparable energy, resulting in deactivation of the donor 

and excitation of the acceptor. The donor transfers energy to the acceptor from the 

ground vibrational state of S1, or ‘vibrationally relaxed state’ (VRS), in accordance with 

the Born-Oppenheimer approximation and the conservation of energy. This event 

produces an acceptor in an excited vibrational state, called the local exciton ground 

state (LEGS), which undergoes rapid vibrational relaxation to the lowest vibrational 

level generating a new VRS that can serve as the donor for any subsequent energy 

transfer steps. The relaxation from LEGS to VRS is accompanied by localisation of the 
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exciton; this process is shown in Figure 1.3. There is no reabsorption of radiative 

emission or transfer of charge as this process is purely a transfer of energy. 

 

Figure 1.3: Energy transfer from the VRS to a LEGS followed by dynamic localisation to form 

a new VRS. Adapted from Ref [16]. 

In many applications of EET the donor and acceptor chromophores are chemically 

different [17]. However, energy transfer also occurs between molecules of the same 

chemical species or, in the case of conjugated polymers, different chromophores of the 

same molecule, where it is termed homotransfer. EET encompasses both the Dexter and 

Förster mechanisms. Dexter energy transfer concerns short range (< 1 nm) energy 

transfer where the excited electron of the donor is transferred to the LUMO of the 

acceptor. Simultaneously, an electron from the HOMO of the acceptor is transferred to 

the HOMO of the donor to complete the exchange, as shown in Figure 1.4. In this 

process there is no net transfer of charge. For electron exchange to occur there must be 

some overlap between the donor and acceptor wavefunctions, which decreases 

exponentially as the separation of donor and acceptor increases. 
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Figure 1.4: Dexter (top) and Förster (bottom) mechanisms of energy transfer. 

Conversely, the range of Förster resonance energy transfer is much greater (~10 nm) 

because overlap of electronic wavefunctions is not necessary. Instead, the oscillating 

dipole of the donor induces an oscillation in the dipole of the acceptor. In this way, the 

energy transfer event causes relaxation of the donor and excitation of the acceptor, as 

shown in Figure 1.4. Unlike the Dexter energy transfer mechanism, this dipole-dipole 

interaction is subject to selection rules and therefore only occurs between pairs of 

singlet or triplet states. Förster energy transfer is the dominant mechanism of energy 

transfer for singlet excitons in conjugated polymers and is crucial to the performance of 

optoelectronic devices.  

Several factors govern the rate of Förster energy transfer (𝑘𝐸𝑇) between donor and 

acceptor chromophores including the separation distance (𝑟), their relative orientation 

(𝜅) and the spectral overlap between the normalised fluorescence of the donor (𝐹𝐷) and 

the molar absorptivity of the acceptor (𝜀𝐴) as a function of wavelength (𝜆) according to  

 𝑘𝐸𝑇 =  
𝜙𝐷𝜅2

𝜏𝐷𝑟6
(

9000 ln(10)

128 𝜋5 𝑁 𝑛4
) ∫ 𝐹𝐷(𝜆)

∞

0

𝜀𝐴(𝜆)𝜆4𝑑𝜆. (1.2) 
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Here, 𝑛 is the refractive index of the medium, 𝑁 is Avogadro’s number, and 𝜏𝐷 and 𝜙𝐷 

are the fluorescence lifetime and fluorescence quantum yield of the donor in the 

absence of the acceptor, respectively [18]. Due to the strong dependence on the donor-

acceptor distance, Forster energy transfer is limited to around 10 nm. The orientation 

factor (𝜅) depends on the angles, shown in Figure 1.5, made by donor (𝜃𝐷) and acceptor 

(𝜃𝐴) transition dipole with the line joining them, and the angle between the planes in 

which the donor and acceptor transition dipoles lie (𝜙) according to 

 𝜅2 = (sin 𝜃𝐷 sin 𝜃𝐴 cos 𝜙 − 2 cos 𝜃𝐷 cos 𝜃𝐴)2. (1.3) 

The maximum value of κ is achieved when the donor and acceptor dipoles are collinear, 

while any donor-acceptor pair arranged orthogonally will produce the minimum value 

of zero. This equation describes the point-dipole approximation, which is acceptable 

when considering small molecules or chromophores; however, excitons in conjugated 

polymers can be delocalised over several nanometers. Therefore, it is necessary to 

employ the line-dipole approximation where the transition dipole moment is divided 

into sub-segments corresponding to each monomer unit of the chromophore [7,19].   
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Figure 1.5: The angle of the donor (𝜽𝑫) and acceptor (𝜽𝑨) transition dipole moments with the 

line connecting them (dashed) and between the planes in which the dipole moments lie (𝝓). 

Adapted from Ref. [17]. 

Energy transfer is greatly enhanced by aggregation of the polymer; however, there 

are also important changes to the electronic structure of the polymer associated with 

aggregation that must be considered [20,21]. There are two extremes of aggregate 

behaviour, H-aggregates, produced through face-to-face stacking of chromophores, and 

J-aggregates, which are a result of end-to-end stacking of the chromophores, as shown 

in Figure 1.6. For the simplest case of an aggregate containing only two chromophores, 

splitting of the excited state occurs for both types, corresponding to the parallel and 

anti-parallel alignment of the dipole moments [22]. The parallel arrangement enhances 

the overall dipole moment and therefore strengthens the transition, while the transition 

for the anti-parallel case is significantly weaker. For multichromophoric aggregates, this 

results in the formation of electronic bands containing states corresponding to all the 

possible dipole alignment combinations [20]. These changes to the observed electronic 

transition energies result in blue and red shifts for H- and J-aggregates, respectively. 

However, there are other influences on the energy of these transitions, such as 

solvatochromism and changes in the distribution of chromophore lengths, which are 

more significant. Therefore, it is not advisable to rely on spectral shifts alone to assign 

the presence of H- or J-aggregates. In fact, aggregates of conjugated polymers do not 

Donor
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follow either description, but rather exhibit components of each [23]. Therefore, a more 

robust indicator of aggregate behaviour as proposed by Spano [24], using the ratio of 

transition intensities for the two lowest energy vibronic transitions, is necessary. For H-

aggregates the ratio of these transitions (𝐴0−0 𝐴0−1⁄ ) decreases upon aggregation due to 

the excitonic coupling between chromophores. Excitonic coupling induces a vibrational 

excitation in chromophores in close proximity to the vibronically excited chromophore, 

which is the vibronic analogy of a polaron, hence they are often referred to as excitonic 

polarons. As a result, coupling occurs between vibronically excited excitons in different 

upper vibrational states of the allowed aggregate transitions causing a redistribution of 

oscillator strength and the change in vibronic transition intensities. This relationship 

between the type of aggregate and relative transition intensities is used later in Chapter 

6 to determine the degree of order in polymer nanostructures.  

 

Figure 1.6: Electronic states of H-aggregates (left) and J-aggregates (right). Solid and dashed 

lines indicate allowed and forbidden transitions, respectively. The molecular alignments that 

consitute each aggregate type are also shown. Adapted from Ref [20]. 

Aggregation is also well-known to promote the photogeneration of localised charges 

on polymer segments called polarons [25-27]. A polaron is an unbalanced charge 
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localised on a polymer segment and the induced polarisation in the electron distribution 

of surrounding segments that contributes to the stabilisation of the charge. For some 

conjugated polymer structures interchanging double and single bonds of the conjugated 

backbone will result in an unchanged electronic structure; these are degenerate ground 

state polymers. The alternative, non-degenerate ground state polymers, have two 

distinct electronic structures of differing energy. The polyfluorenes, polythiophenes and 

PPVs used in this work are all examples of non-degenerate ground state polymers. The 

energy difference between the lower energy aromatic and higher energy quinoid ground 

state structures is necessary for the generation of polarons in these polymers. The 

chemical structures of these aromatic and quinoid forms of polythiophene are shown in 

Figure 1.7. Positive or ‘hole’ polarons form oxidatively, while negative polarons 

correspond to an excess electron. Photogeneration of either type of polaron creates two 

new electronic states within the optical band-gap. Of the newly available transitions 

involving these states only two (P1 and P2) are allowed by symmetry rules; these are 

shown for the hole-polaron in Figure 1.7.  

 

Figure 1.7: The chemical structures of the aromatic and quinoid forms of polythiophene (left) 

and the allowed optical transitions of a photogenerated hole-polaron (right). 

As polarons can be produced by photoexcitations, they affect the excitonic properties 

of the polymer, most importantly, the fluorescence quantum yield through exciton-
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charge annihilation [28,29]. The factors controlling the proportion of photoexcitations 

that generate polarons are not well understood; however, interchain interactions are 

thought to be crucial. This view is supported by several studies investigating the 

polaron formation in film and solution samples [30-32]. The relatively short separation 

between polymer chains in films allows polarons to delocalise over adjacent chains 

inhibiting their recombination. This is enhanced through addition of an electron 

accepting material. The greater electron affinity of the acceptor aids the separation of 

charges with the positive polaron remaining in the electron donor and the negative 

polaron being transferred to the acceptor. This phenomenon is the operating principle of 

organic photovoltaics and will be discussed further in the next section.  

1.4 Polymer Photovoltaics 

Polymer bulk heterojunction devices, first demonstrated by Heeger et al. [3], have 

been the subject of huge investment by academic and commercial institutions. These 

devices provide an alternative to existing silicon-based photovoltaic cells. Polymer 

photovoltaics utilise a combination of donor, with low electron affinity (p-type), and 

acceptor semiconductors with high electron affinity (n-type) to produce a p-n junction. 

Typically, conjugated polymers and substituted fullerenes are used as the donor and 

acceptor, respectively. The difference in electron affinity of these two materials 

produces an offset in the LUMO energy levels that drives charge transfer, shown in 

Figure 1.8. This offset must be greater than the binding energy of the exciton for 

dissociation to be an energetically favourable process.  
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Figure 1.8: Energy level diagram (left) and architecture (right) of a bulk heterojuction organic 

photovoltaic device. 

In a device, light is absorbed by the conjugated polymer generating an exciton that 

migrates through the conjugated polymer layer via energy transfer. As the exciton must 

reach the donor-acceptor interface to undergo charge separation, the range of exciton 

diffusion or migration is an important property of the donor material. This is quantified 

by the exciton diffusion length (𝐿𝑒𝑥), which is related to the diffusion coefficient (𝐷) 

according to 

𝐿𝑒𝑥 = √𝐷𝜏𝑟, 

where the exciton lifetime exciton (𝜏𝑟) is the time required for the exciton to regenerate 

the neutral ground state. This equation assumes the exciton diffusion occurs in only one 

dimension and is typically limited to tens of nanometres in conjugated polymers. Much 

longer diffusion lengths from 1 µm to 300 µm have reported for other photovoltaic 

technologies including perovskites [33] and traditional silicon [34].  Therefore, 

maximising this parameter in polymer photovoltaics is critical to their potential for 

widespread use. If the exciton reaches the electron acceptor interface a charge transfer 

state is formed where the electron resides in the acceptor layer and the hole remains in 

the conjugated polymer. At this point the two charges are still bound by coulombic 

attraction and may undergo geminate recombination. However, if they possess the 
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required energy, they can successfully separate into free charges and travel to the 

electrodes for charge collection. At any time within the active layer, separated charges 

may encounter an opposing charge with which to recombine. This is called bimolecular 

recombination. Both geminate and bimolecular recombination prevent charges from 

reaching the electrodes and are therefore undesirable loss pathways.  

Nanostructure and device morphology have been identified as two areas that can 

mitigate the losses that result from geminate and bimolecular recombination and the 

short exciton diffusion lengths exhibited by conjugated polymers. Originally, organic 

photovoltaics were bilayer devices where the donor and acceptor are deposited 

individually, one on top of the other [35,36]. The thickness of the conjugated polymer 

layer in these devices must be comparable to the exciton diffusion length, as any 

excitons generated further from the interface will not undergo charge separation before 

relaxation occurs. Furthermore, such thin films are not capable of absorbing all the 

available solar radiation within the polymer absorption spectrum resulting in reduced 

overall efficiencies [37]. This limitation has been addressed through the use of bulk 

heterojunction device structures. The efficiency of a bulk heterojunction is less sensitive 

to the thickness of the polymer layer, allowing the thickness of these layers to exceed 

100 nm and maximise light absorption [38]. The interpenetrating donor and acceptor 

layers of these devices are also favoured as it provides a much larger interfacial surface 

area than the bilayer design. Therefore, the average distance between excitation and the 

interface is much shorter in the bulk heterojunction, increasing the yield of free charges. 

Further improvements are afforded by thermal annealing of the blend films, which 

induces crystallisation and phase separation of the donor and acceptor materials [39].  
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Thermal annealing also permits the reorganisation of the polymer chains, which 

crystallise during cooling, dramatically increasing charge mobility [40]. Unfortunately, 

crystallisation of the polymer layer is hindered by the presence of the electron acceptor, 

preventing long range order [41,42]. This limitation has been addressed by preparing 

high aspect-ratio polythiophene nanowires prior to film casting. These nanowires are 

produced by a bottom-up, self-assembly process rather than more conventional top-

down approaches, such as nanoimprint lithography [43]. The technique requires the 

dissolution of the polymer at elevated temperatures followed by gentle cooling, which 

induces crystallisation [44]. This self-assembly approach yields highly ordered polymer 

domains and allows great control over the device morphology. More details regarding 

the preparation of these nanowires can be found in the introduction of Chapter 6. So far, 

the efficiency of nanowire devices is slightly below thermally annealed blend films 

[45,46]. This discrepancy can potentially be addressed through improved orientation of 

the nanowires, which are typically parallel to the electrodes when cast in films [47].  

Similarly, devices incorporating polymer nanoparticles have been prepared, albeit 

with very low efficiencies [48,49]. The maximum efficiency of 0.55% was reported by 

Andersen et al. [50], for nanoparticles of a low band-gap polymer PSBTBT. Typically, 

aqueous suspensions of these nanoparticles are produced by the mini-emulsion 

technique, which requires the combination of polymer solution in an organic solvent 

with a solution of surfactant molecules under agitation. The organic solvent is then 

removed by gentle heating while stirring continues to produce the ~50 nm diameter 

particles [51,52]. The poor performance is thought to stem from the disruption of 

charge transport between neighbouring particles caused by the presence of the 

surfactant layer [53,54]. So far, there has been little investigation into the use of 

polymer nanoparticles prepared by surfactant-free reprecipitation in photovoltaic 
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devices. One study by Darwis et al. [55], has shown this approach can achieve similar 

performance to devices containing nanoparticles prepared by mini-emulsion. The 

results of the nanoparticle studies presented in this thesis are also relevant to areas 

beyond these device studies, which are briefly reviewed in the following section. 

1.5 Conjugated Polymer Nanoparticles 

Preparation of conjugated polymer nanoparticles by reprecipitation was first reported 

by Wu et al. [56], with a vision of their development as fluorescence probes for 

biological imaging [57-62]. They offer high brightness in a surfactant-free particle with 

a smaller radius than most other varieties of fluorescent nanoparticles and greater 

photostability than CdSe quantum dots [63]. The photostability and fluorescence 

quantum yield of conjugated polymer nanoparticles are enhanced by encapsulation in a 

silica shell that also provides a handle for biofunctionalization [56]. Additionally, the 

conjugated polymers are thought to have very low cyto- and phototoxicity giving them 

an inherent advantage over many varieties of quantum dots when used in live biological 

systems [64]. The first example of live cell imaging using nanoparticles prepared using 

this method showed the successful uptake of the nanoparticles through endocytosis by 

macrophage cells [65]. Subsequent studies have extended the cellular imaging 

capabilities by employing single particle tracking for elucidating cellular mechanisms 

or biofunctionalization of the nanoparticle exterior for binding specificity [62,66]. 

Surface modification using biocompatible polymers, such as PSS and a combination of 

PSS with PMANa, further stabilised the nanoparticle suspension as indicated by the 

change in zeta-potential from –35 mV to –55 mV for the bare and PSS/PMANa coated 

nanoparticles, respectively. This study by Jin et al. [62], also functionalised PFBT 
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nanoparticles with streptavidin, which were successfully bound to the biotinylated 

antibodies on the surface of target MCF-7 breast cancer cells. Nanoparticles prepared 

from low band-gap conjugated polymers have been used to thermally ablate cancer cells 

[67]. Exciting the low band-gap polymer causes heating of the surrounding environment 

through vibrational relaxation, which is capable of destroying nearby colorectal cancer 

cells.  

Early in their development, the potential of small molecule doped conjugated 

polymer nanoparticles for fluorescence based molecular sensing was realised. These 

sensors are typically prepared by adding the hydrophobic stimuli responsive small 

molecule to the precursor polymer solution. When this solution is rapidly exposed to a 

larger volume of water, the additive is encapsulated by the polymer as the interaction 

between the polymer and additive is preferable to its exposure to water. To date, 

fluorescence sensors for measuring pH [68], temperature [69], and the concentration of 

molecular oxygen [64] and metal ions [70,71] have been prepared. In particular, 

mercury ion sensors prepared by doping PFBT nanoparticles with rhodamine B 

spirolactam dyes boast a detection limit of 0.7 ppb, which are up to ten times more 

sensitive than other reported fluorescence-based mercury ion sensors in aqueous media 

[72]. The specificity arises from the reaction of the non-fluorescent rhodamine B 

spirolactam derivative with Hg
2+

 ions producing another rhodamine B derivative that is 

highly fluorescent and has an absorption spectrum that overlaps well with the PFBT 

emission allowing FRET to occur efficiently. Furthermore, such high sensitivities are a 

result of amplified quenching, a process that exploits the energy transfer capability of 

conjugated polymers to funnel the excitation energy from several chromophores to a 

single small molecule quencher. In this way, the presence of few quenchers can 

dramatically attenuate the fluorescence from the sensor. Similarly, the specificities of 
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the other small molecule sensors mentioned previously are well-known. The molecular 

oxygen sensor described by Wu et al. [64], exploits the high intersystem crossing yield 

of platinum (II) centred octaethylporphyrin. Once the triplet state is formed it undergoes 

triplet-triplet annihilation with ground state O2, which quenches the phosphorescence of 

the porphyrin. Temperature sensing was achieved using rhodamine B, which exhibits a 

linear relationship between the decrease in emission intensity and the increase in 

temperature when incorporated into PFBT nanoparticles. The pH sensor synthesised by 

Chan et al. [68], used another common fluorescent dye, fluorescein isothiocyanate, 

which shows pH dependent emission intensity. These dye molecules were covalently 

linked to the thiol– or amide–functionalised nanoparticles of the conjugated polymer 

PPE, which possesses strong spectral overlap with fluorescein. Additionally, as the 

emission of PPE, which is not strongly pH dependent, was used as an internal reference. 

These sensors are all ratiometric and sensitive across physiologically relevant ranges 

with excellent reversibility, which make them appropriate for in vivo studies; however, 

as mentioned earlier the additives must be adequately hydrophobic to be trapped within 

the polymer nanoparticle during preparation, which limits the range of possible 

analytes.  

More recently, the viability of nanoparticle structures in conventional conjugated 

polymer applications has been investigated [73-79]. Enhancement of the fluorescence 

quantum yield in films of polyfluorene nanoparticles, to 0.68 from between 0.23 and 

0.44 for films of varying thickness, demonstrated that these nanostructures may offer 

improved performance in polymer light emitting diodes [80]. The increase in 

fluorescence quantum yield was greatest for smaller nanoparticles with diameters 

shorter than 30 nm and was thought to be caused the reduction of interchain interactions 

that result from the isolation of single nanoparticles compared to bulk films. Conjugated 
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polymer nanoparticles have also been used to investigate the dependence of energy and 

charge transfer on polymer nanostructure in bulk heterojunction devices. They provide 

a convenient model system that exhibits bulk-like properties without the heterogeneity 

of films or devices [81-84]. Hu et al., prepared nanoparticles of P3HT doped with 

PCBM to demonstrate the influence of PCBM concentration on the morphology within 

P3HT domains using single molecule spectroscopy [77,78]. These studies identified 

two distinct emitting states in these nanoparticles corresponding to π-stacked P3HT 

crystals with spacings of 3.8 Å and 4.5 Å, the relative abundance of which is dependent 

on the concentration of PCBM. Crystals with the shorter spacing are more prevalent at 

higher PCBM concentrations as the presence of the electron acceptor increases the tilt 

of the hexyl side chain preventing their interdigitation with those of neighbouring 

segments. Further studies showed the charge storage capability of capacitors containing 

these composite nanoparticles may be useful for photocontrolled memory devices and 

photoresponsive organic field effect transistors [85]. In such devices, the active 

elements can be as small as a single nanoparticle. Another example of this 

photoswitching effect was reported by Davis et al. [86], who demonstrated FRET-based 

fluorescence quenching of MEH-PPV nanoparticles by doping with a diarylethene 

derivative. This dopant undergoes photoinduced cyclisation when exposed to UV 

irradiation causing a change in the absorption spectrum that overlaps with the emission 

of the polymer and quenches the fluorescence; and effect that is reversed by irradiation 

with visible light. 
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1.6 Summary 

Photophysical processes, including energy and charge transfer, of the conjugated 

polymers used in this work have been extensively studied since their photovoltaic 

capability was demonstrated over 20 years ago. More recent developments in polymer 

photovoltaics have focussed on the design of polymer nanostructure to overcome the 

limited exciton diffusion lengths. Therefore, it is necessary to consider the influence of 

polymer aggregation on these important processes for identification of optimal device 

structure and morphology. In this work, the viability of polymer nanoparticles and 

nanowires in these applications will be assessed through the probing of their physical 

and optical properties. Additionally, these results have implications for fluorescence 

imaging and sensing applications, which will also be considered.  
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2 Experimental Details 

2.1 Materials 

The conjugated polymers poly(9,9-dihexylfluoreneyl-2,7-diyl) (PDHF, MW = 103 

kDa), poly(9,9-dioctylfluoreneyl-2,7-diyl) (PDOF, MW = 49 kDa), poly[{9,9-dioctyl-

2,7-divinylenefluorenylene}-alt-co-{2-methoxy-5-(2-ethylhexyloxy)-1,4-phenylene}] 

(PFPV, MW = 111 kDa), and poly[2-methoxy-5-(2-ethylhexyloxy)-1,4-phenylene 

vinylene], (MEH-PPV, 680 kDa) were purchased from American Dye Source, Inc. 

Regioregular poly(3-hexylthiophene) (rr-P3HT, 94% regioregularity, 50 kDa) and 

regiorandom poly(3-hexylthiophene) (rra-P3HT, 15 kDa) were purchased from Rieke 

Metals Inc. and [6,6]-phenyl-C61 butyric acid methyl ester (PCBM) was purchased from 

Nano C. Dichloromethane and methanol were purchased from Merck. These materials 

were used without further purification. Tetrahydrofuran (THF) was purchased from 

Ajax Finechem or Scharlau and distilled before use to remove butylated hydroxytoluene 

when necessary. Water used in all experiments was purified using a 10 MΩ Millipore 

MilliQ Reagent Water System fitted with a 0.45 µm filter.  
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2.2 Preparation of Nanoparticles and Nanowires 

Nanoparticles 

Aqueous suspensions of conjugated polymer nanoparticles were prepared using a well-

known reprecipitation method [56]. The conjugated polymer was dissolved in THF at a 

typical concentration of 0.2 mg/mL overnight under nitrogen or with the aid of 

sonication and then diluted to a concentration of 20 ppm. This diluted polymer solution 

(2 mL) was added to water (8 mL) under vigorous stirring. Stirring continued for 

approximately one minute after mixing. Remaining THF was removed from the mixture 

under reduced pressure and the entirely aqueous suspension of conjugated polymer 

nanoparticles was filtered using a 0.7 µm glass fibre filter followed by a 0.2 µm PTFE 

filter that had been wetted with methanol. After filtering, any remaining methanol was 

evaporated under reduced pressure and the suspension was concentrated to a level 

appropriate for the desired experiment. Typically these samples had peak optical 

densities of 0.15 and 0.6 for steady-state and time-resolved optical spectroscopic 

measurements, respectively.  

Nanowires 

Nanowires were prepared from 1 mg/mL solutions of rr-P3HT in anisole following 

the previously reported whisker method [44,87]. The mixture was heated to ~80°C in a 

water bath and maintained at this temperature until the polymer had fully dissolved. The 

heat source was then removed and the solution was allowed to cool at a rate of 

approximately 20°C per hour. Portions of this nanowire suspension were then diluted 

by a factor of 15 yielding samples suitable for spectroscopic measurements. All samples 

were used within a week of preparation.  
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2.3 Optical and Physical Characterisation of 

Nanoparticles 

Atomic Force Microscopy (AFM) 

Atomic force microscopy images and size distributions as presented in Chapter 3 

were collected in collaboration with Dr Agnieszka Mierczynska-Vasilev and Dr David 

Beattie at the Ian Wark Institute of the University of South Australia. Nanoparticle 

height measurements were performed on hydrated samples in a fluid cell with a 

Nanoscope III (Digital Instruments) atomic force microscope equipped with thin silicon 

nitride (Si3N4) cantilevers (V-shaped cantilever configuration) with a typical spring 

constant of 0.2 Nm
-1

 and a resonance frequency of approximately 9 Hz. The cantilever 

and tip were cleaned with ethanol, rinsed with MilliQ water and dried under high purity 

nitrogen before use. Silicon wafer coated with titania (Philips Research Laboratories), 

used as the substrate, was cleaned in piranha solution followed by ultrapure water. The 

wafer was then immersed in a pH 4 solution, which provided a positively charged 

surface for adsorption of the negatively charged nanoparticles. A piezoelectric tube 

scanner capable of scanning 10×10 µm
2
 in the plane of the substrate and 2.5 µm in 

height was used to translate the sample during scans. 

A freshly cleaned substrate was attached to a magnetic stainless steel disk with 

conductive carbon tape. An O-ring was then placed on top of the substrate and the 

liquid cell was lowered onto the O-ring forming a seal. The nanoparticle sample was 

then injected into the liquid cell and allowed 15 minutes to deposit on the substrate 

before images were acquired. After collection, images for all samples were processed 

with the same second order flattening process, permitting direct comparison of samples.  
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Dynamic Light Scattering (DLS) and Zeta Potential 

Dynamic light scattering particle size and zeta potential distributions were acquired 

using a ZetaSizer Nano S (Malvern Instruments). Size measurements were performed 

on dilute samples (~2 ppm), while zeta potential samples were 40 ppm with NaCl added 

to achieve a 1 mM concentration at pH 7. All measurements were taken at 25°C. The 

dependence of zeta potential on pH was investigated by altering the pH of the 

nanoparticle suspension with either dilute HCl or NaOH until the desired level was 

achieved as indicated by a pH meter. 

Fourier Transform Infrared Spectroscopy (FT-IR) 

Fourier transform infrared spectra were acquired using either a Perkin-Elmer 

Spectrum BX FT-IR system or a Nicolet Magna IR 750 spectrometer. Films of each 

sample were cast from 1 mg/mL solutions of either polymer or nanoparticles in 

dichloromethane directly onto a NaCl plate or ZnSe crystal, respectively. 

Steady-State Optical Spectroscopy 

Steady-state absorption spectra were collected using a Cary 300 Bio UV-vis (Varian) 

or a Cary 5000 UV-vis-NIR (Varian) spectrophotometer. Fluorescence spectra were 

collected using a Cary Eclipse fluorescence spectrophotometer where parameters, such 

as the excitation wavelengths, were optimised according to the spectral properties of the 

conjugated polymer being examined. Rhodamine 6G in water was used as the standard 

for fluorescence quantum yield measurements. 

X-ray Photoelectron Spectroscopy (XPS) 

Briefly, XPS is a surface sensitive technique for determining the chemical 

environments of a specific element in a sample. It requires an X-ray source of precisely 
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known energy to excite inner core electrons of an atom beyond the continuum limit 

producing photoelectrons. The kinetic energy (𝐾𝐸) of the ejected electrons is measured 

by the detector and is then used to calculate the binding energy (𝐵𝐸) of the electron by 

 𝐾𝐸 = ℎ𝜈 − 𝐵𝐸 − 𝜙, (2.1) 

where ℎ𝜈 is the energy of the source and 𝜙 is the work function of the spectrometer. 

Different binding energies indicate the oxidation states of atoms. For organic samples, 

the oxidation state of carbon identifies what functional groups are present as atoms with 

reduced electron density exhibit higher binding energies.  

Here, XPS experiments were performed in collaboration with Dr Robert Acres and 

Dr David Beattie at the Ian Wark Institute of the University of South Australia using a 

Kratos Axis Ultra DLD spectrometer with a 130 W monochromatic Al Kα (1486.6 eV) 

X-ray source and 700 × 300 µm
2
 spot size. The sampling depth of this source is limited 

to a few nanometres. High resolution C 1s spectra were collected at pressures below 

5x10
-9

 Torr with a step size of 0.1 eV, a dwell time of 390 ms and averaged over three 

repeat scans per sample. For all samples, data were collected with the detector oriented 

normal to the surface of the substrate. Powdered polymer samples were mounted 

directly onto the sample holder with conductive copper tape. Aqueous nanoparticle 

dispersions were drop cast onto a freshly cleaned piece of silicon wafer, dried in a 

desiccator for several hours and then mounted onto the sample holder with conductive 

copper tape. Charge neutralisation was used during data acquisition; consequently 

samples showed no signs of degradation caused by exposure to the X-ray beam. To 

complement XPS results, concentrated nanoparticle samples were lyophilised, 

additionally dried in a 50°C oven and subjected to combustion analysis using a Carlo 
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Erba Elemental Analyser EA 1108 by the Campbell Microanalytical Laboratory at the 

University of Otago, New Zealand to determine the elemental composition. 

2.4 Femtosecond Lasers for Time-Resolved Optical 

Spectroscopy 

Lasers were first demonstrated in the 1960s and have since become indispensable 

research tools [88]. Of particular interest here are pulsed lasers that are used to study the 

kinetics of chemical changes on femtosecond timescales. The following section is an 

extended introduction to the processes required for operation of the pulsed lasers used 

in this work.  

All lasers require a gain medium between a highly reflective mirror (high reflector) 

and another partially transmissive mirror (output coupler), which allows a small portion 

of the laser radiation to escape the cavity. The cavity length is defined by the distance 

between these two mirrors and will only support specific wavelengths with regular 

intervals. These wavelengths are the cavity modes of the laser and must coincide with 

the gain bandwidth to be amplified in the cavity. For most lasers the gain bandwidth is 

very narrow and therefore few modes are supported; however, some gain media possess 

large gain bandwidths and can therefore support thousands of modes. When multiple 

cavity modes are in phase and interfere with each other a train of light pulses is 

produced, as shown in Figure 2.1. To ensure all modes are in phase, either active or 

passive mode locking is used.  
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Figure 2.1: Pulses (or lack thereof) produced from interference of 3 modes out of phase (blue), 

3 modes in phase (red) and 10 modes in phase (green). 

Passive mode locking requires a saturable absorber within the laser cavity. As the 

name suggests this optical element absorbs light of low intensity and becomes 

transparent when exposed to higher intensities. In this way, lower intensity light, 

including the pulse edges, is absorbed and only the central most intense section of the 

pulse is transmitted. This approach is often preferred over active mode locking when 

generating femtosecond pulses, as it also reduces pulse duration. Passively mode locked 

systems depend on the nonlinear optical properties of the saturable absorber, which can 

have response times shorter than 300 fs. 

Kerr lens mode locking, shown in Figure 2.2, is an alternative form of passive mode 

locking commonly used in Ti:sapphire lasers, which relies on the intensity dependent 

refractive index of a nonlinear medium. When the beam passes through this medium, 

the outer edge of the beam where the intensity is much lower experiences an almost 

unchanged refractive index, while the more intense centre portion of the beam is 

focussed by an increased refractive index. This change in refractive index (∆𝑛) at a 

given intensity (𝐼) is described by 
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 ∆𝑛 = 𝑛2𝐼 (2.2) 

where 𝑛2 is the nonlinear refractive index [89]. Therefore, an aperture can be placed in 

the cavity after the nonlinear medium such that only the high intensity portion of the 

pulses are allowed to resonate in the cavity and any light of low intensity is lost. 

Similarly, the high peak power of pulses can be selected over the continuous wave 

operation of the laser, where the peak power is low. As the Kerr effect is a nonlinear 

optical process, the response of the nonlinear medium is much faster than a traditional 

saturable absorber, which allows the generation of even shorter pulses.  

 

Figure 2.2: Focussing of a beam by the Kerr effect in Kerr lens mode locking arrangement. The 

initial intensity profile of the beam before entering the nonlinear medium is also shown. 

Active mode locking requires an acousto-optic modulator (AOM), which contains a 

piece of quartz and a piezoelectric crystal. An oscillating voltage is applied to the 

piezoelectric crystal causing it to vibrate thereby inducing an acoustic wave in the 

quartz. This alters the refractive index of the quartz causing light to be diffracted and 

subsequently lost from the cavity. The frequency of the oscillating voltage is 

synchronised with the repetition rate of pulses to ensure they are retained in the cavity. 

Typically this frequency is calculated from the cavity length, which defines the 

repetition rate. A more precise alternative is to constantly measure the repetition rate 

and modify the frequency accordingly. This is called regenerative mode locking and is 
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the method used in these experiments. Unlike passive mode locking, active mode 

locking does not significantly shorten the pulse duration on femtosecond timescales. 

The speed of the acoustic wave moving through the quartz limits the AOM’s response 

to several nanoseconds.  

Once pulsing is established it is necessary to minimise the pulse duration. For this, 

the number of modes resonating in the cavity is important. Figure 2.1 shows that a 

greater number of modes will produce shorter pulses; in some cases these pulse 

durations are on the order of a few femtoseconds. Several types of lasers are capable of 

producing femtosecond pulses. Currently the most popular is the Ti:sapphire laser, 

which boasts the broadest tuning range of any femtosecond laser and very large gain 

bandwidths capable of producing pulses as short as 5.5 fs [90]. The gain bandwidth 

(𝛥𝜆) can be used to calculate the pulse duration (𝛥𝑡) according to 

 𝛥𝑡 ≥ 0.441 
𝜆0

2

𝛥𝜆 𝑐
 (2.3) 

where 𝑐 is the speed of light and 𝜆0 is the central wavelength of the laser transition. For 

ultrafast laser pulses both the temporal and spectral profile are Gaussian, therefore the 

time-bandwidth product is 0.441. This equality is reached when the shortest pulse 

duration is achieved; this is the transform-limited pulse duration.  

Ideally, pulses should be very close to this limit as longer pulse durations indicate 

group velocity dispersion (GVD) or ‘chirp’. This phenomenon is introduced by the 

wavelength-dependent refractive indices of optics in the laser cavity, including the 

Ti:sapphire rod itself, causing the velocity of different wavelength components to vary. 

Normal or positive GVD is the case where shorter wavelengths are delayed relative to 

longer wavelengths. Conversely, anomalous or negative GVD occurs when the shorter 
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wavelengths are advanced relative to the longer wavelengths. While it is essentially 

unavoidable, it can be negated by applying the opposing GVD to yield the transform-

limited pulse. Occasionally, GVD is beneficial and introduced intentionally (e.g. 

amplification of ultrashort pulses).  

Ultrashort pulses are desired for their high pulse energies. The typical output of a 

Ti:sapphire laser oscillator is ~1 W at a repetition rate of 80 MHz, therefore the pulse 

energy is on the order of nanojoules. While this pulse energy is quite low, it is sufficient 

for fluorescence upconversion experiments, as described in section 2.5. However, more 

demanding spectroscopies necessitate amplification of the oscillator output to generate 

millijoule pulse energies though such high pulse energies can damage optical 

components during amplification. To prevent this, the pulses are stretched to give a 

duration of hundreds or even thousands of picoseconds, amplified and then compressed 

to return the pulse duration to the femtosecond regime. Stretching and compression of 

pulses is achieved by introducing GVD using wavelength dispersive optics such as a 

pair of prisms or diffraction gratings, shown in Figure 2.3. Once the wavelength 

components of the pulse have been spatially separated they are directed through paths 

of varying lengths thereby extending or reducing the pulse duration. 
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Figure 2.3: Introduction of negative GVD using two diffraction gratings. Typically negative 

GVD is introduced by the compressor. Adapted from Ref. [91]. 

One of the stretched seed pulses is selected for amplification by a Pockels cell and 

enters the regenerative amplifier cavity, shown in Figure 2.4. The particular seed pulse 

is selected because its arrival at the Ti:sapphire rod in the amplifier coincides with the 

pulse from the pump laser. The seed pulse is trapped in the cavity by a second Pockels 

cell as multiple passes through the rod are required for maximum amplification. The 

amplified pulses are then ejected from the cavity through a thin film polariser (TFP) and 

enter the compressor. The GVD introduced by the stretcher is reversed in the 

compressor using another diffraction grating by changing which wavelength 

components take the longer path. After passing through the compressor the pulse is 

returned close to the transform limit and maximum peak power.  
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Figure 2.4: Regenerative amplifier cavity with pump (green) and seed (red) paths 

Next, it is necessary to convert some of this amplified output to a visible wavelength 

suitable for excitation of the sample. Two popular methods for this are sum frequency 

generation and optical parametric amplification. Both methods are based on inherently 

inefficient nonlinear processes and therefore require the high peak power of amplified 

pulses to achieve any appreciable wavelength conversion.  

Sum frequency generation produces a higher frequency photon (𝜔3) from two lower 

frequency photons (𝜔1 and 𝜔2) in accordance with conservation of energy.   

 𝜔3 = 𝜔1 + 𝜔2 (2.4) 

When the two lower energy photons have the same frequency this is called second 

harmonic generation. To produce sum frequency photons a material with non-zero 

second order polarisation susceptibility (𝜒2) is required. The polarisation (𝑃) in such a 

material induced by the electric field (𝐸) of the incident light is described by  

 𝑃 = 𝜖0(𝜒1𝐸 + 𝜒2𝐸2 + 𝜒3𝐸3 + ⋯ ), (2.5) 

where 𝜖0  is the electric permittivity and 𝜒𝑛  is the n-th order susceptibility tensor. 

Further to second order polarisability, the material must also be birefringent to allow the 

phase matching condition to be satisfied. The phase matching condition stems from 

conservation of momentum, where the incident vectors (𝑘1 and 𝑘2) must be equal to the 
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sum frequency vector (𝑘3). This is conveniently expressed by the phase mismatch (∆𝑘), 

which must be close to zero to allow significant sum frequency generation. 

 ∆𝑘 = 𝑘3 − 𝑘2 − 𝑘1 (2.6) 

Isotropic materials will always have a non-zero phase mismatch due to the frequency 

dependent refractive index. However, birefringent materials can produce a phase 

mismatch small enough for efficient sum frequency generation. This is possible because 

birefringent materials possess unique refractive indices for polarisations perpendicular 

and parallel to the crystal axis, often referred to as ordinary (𝑛𝑜) and extraordinary (𝑛𝑒), 

respectively.  

Although there are various types of phase matching, only type I and type II in a 

negative uniaxial crystal, such as β-barium borate (BBO), are of interest here. For type I 

phase matching, the fundamental beams both have ordinary polarisation resulting in 

sum frequency light with extraordinary polarisation, while the two fundamental beams 

of the type II case have different polarisations. The sum frequency generated at 

different points throughout the crystal will only interact constructively when the 

refractive index of this sum frequency matches the refractive index of the fundamental 

beams. In practice, the phase matching condition is satisfied by rotating the optical axis 

of the crystal by 𝜃𝑚 relative to the polarisation of the incident light according to, 

 
1

𝑛𝑒
2(𝜃𝑚)

=
cos2 𝜃𝑚

𝑛𝑜
2

+
sin2 𝜃𝑚

𝑛𝑒
2

. (2.7) 

Only a limited range of wavelengths are available using sum frequency generation from 

a single laser source. Optical parametric amplification extends the range of accessible 

wavelengths from the ultraviolet to the infrared. This amplification occurs by mixing 

pump (𝜔3) and seed (𝜔1) beams in a nonlinear crystal. The seed depletes the pump in 
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favour of generating signal photons, which are of the same frequency as the seed. Idler 

photons (𝜔2) equal to the number of signal photons are also generated in this process to 

fulfil the conservation of energy. Like sum frequency generation, momentum is 

conserved using a BBO crystal set to the appropriate phase matching angle.  

In our system, the amplifier output enters the optical parametric amplifier (Light 

Conversion, TOPAS-C) where it is divided into the main pump and preamplified pump 

beams using a beam splitter (BS). A small portion of the preamplified pump is then 

separated for white light generation (WLG) in a sapphire plate. The white light is used 

as the seed for the first amplification stage where it is noncollinearly combined with the 

preamplified pump in a type II BBO crystal generating the preamplified signal. A 

dispersive plate temporally separates the wavelength components of the white light 

prior to amplification. Therefore the desired wavelength from within the white light 

continuum is selected by altering the path length of the white light pulse relative to the 

preamplified pump pulse.  
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Figure 2.5: Optical layout of the TOPAS-C. The pump (red) and white light (yellow) are used 

to generate the signal (purple) and idler (blue). 

The preamplified signal is then collinearly overlapped with the main pump in a 

type II BBO crystal generating the signal and idler with different polarisations. The 

timing of the main pump and the preamplified signal is optimised by delaying the entire 

preamplification stage relative to the main pump beam. Once the signal and idler are 

generated they enter the first of two mixing stages where the second harmonics of the 

signal or idler, and the sum frequencies of the signal or idler and the pump can be 

produced. These resulting wavelengths can then be frequency doubled in the second 

mixing stage to extend the range accessible wavelengths into the ultraviolet. Finally, the 

desired wavelength is isolated from the residual pump and other contaminants by 

polarised bandpass optics. 
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2.5 Fluorescence Upconversion 

Fluorescence upconversion is an optically gated technique that offers one of the 

highest temporal resolutions for fluorescence spectroscopy. Other techniques such as 

time-correlated single photo counting are limited by the speed of processing electronics.  

Fluorescence upconversion relies on the sum frequency signal generated from the 

sample fluorescence and the gate pulse in a birefringent material with a non-zero 

second order polarisation susceptibility. The phase matching conditions required for 

sum frequency generation have been described in the previous section. The intensity of 

the sum frequency signal (𝐼𝑠) at some delay time (𝜏), is given by the convolution 

integral of the sample fluorescence (𝐼𝑓) and the gate pulse (𝐼𝑔) according to 

 𝐼𝑠(𝜏) = ∫ 𝐼𝑓(𝑡) 𝐼𝑔(𝑡 − 𝜏)𝑑𝑡.
+∞

−∞

 (2.8) 

By progressively delaying the arrival time of the gate pulse at the crystal, the 

fluorescence decay profile is constructed. In our experiment the delay is introduced by a 

retroreflector that travels along a motorised stage thereby lengthening the path of the 

gate pulse. Therefore the response of this detector can be relatively slow as the 

measured sum frequency intensity is defined by the position of the retroreflector.  

Further to time-resolved data, fluorescence upconversion is routinely used to 

measure polarisation dependent processes. In such experiments, the sample is excited 

by linearly polarised light preferentially exciting molecules with a parallel transition 

dipole moment. After some delay, light can be emitted as fluorescence, which is also 

polarised but not necessarily parallel to the excitation. Any depolarisation is caused by 

rotational or torsional motions of the molecule in the excited state. Alternatively, it may 
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also occur if the absorption and emission dipole moments of the molecule are not 

parallel or as a result of energy transfer between molecules with different orientations. 

Monitoring the depolarisation allows direct measurement of the process that causes it.  

 

Figure 2.6: Anisotropic emission of a fluorophore oriented along the z-axis. 

The overall polarisation of the sample is quantified by the emission anisotropy, 

which can be explained considering a single fluorophore aligned along the z-axis. The 

total fluorescent emission from the fluorophore is given by the sum of intensity 

components along three mutually orthogonal axes, as shown in Figure 2.6. For a 

molecule with a dipole moment oriented along the z-axis the intensity components 𝐼𝑥 

and 𝐼𝑦 are equal. Therefore, these intensity components are described as either parallel 

(𝐼∥) or perpendicular (𝐼⊥) to the polarisation of excitation light (𝐼𝐸𝑋). The anisotropy (𝑟) 

is then calculated by  

 𝑟 =
𝐼∥ − 𝐼⊥

𝐼∥ + 2𝐼⊥
. (2.9) 

Alternatively, these parallel and perpendicular components can be expressed using 

polar coordinates. Figure 2.7 shows a single fluorophore with an emission dipole 

oriented at angles 𝜃 relative to the z-axis and 𝜙 relative to the x-axis. The projection of 
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this emission dipole moment on the z-axis and x-axis gives the parallel and 

perpendicular components, respectively. 

 𝐼∥ ∝ cos2 𝜃 (2.10) 

 𝐼⊥ ∝ sin2 𝜃 sin2 𝜙 =
1

2
sin2 𝜃 (2.11) 

For a sample with an isotropic dipole distribution excited by light with polarisation 

parallel to the z-axis, the probability of excitation depends only on 𝜃. Therefore, the 

expression for the perpendicular intensity component is simplified by taking the 

average value of sin2 𝜙 given the sample is symmetrically distributed around the z-axis.  

 

Figure 2.7: Polar coordinate representation of the emission anisotropy 

The angular dependence of anisotropy is then derived from these polarisation 

components, Eq. (2.10) and (2.11), the trigonometric identity sin2 𝜃 + cos2 𝜃 = 1 and 

the anisotropy equation, Eq. (2.9). Additionally, the dependence of excitation on 𝜃 must 

be considered. This photoselection of fluorophores in an isotropic sample limits the 

maximum possible anisotropy value to 0.4, including this scaling factor yields the 

following equation 
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 𝑟 =
3 cos2 𝜃 − 1

5
. (2.12) 

This form of the equation shows the dependence of anisotropy on the average angular 

displacement between excitation and emission polarisations. According to this equation 

the anisotropy can take any value from 0.4 when the polarisation is unchanged, to -0.2 

when the polarisation is rotated by 90°. While measuring the anisotropy can be 

informative, it is often necessary to measure the fluorescence decay free from any 

contributions from molecular motions or energy transfer. This is achieved in our 

experiments by setting the gate polarisation at 54.7° relative to the excitation 

polarisation, where the anisotropy is equal to zero. Under this condition the measured 

fluorescence intensity is proportional to the total intensity.  

 

Figure 2.8: Diagram of fluorescence upconversion system. The gate, excitation and 

fluorescence beam paths are indicated by red, blue and green lines, respectively.  

The key components of our fluorescence upconversion system are shown in Figure 

2.8. Here, the laser source was a Ti:sapphire oscillator (Spectra Physics, Tsunami) that 

produced 100 fs pulses at 800 nm with a bandwidth of 14 nm. The initial 80 MHz 
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repetition rate was reduced to 40 MHz with a Pockels cell. The beam then passed 

through a 0.5 mm thick BBO crystal (Eksma Optics) to generate the second harmonic, 

which was then separated from the residual fundamental with a longpass filter 

producing the excitation and gate beams, respectively.  

Both beams then entered the upconversion spectrometer (Ultrafast Systems, 

Halcyone) and passed through polarisers to ensure linearity. The polarisation of the 

excitation beam was then rotated with a half wave plate to achieve polarisations 

parallel, perpendicular and 54.7° relative to the gate depending on the experiment being 

performed. The excitation beam with pulse energy of 125 pJ was focussed onto the 

sample with a beam diameter of 230 µm producing fluorescence that was isolated from 

the excitation light with a longpass filter. Meanwhile, the gate beam was passed through 

the variable delay stage to provide time resolved data. The fluorescence emission and 

gate beams were focussed onto a type I BBO crystal to generate the sum frequency 

upconversion signal. Finally, the signal wavelength was selected using a double 

scanning monochromator, with a spectral bandwidth of 1 nm and collected with a 

photomultiplier tube.  

2.6 Transient Absorption Spectroscopy 

Transient absorption is another time-resolved spectroscopy technique routinely 

applied in order to study energy and charge transfer in conjugated polymers. While 

transient absorption requires more sophisticated instrumentation than fluorescence 

upconversion, it is capable of examining excited state species beyond the singlet 
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exciton. Furthermore, it can be applied to chemical systems that exhibit zero or low 

fluorescence intensities.  

To better understand transient absorption, it is informative to first describe the basic 

principles of absorption spectroscopy. The absorbance (𝐴) of a chemical species in 

solution is proportional to the molar absorptivity (𝜀), concentration (𝑐), and path length 

(𝑙) of the cell in which it is contained. In practice, absorbance is calculated from the 

ratio of light intensities in the presence (𝐼) and absence (𝐼0) of the absorbing species; 

called the sample and reference intensities, respectively.  

 𝐴 = 𝜀𝑐𝑙 = − log10 (
𝐼

𝐼0
) (2.13) 

This is also the basis of transient absorption; a pump probe spectroscopy technique 

where the pump pulse promotes the sample to an excited state and the relatively low 

intensity probe measures the absorbance of the sample after some delay. The pump is 

modulated such that the arrival of every second probe pulse at the sample coincides 

with the arrival of a pump pulse. This allows measurement of the absorbance with the 

pump pulse (𝐴𝑝𝑢𝑚𝑝 𝑜𝑛) and the absorbance without the pump pulse (𝐴𝑝𝑢𝑚𝑝 𝑜𝑓𝑓), the 

difference of which is the transient absorption signal (∆𝐴).  

 ∆𝐴 = 𝐴𝑝𝑢𝑚𝑝 𝑜𝑛 − 𝐴𝑝𝑢𝑚𝑝 𝑜𝑓𝑓 (2.14) 

Use of a white light continuum probe, rather than a single wavelength, allows the 

measurement of the transient absorption spectrum at progressive delay times. White 

light is generated in the same way as described for the optical parametric amplifier; 

however, by substituting sapphire crystals of different thicknesses transient absorption 

spectra spanning the visible and near infrared can be measured.  



 

 2 – Experimental Details 

 

43 

 

After excitation by the pump pulse, the probe induces up to three different electronic 

transitions in the sample, as shown in Figure 2.9. It is important that the probe intensity 

is weak compared with the pump intensity to ensure the excited state population is not 

significantly altered by the probe. When the energy of the probe is resonant with the 

same transition as the pump, the ground state bleach is observed. In this case, the 

reduction of the ground state population in the presence of the pump causes a decrease 

in absorbance and a negative transient absorption signal is measured. This signal 

represents the entire excited state population of the sample. If instead the energy of the 

probe is resonant with the transition from the first excited state to a higher excited state, 

photoinduced absorption occurs. The probe is only absorbed when the first excited state 

is populated; therefore the transient absorption signal is positive. 

 

Figure 2.9: Possible transitions sampled by the probe pulse in a typical transient absorption 

experiment. The pump and probe pulses are indicated by the thick and thin lines, respectively.  

Stimulated emission is the third transition that can be induced by the probe. This 

process involves a probe photon returning an excited state molecule to the ground state 

emitting an additional photon of equal energy. The probe and emitted photons are 

identical and therefore share the same direction of propagation. Both photons will be 

measured by the detector producing a negative transient absorption signal, as there is no 

stimulated emission and therefore fewer photons detected when the pump is absent. 
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Generally, stimulated emission mirrors the fluorescence profile and therefore provides 

the same information as fluorescence upconversion with greater practical convenience 

in appropriate samples when using a broadband probe. Additionally, the broadband 

probe allows the possibility of sampling all of these transitions concurrently.  

In our experiment, shown in Figure 2.10, the ~220 mW of the oscillator (Spectra 

Physics, Tsunami) output was used as the seed laser for the Ti:sapphire regenerative 

amplifier (Spectra Physics, Spitfire Pro XP). The amplifier was pumped with an 

intracavity doubled, Q-switched, diode pumped Nd:YLF laser (Spectra Physics, 

Empower) producing 100 ns pulses with a repetition rate of 1 kHz at 527 nm split into 

two legs of approximately equal intensity.  Ultimately, amplified pulses centred at 800 

nm were 100 fs in duration with a repetition rate of 1 kHz. A portion of this output was 

used to generate the 500 nm pump beam using a travelling wave optical parametric 

amplifier (Light Conversion, TOPAS-C).  
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Figure 2.10: Diagram of transient absorption system.  

Inside the transient absorption spectrometer (Ultrafast Systems, Helios) the pump 

beam was mechanically chopped at 500 Hz and focussed onto the sample with pulse 

energy of 50 nJ and beam diameter of 890 µm. Another smaller portion of the 

regenerative amplifier output was passed through a variable delay stage and then used 

to generate a white light continuum in a 2 mm sapphire plate for visible probe 

experiments. For near-infrared probe experiments a 13 mm sapphire plate was used.  

Next, a variable beam splitter was used to divide the continuum into sample and 

reference beams, with the former focussed onto the sample with beam diameters of 275 

and 145 µm for the visible and near-infrared probes, respectively. The pump-probe spot 

size ratio was kept above 3:1 in all experiments to ensure that the probe was sampling 

only within the excitation volume. The sample and reference beams were then directed 

into complementary CCD detectors for visible light or metal oxide semiconductor array 

detectors for near-infrared experiments. 
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2.7 Three-Pulse Transient Absorption 

Spectroscopy 

The transient absorption experiment can be modified to accommodate a third pulse 

arriving at the sample shortly after the initial pump pulse, which allows examination of 

higher excited state lifetimes, charge separation and molecular motions not available 

from the traditional pump probe experiment. The function of this additional pulse is 

then selected by tuning its wavelength to the photoinduced absorption or stimulated 

emission bands in the transient absorption spectrum. Selecting a wavelength that 

corresponds to photoinduced absorption will repump or ‘push’ some of the first excited 

state population to a higher excited state. Recovery of the first excited state population 

is then monitored by the probe to determine the lifetime of the higher excited state. 

Photoinduced absorption of this push pulse by polarons or charge transfer states is also 

possible; in the latter case an increased production of free charge carriers in polymer 

photovoltaic devices has been demonstrated [92]. Alternatively, the wavelength of the 

additional pulse can be tuned to induce stimulated emission causing the population of 

the first excited state to be ‘dumped’ back to the ground state. This arrangement allows 

the measurement of structural changes within the ground state, such as the torsional 

relaxation of P3HT in dilute solutions [93]. 
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Figure 2.11: Diagram of three-pulse transient absorption system.  

The pump-probe transient absorption system described in the previous section was 

modified to three-pulse setup shown in Figure 2.11. A small portion of the fundamental 

amplifier output was frequency doubled by a BBO crystal generating the 400 nm pump 

beam at a repetition rate of 1 kHz and pulse energy of 1.8 µJ was focussed to a spot 

diameter of 830 µm at the sample. For experiments monitoring the pump-probe signal 

the pump beam was then mechanically chopped at 500 Hz. The optical parametric 

amplifier output served as the push pulse. The push wavelength was selected as either 

900 nm or 1200 nm and directed through a manual delay stage to control the pump- 

push delay. The push beam was focussed onto the sample with a spot diameter of 560 

µm giving roughly 7:4:1 spot size ratio and 2 µJ pulse energy. The specifications of the 

probe light can be found in the previous section.  
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2.8 Summary 

This chapter has described the operational details of laser equipment for generation 

of femtosecond pulses, which are a crucial component of ultrafast laser spectroscopy. 

These ultrafast spectroscopic techniques were used for measuring the energy and charge 

transfer behaviour of conjugated polymers presented in Chapters 4, 5 and 6. The 

competition between energy transfer and fluorescent emission allows measurement of 

the energy transfer rate in MEH-PPV solutions and nanoparticles by femtosecond 

fluorescence upconversion. This data is presented in Chapter 4. Femtosecond transient 

absorption was used in Chapter 5 to examine the generation and recombination charged 

species in composite P3HT/PCBM nanoparticles that were not observable in 

fluorescence-based experiments. Transient absorption was also used in Chapter 6 as the 

fluorescence quantum yield for P3HT nanoparticles is too low to be satisfactorily 

measured using fluorescence upconversion. Other spectroscopic methods, such as XPS 

and FT-IR, have also been briefly discussed. These techniques are crucial for the 

characterisation of conjugated polymer nanoparticles reported in the following chapter.   
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3 Colloidal Stability of Conjugated 

Polymer Nanoparticles 

3.1 Introduction 

In recent years, conjugated polymer nanoparticles have been developed as fluorescence 

imaging probes [58-62], ratiometric sensors [64,68-70] and most recently photothermal 

cancer therapy agents [67]. Such applications exploit the photostability, high 

fluorescence brightness and small particle diameters of these nanoparticles suspended in 

aqueous media without any surfactants or stabilising molecules. Despite their 

hydrophobic nature, aggregation of these nanoparticles is not observed for several 

weeks. Until now, there has been little investigation into how conjugated polymers can 

form nanoparticle suspensions with such long-term stability. 

Aggregation of hydrophobic materials, such as these nanoparticles, in aqueous media 

is a thermodynamically favourable process driven by van der Waals forces [94]. 

Therefore, to prevent aggregation the colloid must be stabilised by opposing these 

attractive forces. The two primary methods used for this are electrostatic and steric 
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stabilisation. Electrostatic stabilisation is achieved through a tightly bound layer of 

charge on the particle surface, which in turn attracts ions of opposite charge forming 

another more diffuse layer. Together, these charged layers form the electric double 

layer. The characteristic thickness of the double layer (𝑟𝐷), equal to the inverse of the 

Debye-Hückel parameter (𝜅), is dependent on the ionic strength (𝐼) and temperature (𝑇) 

of the suspension according to, 

 𝑟𝐷 =
1

𝜅
= (

𝜀𝑅𝑇

4𝜋𝐹2𝐼
)

1/2

 (3.1) 

where 𝐹 is the Faraday constant, 𝜀 is the relative permittivity of the medium and 𝑅 is 

the ideal gas constant [95]. If the thickness of the double layer is greater than the range 

of the van der Waals interaction the electrostatic repulsion between the similarly 

charged surfaces will sufficiently stabilise the suspension.  

The other common method for preventing aggregation, steric stabilisation, requires 

high molecular weight amphiphilic polymers where the hydrophobic section is adsorbed 

to the particle surface while the hydrophilic portion interacts with the dispersant [96]. 

The conformation of the adsorbed polymer extends to distances comparable or greater 

to the van der Waals attraction and experiences steric repulsion between particles with 

the same coating. Polyvinyl alcohol (PVA) and polymethacrylic acid (PMAA) are 

typically used for the hydrophilic section of these stabilising polymers [97].  

Conjugated polymers are considerably more hydrophobic than PVA and PMAA and 

are therefore not likely to extend to such distances beyond the surface of the particle 

[98]. Indeed, previous studies using AFM [56] and dynamic light scattering [99] have 

shown these nanoparticles prepared by reprecipitation are compact and roughly 

spherical as would be expected for hydrophobic polymer chains being rapidly 
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transferred from a good solvent (THF) into water, a poor solvent. The subsequent 

collapse of polymer into compact nanoparticle conformations occurs to minimise 

unfavourable hydrophobic-water interactions.  

Aqueous suspensions of conjugated polymer nanoparticles have also been prepared 

by mini-emulsion and self-assembly methods [100-102]. Although these methods 

produce particle diameters comparable to those prepared by reprecipitation, both 

require additional means of stabilisation. Mini-emulsion requires dissolving the 

conjugated polymer in a good solvent that is immiscible with water. The mini-emulsion 

is created by combining this solution with water containing amphiphilic polymers or 

surfactants and mixing vigorously, usually by sonication. The initial solvent is then 

removed yielding the surfactant stabilised conjugated polymer suspension.  

The self-assembly approach involves the synthesis of ionisable conjugated polymer 

analogues, which are combined in solution with small molecules of opposite charge to 

form supramolecular assemblies [103]. These water solubilising functional groups are 

generally attached to alkyl side chains of the predominantly hydrophobic polymers 

leading to amphiphilicity and stability in aqueous suspensions [104,105]. Both alternate 

methods require additional considerations and have a clear source of colloidal stability; 

however, this is not the case for nanoparticles prepared by reprecipitation.  

In this chapter, the source of colloidal stability for nanoparticles prepared by 

reprecipitation is explored. Atomic force microscopy and zeta potential measurements 

were used to quantify the surface charge density. The source of this surface charge was 

then investigated by XPS, FT-IR and elemental analysis to determine the chemical 

composition of the polymer before and after nanoparticle formation. The results 
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presented herein indicate negatively charged defects are present on the nanoparticle 

surface and contribute to the colloidal stabilisation.  

3.2 Basic Characterisation 

The particle height distributions and example in situ AFM images of conjugated 

polymer nanoparticles prepared by reprecipitation are shown in Figure 3.1. Liquid 

samples were used to determine particle sizes representative of hydrated nanoparticles 

in suspension. The particle diameter measured in the lateral dimension of these images 

is larger than the particle heights. This is partially due to the superior resolution of AFM 

in the height dimension, although it also suggests the particles are somewhat flattened 

when deposited on the substrate. From the height distributions, the average particle 

diameters are smaller than 10 nm, which shows good agreement with published data. 

This study by Wu et al. [56], also concluded that nanoparticles of this size may only 

contain one tightly-packed polymer chain per nanoparticle.  
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Figure 3.1: AFM images of in situ conjugated polymer nanoparticles (left) and particle height 

distributions (right) for the conjugated polymers (a) MEH-PPV, (b) PDHF, (c) PDOF and (d) 

PFPV. The insets show the chemical structures of each polymer.  

The steady-state absorption and fluorescence spectra for polymer solutions in THF 

and aqueous nanoparticle suspensions, shown in Figure 3.2, exhibit differences that 

have also been reported previously [56,65]. Briefly, nanoparticle absorption and 

fluorescence spectra are blue and red shifted, respectively, relative to the corresponding 
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polymer spectra. The change in the absorption spectrum has been explained by the 

shortening of chromophores upon nanoparticle formation [56]; however, it could also 

be explained by the change of dispersant. To distinguish between the effects of 

dispersant and polymer conformation, films of polymer and nanoparticle samples were 

prepared. It is important to note that AFM images from Figure 3.1 indicated the 

nanoparticle structure was retained when prepared as a film.  

Figure 3.3 shows the absorption and fluorescence spectra of the nanoparticle film are 

both red shifted relative to the polymer. Lower energy absorption is consistent with an 

increase in the average chromophore length for the nanoparticle sample. Such 

behaviour is known to occur for conjugated polymers, including PDOF, that form 

semicrystalline aggregates in films [106,107]. Similarly, single molecule investigations 

of MEH-PPV have shown the formation of ordered aggregate structures [108]. This 

change in chromophore length also causes the red shift of the fluorescence spectra. All 

polymers exhibited the same behaviour with the exception of PDOF, where the 

fluorescence spectrum of the nanoparticles coincided with that of the polymer film. 

These spectra both resemble the semicrystalline β-phase emission indicating both 

samples are highly ordered [76].  
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Figure 3.2: Normalised absorption and fluorescence spectra of the polymer solution in THF 

(red) and aqueous nanoparticle suspensions (blue) for (a) PDHF, (b) PDOF, (c) MEH-PPV and 

(d) PFPV. 
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Figure 3.3: Normalised absorption and fluorescence spectra of the polymer (dashed) and 

nanoparticle (solid) films for (a) PDHF, (b) PDOF, (c) MEH-PPV and (d) PFPV.  
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These nanoparticles show long term colloidal stability with visible aggregation only 

occurring after several weeks despite the notably hydrophobic chemical structures and 

the lack of additional surfactants or other stabilising molecules. As discussed earlier, 

suspensions of hydrophobic materials in water are often stabilised by repulsion between 

the similarly charged surfaces of suspended particles. The electric potential of the 

particle surface relative to the bulk of the dispersant, called the zeta potential, is one 

way of quantifying this surface charge. The zeta potential distribution of MEH-PPV 

nanoparticles at pH 7, shown in Figure 3.4, has an average of –36.8 mV and width of 

6.8 mV. The average of zeta potentials of PFPV, PDOF and PDHF nanoparticles also 

measured at pH 7 were -36.9 mV, -43.3 mV and -44.0 mV, respectively. 

 

Figure 3.4: Zeta potential distributions of (a) MEH-PPV, (b) PDHF, (c) PDOF and (d) PFPV 

nanoparticles at pH 7 with a NaCl concentration of 5 mM. 

The surface charge density (𝜎0) is a commonly used indicator of colloidal stability. It 

is calculated from the zeta potential (𝜓0) and the radius of the particle (𝑎) according to 

 𝜎0 =
𝜀𝜓0

𝑎
(1 + 𝜅𝑎), (3.2) 

0

10

20

-100 -75 -50 -25 0 25 50

0

10

20

30

0

10

20

-100 -75 -50 -25 0 25 50

0

10

20

30

In
te

n
si

ty
 (

a.
u

.)

(a)

(b)

(c)

(d)

Zeta Potential (mV)

In
te

n
si

ty
 (

a.
u

.)

Zeta Potential (mV)



 

 3 – Colloidal Stability of Conjugated Polymer Nanoparticles 

 

58 

 

where 𝜀 is the permittivity of the medium (6.95×10
-10

 C/Vm, for water) and 𝜅 is the 

Debye-Hückel parameter calculated using Eq. (3.1) [109]. Zeta potential measurements 

were taken at a NaCl concentration of 5 mM and particle radii were determined by the 

centres of the particle height distributions in Figure 3.1 with values ranging from 2 to 3 

nm. The surface charge densities for each polymer nanoparticle variety are listed in 

Table 3.1. The surface charge density of MEH-PPV nanoparticles is 14.3 mC/m
2
, which 

is comparable to reported stabilities of polyelectrolyte-coated polymeric nanoparticles 

and citrate stabilised gold nanoparticles [110,111].  

Table 3.1: Surface charge densities for conjugated polymer nanoparticles. 

Polymer 𝝈𝟎 (mC/m
2
) 

MEH-PPV 14.4 ± 1.4 

PDHF 15.2 ± 1.2 

PDOF 15.0 ± 1.2 

PFPV 17.0 ± 1.7 

 

For organic materials, charge is often introduced through ionisable functional 

groups. Adjusting the pH of the dispersant will result in protonation or deprotonation 

depending on the nature of functional groups present. The pH at which the charge of 

these groups is neutralised, known as the isoelectric point, assists in the identification of 

these functional groups. The zeta potential of the nanoparticles was measured for a 

range of pH levels from neutral pH 7 to pH 3 in an attempt to determine the isoelectric 

point. Nanoparticles began to form visible aggregates below pH 4, although the 

negative surface charge remained as high as 15 mV in magnitude at pH 3. Therefore, a 

surface charge density on the order of 6.5 mC/m
2
 is sufficient to stabilise the 

nanoparticles. Additionally, as it was not possible to determine the isoelectric point, the 
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source of the surface charge remains unclear and will be explored in the following 

section.  

3.3 Presence of Surface Defects 

In order to rationalise the presence of surface charge the chemical composition of the 

polymer before and after nanoparticle preparation was studied. The FT-IR spectra of all 

polymer and nanoparticle samples are shown in Figure 3.5. The polymer spectra are 

dominated by aliphatic and aromatic C–H stretches at 2800-3100 cm
-1

 and the 

methylene scissoring mode at 1460 cm
-1

. For MEH-PPV and PFPV, additional peaks 

are observed below 1300 cm
-1

 corresponding to C–O stretches. It should be noted that 

the PFPV spectrum has a sharp absorption at 1648 cm
-1

 indicating the quality of this 

polymer is no longer pristine. The nanoparticle spectra each show three additional 

peaks in the carbonyl region of the spectrum at 1730, 1670 and 1600 cm
-1

, which are 

assigned to aliphatic C=O, aromatic C=O and C=O induced aromatic stretches, 

respectively [112,113]. These data clearly show there are oxidative changes to the 

chemical structure of the polymer during the nanoparticle preparation.  
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Figure 3.5: FT-IR spectra of conjugated polymers (a) MEH-PPV, (b) PDHF , (c) PDOF and (d) 

PFPV films of pristine polymer (blue) and polymer nanoparticles (red). 

To further examine these oxidative changes carbon 1s XPS data were collected for 

polymer and nanoparticle films, as shown in Figure 3.6. All spectra were fitted with a 

weighted Gaussian (70%) Lorentzian (30%) function using CasaXPS 2.3 software. The 

major aliphatic/aromatic C 1s peak was used as the internal calibration standard and 
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assigned to a binding energy of 285.0 eV. When components of the spectra were not 

clearly resolved, the width of the component was fixed to the same width as the most 

well-defined component. The best fit parameters are listed in Table 3.2.  

The MEH-PPV and PFPV polymer spectra were fitted with two components, C1 at 

285.0 eV and C2 at 286.2 eV, corresponding to the carbon atoms of hydrocarbon and 

ester groups, respectively. The MEH-PPV spectrum shows components and peak 

positions in good agreement with published data [112,114]. Polyfluorene data indicate 

only the hydrocarbon component is present, which is consistent with the chemical 

structure of the pristine polymers. The MEH-PPV nanoparticle spectrum shows two 

additional components not observed for the polymer at 287.9 eV (C3) and 289.4 eV 

(C4). As these components have higher binding energies they indicate higher oxidation 

states of carbon and are therefore assigned to C=O and O=C–O groups, respectively. 

The difference in binding energy of ~1.4 eV shows good agreement with the expected 

shift for each additional C–O bond [115]. The other difference between the MEH-PPV 

polymer and nanoparticle spectra is the reversal in amplitudes for the two lowest energy 

components. The PFPV nanoparticle spectrum shows the C4 component at 288.7 eV; 

however, the C3 component is notably absent. Finally, the nanoparticle spectra of PDHF 

and PDOF show similar changes from their corresponding polymer data. The three new 

components present in the polyfluorene nanoparticle spectra at 286.0 eV, 287.3 eV and 

~289.0 eV are assigned to the same functional groups observed in MEH-PPV 

nanoparticles. The XPS and FT-IR data presented here show good agreement and give 

strong evidence of oxidation during the preparation of nanoparticles, including the 

possibility of carboxylate functional groups that contribute to the negative surface 

charge. 
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Figure 3.6: C 1s XPS spectra and fitted components of (a) MEH-PPV, (b) PDHF, (c) PDOF and 

(d) PFPV films of pristine polymer (blue) and films of nanoparticles (red).  
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Table 3.2: XPS fitting parameters for pristine polymer and nanoparticle samples as determined 

using CasaXPS. 

Polymer 
C1 

pos/fwhm/%area 
C2 

pos/fwhm/%area 
C3 

pos/fwhm/%area 
C4 

pos/fwhm/%area 

MEH-PPV 285.0/1.0/60 286.2/1.7/40   

PDHF 285.0/0.9/100    

PDOF 285.0/1.0/100    

PFPV 285.0/1.0/73 286.2/2.2/26   

Nanoparticle 
C1 

pos/fwhm/%area 
C2 

pos/fwhm/%area 
C3 

pos/fwhm/%area 
C4 

pos/fwhm/%area 

MEH-PPV 285.0/1.2/31 286.1/1.4/56 287.9/1.4/8 289.4/1.4/5 

PDHF 285.0/1.3/54 286.0/1.3/28 287.3/1.3/7 288.7/1.3/11 

PDOF 285.0/1.3/83 286.2/1.3/8 287.4/1.3/5 289.1/1.3/4 

PFPV 285.0/1.1/63 286.6/1.4/25  288.7/1.5/12 

 

Elemental analysis was used to validate the XPS data and quantify the oxygen 

content of polymer and nanoparticle samples more accurately; these data are shown in 

Table 3.3. The measured composition of the polymers closely reflects the calculated 

composition based on the monomer structure of the polymers. Comparing the relative 

area of C2 with elemental analysis data for the MEH-PPV polymer sample shows 

extremely high oxygen concentrations for the XPS data. Oxygen is known to shift the 

binding energy of secondary carbon atoms by ~0.4 eV [115], which could partially 

account for the increased area. Even disregarding this component and considering only 

C3 and C4 of the nanoparticle samples, the oxygen content by XPS is equal or greater 

than the oxygen content determined by elemental analysis for all polymers. This result 

combined with the surface sensitive nature of XPS suggests the oxygen concentration is 
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elevated at the particle surface. Previous studies have shown polymer chains collapse in 

water such that hydrophilic groups are arranged on the surface of the particle while 

hydrophobic sections are restricted to the core [116,117]. 

Table 3.3: Elemental composition of pristine conjugated polymer and nanoparticle samples in 

mole%. Expected mole% calculated from the monomer structures are shown in parentheses.  

Polymer C H N O 

MEH-PPV 38.91 (39.53) 56.46 (55.81)  4.69 (4.65) 

PDHF 43.32 (43.86) 56.68 (56.14)  0.01 (0.00) 

PDOF 42.05 (42.03) 58.03 (57.97)  –0.08 (0.00) 

PFPV 40.37 (41.38) 57.05 (56.90)  2.58 (1.72) 

Nanoparticles C H N O 

MEH-PPV 34.28 52.68 0.39 12.64 

PDHF 37.30 48.84 0.41 13.45 

PDOF 38.48 54.45 0.22 6.84 

PFPV 35.79 51.96 0.36 11.88 

 

The possibilities of photo-oxidation and oxidation by organic peroxides formed in 

THF have been considered. Nanoparticle samples were exposed to ambient light for 

several hours and showed less than 1% decrease in absorption. Gentle heating and the 

lack of peroxide inhibitor is known to produce organic peroxides in THF within several 

hours [118]. Solutions of each polymer in THF monitored by FT-IR spectroscopy 

showed no increased absorption in the carbonyl region over such periods. Therefore, 

there is little, if any, oxidation of the polymer through these processes.  
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Many studies have investigated physisorption of hydroxide anions to the surface of 

hydrophobic aggregates in water as an alternative form of stabilisation [119-123]; 

however, these findings are somewhat controversial [124,125]. These studies report 

zeta potential measurements similar in magnitude to those measured for conjugated 

polymer nanoparticles, also without any stabilising molecules. Therefore, oxidation of 

the polymer chain during nanoparticle preparation may not be the only source of 

colloidal stabilisation, but rather a contributing factor.  

3.4 Conclusions 

This chapter has shown conjugated polymer nanoparticles possess a negative surface 

charge on the order of 15 mC/m
2
 capable of preventing their aggregation for several 

weeks or longer. XPS and FT-IR data clearly shows oxidation of the polymer during 

nanoparticle preparation introducing carbonyl and even carboxylate functional groups 

that produce negative surface charge. The oxygen content as a result of oxidation was 

found to be 7-13% by elemental analysis. Photo-oxidation and oxidation by peroxides 

known to form in THF were also considered but showed no evidence of chemically 

modifying the polymer structure. Other effects, such as the adsorption of hydroxide ions 

to the particle surface, might also contribute to the stabilisation of these nanoparticles.  
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4 Excitation Energy Transfer in 

Conjugated Polymer Nanoparticles 

4.1 Introduction 

Conjugated polymers have proven to be impressive materials for organic photovoltaics 

[126-128] and electroluminescent applications [129,130]. One crucial area of 

investigation is the polymer morphology and its effect on the energy transport processes 

in these devices [131-134]. One study by Huyal et al. [80], demonstrated increased 

fluorescence quantum yields in polyfluorene nanoparticle films compared to polymer 

films cast from THF. From the dependence of the fluorescence profile on nanoparticle 

size, it was concluded that smaller nanoparticles have a more compact internal 

structure. However, by solely relying on spectral shifts in steady-state optical spectra of 

solvated samples at room temperature, it is difficult to elucidate detailed information 

regarding the polymer conformation. Instead, several studies over the past decade have 

combined different forms of ultrafast spectroscopy and Monte Carlo simulations of 

energy transfer to yield representative polymer structures [7,8,19,135-137]. 
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This approach was first demonstrated by Grage et al., for solutions [7], and later, 

films [135] of phenyl-substituted polythiophenes. In these studies, the anisotropy decay 

measured by transient absorption was used to monitor the evolution of energy transfer. 

The polymer structure in solution was simulated by a series of vectors each representing 

two adjacent monomer units of the polymer chain. The direction of each vector was 

defined by a Gaussian distribution of angles relative to the preceding vector. Energy 

transfer simulations following the Förster mechanism were performed using the 

distance and relative orientation between vectors from the simulated polymer structures. 

The polymer conformation was controlled by the width of the Gaussian distribution, 

called the disorder parameter, obtained from fitting the experimental anisotropy decay 

with the simulated data. In this way, representative polymer structures can be generated 

from ultrafast spectroscopic data.  

From this first study, the substituted polythiophene was found to adopt worm-like 

conformations in solution with the excitation energy transferred through an average of 

six chromophores before becoming trapped. The polymer conformation was found to be 

similar in films [135], while another study concerning solution samples of MEH-PPV 

with partially broken conjugation showed greater disorder and shorter average 

separation between chromophores than the substituted polythiophenes [8]. Further 

developments were made by Westenhoff et al., including the introduction of the line-

dipole approximation [19] and torsional potentials [136] between adjacent monomers.  

The common thread of these studies is the simplicity of the polymer model allowing 

simulation of chains comparable in length to those used in experiments. 

In this chapter, the energy transfer behaviour of the conjugated polymer in extended 

and nanoparticle conformations is examined. The polymer, MEH-PPV, was used as a 
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model polymer for the following experiments, although it is expected that nanoparticles 

of other conjugated polymers prepared by reprecipitation would display analogous 

energy transfer behaviour. Time-resolved isotropic emission transients were collected 

by femtosecond fluorescence upconversion to monitor the excited state populations for 

subsets of chromophores. The rate of energy transfer was then measured directly from 

the fluorescence anisotropy decay. Anisotropy data were simulated independently using 

a coarse-grained MEH-PPV model and a Monte Carlo energy transfer algorithm to 

provide polymer structures consistent with the experimental data for each sample.  

4.2 Time-Resolved Fluorescence Data 

The changes in absorption and fluorescence spectra of MEH-PPV upon nanoparticle 

formation have been described in Chapter 3.2. Briefly, the absorption maximum of the 

nanoparticle film was red-shifted by 10 nm and the fluorescence maximum was red-

shifted by 35 nm. These shifts were attributed to the lengthening of chromophores 

associated with the preformed nanoparticle structure prior to film casting. Solution 

based samples were used for the following time-resolved fluorescence experiments, 

therefore it is more informative to consider the spectral differences between solutions of 

MEH-PPV in THF and aqueous suspensions of MEH-PPV nanoparticles, which are 

shown in Figure 4.1. The absorption spectrum of the polymer solution in THF is blue-

shifted by 20 nm compared to the polymer film and the absorption maximum of the 

nanoparticle suspension occurs a further 15 nm higher in energy. Polymer solutions in 

THF are reasonably well-solvated, although not to the same extent as many aromatic 

solvents. Nevertheless, these polymer chains exhibit a relatively small degree of 

interchain interaction compared to the film and nanoparticle samples. This is also 
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demonstrated by the fluorescence spectra of the nanoparticle film and suspension, 

which are red-shifted by around 40 nm compared to the 550-nm peak of the polymer 

solution. The red-shifts of the film and nanoparticle spectra are clear indications of 

aggregate formation and the presence of interchain excitons.  

 

Figure 4.1: Absorption and photoluminescence spectra of MEH-PPV in aqueous suspension 

(blue) and dissolved in THF (red). Polymer film spectra are also shown (grey) for comparison. 

The influence of polymer conformation on the optical properties of MEH-PPV was 

further investigated through femtosecond fluorescence upconversion experiments. 

Isotropic fluorescence decay data were collected for MEH-PPV in THF at several 

emission wavelengths, a selection of these is shown in Figure 4.2. Each fluorescence 

decay transient was fit with the sum of exponential terms using the fewest terms that 

adequately described the data; the best fit parameters for the MEH-PPV in THF data 

shown here are listed in Table 4.1. The fluorescence intensity at 500 nm, 520 nm and 

670 nm is proportional to the populations of high, medium and low energy 

chromophores, respectively.  
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Figure 4.2: Isotropic time-resolved fluorescence decay of MEH-PPV in THF at emission 

wavelengths: 500 nm (top), 520 nm (middle) and 670 nm (bottom). 

The initial decay of the high energy chromophore population was rapid with a time 

constant of ~1 ps (𝜏1), followed by another slightly slower 12 ps decay component (𝜏2). 

After the first 50 ps the population decays according to the fluorescence lifetime, or 

exciton recombination, of MEH-PPV (𝜏3), which is approximately 200 ps in THF [9]. 

Intermediate energy chromophores do not exhibit any deviation from the fluorescence 

lifetime even at times shortly after excitation and can therefore be described by a single 

decay constant. The population of the lowest energy chromophore subset grows in the 

first 5 ps with a time constant comparable to the initial decay component (𝜏1) observed 

for the high energy chromophores. A subsequent growth component (𝜏2), slower than 

the first, is also present in the 670 nm decay. These initial growth components can be 

difficult to determine accurately due to the rise associated with the instrument response 
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function. For the data presented here, the instrument response function was included in 

the iterative reconvolution fitting algorithm used by the Surface Xplorer software from 

Ultrafast Systems. The width of the instrument response function was similar at all 

emission wavelengths, which suggests the time constants for these growth components 

are not significantly influenced by the instrument response parameter.  

Table 4.1: Fitted parameters for isotropic emission of MEH-PPV in THF. The errors in 𝝉𝟐 and 

𝝉𝟑 are less than 25%, while the errors in 𝝉𝟏 are up to 1 ps as this time constant is close to the 

instrument response function.  

Wavelength (nm) a1 𝝉1 (ps) a2 𝝉2 (ps) a3 𝝉3 (ps) 

500 0.36 1.2 0.24 12 0.40 206 

520 - - - - 1.00 240 

670 -0.14 1.5 -0.16 27 0.7 240 

 

Energy transfer is well known to occur on the same time scales as these two 

components [138-140]. Additionally, the decay at 500 nm and simultaneous growth at 

670 nm is consistent with energy transfer from high to low energy chromophores. This 

behaviour can be alternatively considered as a time-dependent red shift in the 

fluorescence spectrum, showing the excitation energy decreases on short timescales. 

However, torsional and solvent relaxations also manifest as a shift in emission energy 

[141,142]. To confirm the assignment of energy transfer to these decay components, 

polarisation dependent experiments were performed, which will be discussed shortly.  

The MEH-PPV nanoparticle fluorescence decays are shown in Figure 4.3, with a 

comparison of polymer and nanoparticle samples in the top panel. The nanoparticle 

decay is much faster than that of the polymer, which is reflected by the decrease in 
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fluorescence quantum yield from ~0.27 for the polymer in THF [9], to 0.03 measured 

here for aqueous suspensions of nanoparticles [82]. One earlier report has shown a 

slight increase in fluorescence lifetime of films relative to a good solvent environment 

[143,144]. The comparison of fluorescence spectra made earlier shows the similarities 

of film and nanoparticle samples, this shows the position of the emission spectrum is 

more strongly dependent on the interchain spacing rather than the solvent and therefore 

the shorter fluorescence lifetime must be caused by the solvent (i.e. the presence of 

water) and not aggregation of polymer chains.    
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Figure 4.3: Isotropic time-resolved fluorescence decay of MEH-PPV nanoparticles in water at 

emission wavelengths: 530 nm (top), 550 nm (middle) and 620 nm (bottom). The emission of 

MEH-PPV in THF at 500 nm is shown in the top panel (grey) for comparison. 

The fitting parameters for the time-resolved emission of the nanoparticles at 530 nm, 

550 nm and 660 nm are listed in Table 4.2. Again, these represent the populations of 

high, intermediate and low energy chromophores; however, the emission was monitored 

at longer wavelengths owing to the red-shift of the fluorescence spectrum. At 530 nm, 

the decay is described by three exponential decay components. The two fastest decay 

components are 1 ps (𝜏1) and 4.2 ps (𝜏2), which are not dissimilar to the highest energy 

emission observed for the polymer sample. The third component (𝜏3) has a 40 ps time 

constant, considerably shorter than the fluorescence lifetime of the polymer in THF. 

The decay of the intermediate chromophore population is described by similar time 
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constants; however, the relative amplitude of the first component is reduced in favour of 

the slower components, resulting in a longer average decay than the highest energy 

chromophores. Interestingly, the 1 ps component is not observed in the 660 nm decay, 

which was fit with two similarly weighted time constants of 8.7 ps and 63 ps. The 

growth in fluorescence intensity observed for the polymer at low emission energies was 

not present in the nanoparticle sample due to the significantly shorter fluorescence 

lifetime. Instead, energy transfer from high to low energy chromophores appears as a 

decrease in the rate of fluorescence decay with decreasing emission energy at short 

delay times. This is clearly demonstrated by the decrease in the contribution from the 

fastest decay component in favour of the fluorescence lifetime component.  

Table 4.2: Fitted parameters for isotropic emission of MEH-PPV nanoparticles. The errors in 𝝉𝟐 

and 𝝉𝟑 are less than 25%, while the errors in 𝝉𝟏 are up to 0.5 ps as this time constant is close to 

the instrument response function.  

Wavelength (nm) a1 𝝉1 (ps) a2 𝝉2 (ps) a3 𝝉3 (ps) 

530 0.56 1.0 0.33 4.2 0.11 38 

550 0.29 1.1 0.47 5.8 0.25 45 

660 - - 0.38 8.7 0.62 63 

 

The rate of energy transfer in polymer and nanoparticle samples was measured 

directly by time-resolved fluorescence anisotropy experiments at 560 nm and 580 nm, 

respectively. These data are shown in Figure 4.4 with corresponding fitting parameters 

listed in Table 4.3. Due to the short fluorescence lifetime of the nanoparticles, after 

~20 ps the fluorescence intensity is too low to accurately determine the anisotropy. The 

polymer sample has a much longer fluorescence lifetime, which allows the anisotropy 

to be measured for up to 500 ps, although only the first 50 ps are shown for comparison.  
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Figure 4.4: Fluorescence anisotropy decay for MEH-PPV in THF (red) and MEH-PPV 

nanoparticles (blue).  

Before the anisotropy decay can be discussed solely in terms of energy transfer, it is 

important to consider other potential causes of anisotropy decay such as the Brownian 

motion of the chromophore. This can be estimated using a prolate ellipsoid to represent 

the chromophore, and Perrin’s equations [145,146]. The ellipsoid has a principle axis of 

4.69 nm and two equal minor axes of 1.05 nm corresponding to the dimensions of the 

average chromophore length in MEH-PPV of seven monomer units. The calculated 

rotational time constant about the short axis is 8 ns, given the viscosity of THF is 

0.48 mPa.s at 20°C. This shows the required time scale for rotation of the chromophore 

in solution is exceedingly long and therefore the contribution to the anisotropy decay 

through Brownian motion is negligible. For a nanoparticle chromophore in water this 

decay time constant is longer still as the viscosity of water is greater than THF and the 

compact conformation is likely to considerably hinder any torsional motions.  

The theoretical maximum anisotropy value for systems such as these is 0.4, which is 

significantly greater than the initial values measured here. The difference indicates there 
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is some reorientation of the transition dipole within the instrument response function, 

roughly 300 fs for the polymer in THF. This behaviour is well-known to occur in 

conjugated polymers, including MEH-PPV, and has been attributed to exciton 

localisation [139,140,147]. Specifically, initial excitations span kinks or bends that 

would ordinarily break conjugation, thereby incorporating several chromophores, 

before localising onto one of these constituent chromophores. One study has shown that 

the initial anisotropy is indicative of the number of kinks in the polymer chain and 

therefore the extent of polymer disorder [139]. The measured value for the nanoparticle 

sample, 0.20 ± 0.03, corresponds to a 36° rotation of the transition dipole moment. The 

initial anisotropy of the nanoparticle is less than 0.25 ± 0.01, the initial anisotropy of the 

polymer, indicating greater disorder in the nanoparticles.  

Table 4.3: Fitted parameters for time-resolved fluorescence anisotropy decays. The errors in 

these time constants are less than 25%. 

 a1 𝝉1 (ps) a2 𝝉2 (ps) a3 𝝉3 (ps) r∞ 

Polymer 0.07 1.2 0.09 25 0.13 800 - 

Nanoparticles 0.06 0.9 - - - - 0.13 

 

The subsequent decay of anisotropy over 500 ps for the polymer in THF occurs in 

three phases with time constants of 1.2 ps (𝜏1), 25 ps (𝜏2) and 800 ps (𝜏3).  This appears 

to be at odds with data published previously by Nguyen et al. [148,149], where the first 

50 ps of the anisotropy decay were fitted with time constants of ~1 ps and ~100 ps. 

However, fitting the first 50 ps of the data presented here yields the same time constants 

as those reported by Nguyen, which were assigned to intermolecular and intramolecular 

energy transfer, respectively. Intermolecular energy transfer concerns energy transfer 
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between different polymer molecules; however, it also includes energy transfer between 

two distant chromophores of the same polymer chain that are in close proximity as a 

result of the polymer conformation. In contrast, intramolecular energy transfer occurs 

between two adjacent covalently-linked chromophores. Alternatively, these can be 

considered as ‘through space’ and ‘through bond’ energy transfer, respectively. 

Interchain energy transfer is expected to be much faster as there are more potential 

acceptors surrounding the excited chromophore and therefore a greater probability of 

encountering a lower energy chromophore. There are only two possible acceptors for 

intramolecular energy transfer events, one on either side of the excited donor 

chromophore, and they are not necessarily of lower energy than the donor. It is 

important to note that an intramolecular energy transfer event may be followed by 

subsequent intermolecular energy transfer events, given the newly available acceptors. 

Therefore, the longer anisotropy decay component is assigned to energy transfer rate-

limited by intramolecular energy transfer. The anisotropy decay data presented here 

suggests intramolecular rate-limited energy transfer is more rapid than previously 

reported for MEH-PPV, but is in reasonable agreement with the timescales reported for 

other conjugated polymers [19,136,140].  

The nanoparticle anisotropy decay has only a single decay component corresponding 

to intermolecular energy transfer. This is to be expected given the compact nanoparticle 

structure with many potential acceptors surrounding the excited donor. Alternatively, 

the single phase decay of the nanoparticle anisotropy may be a result of the inhibition of 

torsional motions caused by the film-like packing of polymer chains within the 

nanoparticle. This can be further understood by performing simulations of energy 

transfer, detailed in the following section. Finally, the anisotropy decay of the 
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nanoparticles has a limiting anisotropy of 0.13 clearly visible after 5 ps, which suggests 

excitons are trapped before complete depolarisation occurs [150].  

4.3 Energy Transfer Simulations 

The MEH-PPV coarse-grained model, parameterised by Chiu et al. [151], was used 

to generate the polymer structures used in the energy transfer simulations. Briefly, there 

are three coarse-grained sites for each monomer unit corresponding to the centres of 

mass for the methoxy substituent (A), the phenylene vinylene moiety (B) and the 

ethylhexyloxy side chain (C), as shown in Figure 4.5. Similarly, there are corresponding 

coarse-grained sites D, E and F for monomers adjacent to a tetrahedral chemical defect. 

The radial distribution functions for bond lengths, bond angles, torsional angles and 

non-bonded interactions between these coarse-grained sites were parameterised using 

the iterative Boltzmann inversion method to match the equivalent interactions from 

atomistic simulations.  

 

Figure 4.5: Coarse-grain scheme for a MEH-PPV segment containing a saturation defect. 

All interactions, except the torsional angle distribution, were parameterised by 

‘optimised potentials for liquid simulation all atoms’ force field calculations of MEH-
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PPV monomers. Further consideration was given to the torsional angle distributions as 

these are expected to have the greatest influence on the polymer structure and are not 

well described by the same type of atomistic simulations. Therefore, only the bond 

rotation energy profile, determined by density functional theory at the B3LYP/6-31G* 

level, of the central bond of a MEH-PPV decamer was used to parameterise the 

torsional angle distribution. The resulting dihedral angle probability distributions 

between pristine (A-B-B-A) and defect adjacent monomers (D-E-E-D) are shown in 

Figure 4.6. The dihedral angle probability distribution of the pristine polymer shows the 

syn conformation, where the alkoxy side chains of adjacent monomers exist on the same 

side of the backbone, is preferred. The defect site has a similar probability of occupying 

a dihedral angle from 0° through 130° as a result of the greater flexibility compared to 

the pristine polymer. In both cases, the anti conformation is impeded by unfavourable 

steric interactions between the alkoxy side chain and the hydrogen atoms of the vinyl 

group [152].  
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Figure 4.6: Dihedral angle probability distribution for the A-B-B-A (red) and D-E-E-D (blue) 

dihedral angles. From Ref. [151].  

Molecular dynamics simulations were performed on single MEH-PPV chains 

containing 1000 monomers and a 10% defect concentration over several microseconds. 

This defect concentration was selected as it provided structures with a 41 nm radius of 

gyration, which is in good agreement with the experimentally determined 38.5 nm for 

MEH-PPV chains of this length in THF [153], assuming the ratio of the radius of 

gyration to hydrodynamic radius is ~1.3. Initially, the temperature of these simulations 

was set to 500 K to rapidly achieve equilibrium, then after 200 ns the temperature was 

reduced to 294 K. Snapshots of the molecular dynamics simulation trajectories were 

taken at equally spaced intervals once equilibrium had been established and were used 

as the polymer configurations for the energy transfer simulations. For atomistic 

simulations containing a few hundred monomers performed during the parameterisation 

steps, it is feasible to include solvent molecules; however, simulations on 

experimentally relevant polymer chain lengths of at least 1000 monomer units are not. 

Consequently, the solvent was treated implicitly using Langevin dynamics and tuning 

the nonbonded interactions to mimic the atomistic simulations in a good solvent. The 
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non-bonded interaction was then increased by a factor of 1.5, effectively reducing the 

solvent quality to replicate the conformation of the nanoparticle in aqueous suspension.  

 

Figure 4.7: Snapshots of molecular dynamics simulations representative of a MEH-PPV chain 

in THF (left) and a MEH-PPV nanoparticle (right). 

For the energy transfer simulations it was necessary to divide the polymer chain into 

chromophores. Chromophores were defined by the randomly positioned defect sites or 

by an inter-monomer dihedral angle of greater than 50°, which is considered to be the 

approximate angle at which conjugation is broken [154]. The resulting chromophores, 

shown in Figure 4.8, were then assigned an energy based on how many monomer units 

it contains. Both exponential [155,156] and hyperbolic [157,158] relationships between 

chromophore lengths and energies have been used previously. The hyperbolic function 

gave simulated anisotropies in better agreement with the experimental anisotropy decay 

despite the deviation from this relationship observed at longer chromophore lengths. 

Here, the chromophore energy (𝐸𝑖(𝑛)) is related to its length in monomer units (𝑛) by 

 𝐸𝑖(𝑛) = (
𝐸𝑖,1 − 𝐸𝑖,∞

𝑛
) + 𝐸𝑖,∞ (4.1) 
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where 𝐸𝑖,∞ is the energy of a chromophore containing more monomer units than the 

effective conjugation length and 𝐸𝑖,1 is the energy of the monomer [157]. The energy of 

the monomer was taken to be 3.5 eV, being the same as that reported for BEH-PPV 

[155]. Additionally, using the energies of MEH-PPV oligomers containing 3, 4 and 5 

monomer units [159], 𝐸𝑖,∞ was determined to be 2.30 eV, which agrees with the red-

edge of the absorption spectrum.  
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Figure 4.8: (a) A molecular dynamics simulation snapshot of a typical extended MEH-PPV 

configuration and (b) the same configuration segmented into chromophores. Each colour change 

indicates a break in conjugation and therefore the boundary of each chromophore. 

The spectral overlap of the extinction coefficient and the area-normalised 

fluorescence spectra was determined for the polymer and nanoparticles. Homogenously 

broadened spectra were used as the inhomogenous broadening was already accounted 

for by the assignment of the chromophore energies according to Eq. (4.1). The distance 

and orientation of all possible energy transfer donor-acceptor pairs of the polymer 

configuration were used to calculate the corresponding energy transfer rates by 

Eq. (1.2). The orientation factor was determined using the line-dipole approximation, in 
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which the transition dipole moment is divided into sub-segments corresponding to each 

monomer unit. The angular displacement between all dipole moment sub-segments of 

the donor and acceptor were then calculated, the average of which was used to calculate 

the overall orientation factor for that donor-acceptor pair according to Eq. (1.3). 

The initial exciton of the Monte Carlo energy transfer simulations was randomly 

positioned on a chromophore with energy equivalent to the excitation energy used for 

collecting the experimental data. The occupied chromophore lifetime, 𝑡0, was given by  

 𝑡0 = −
1

𝑤𝑖
ln(1 − 𝑥) (4.2) 

where 𝑤𝑖 is the overall depopulation rate of the chromophore and 𝑥 is a random number 

between 0 and 1. If the lifetime of the chromophore exceeds the rate of energy transfer, 

the exciton relaxes radiatively. Otherwise, energy transfer occurs and the process is 

repeated with another random number and a new set of possible energy transfer rates 

for the newly accessible acceptor chromophores. 

This approach to energy transfer simulations differs from the reports summarised in 

the introduction to this chapter. Here, the simulations are performed on structures from 

molecular dynamics simulations of a physically accurate coarse-grained polymer model 

independent of the experimental data, whereas the earlier reports determine structural 

parameters from fitting the experimental data with the simulated anisotropy decay. The 

simulated anisotropy decays for the nanoparticles and the polymer in THF are shown in 

Figure 4.9. Each of the anisotropy decays was averaged from 1000 exciton hopping 

simulations on each of 200 polymer snapshots of the corresponding molecular 

dynamics simulation. These energy transfer simulations concerned only incoherent 

energy transfer events in the weak chromophore coupling regime and therefore the 
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initial anisotropy, which is a result of fast exciton localisation, was not considered. 

Thus, the simulated anisotropy decays were scaled to the same initial anisotropy value 

as the experimental data for direct comparison.  

 

Figure 4.9: Comparison of simulated (solid lines) and experimental (circles) fluorescence 

anisotropy decays of the polymer (red) and nanoparticles (blue). The best fit of the experimental 

anisotropy decays are also shown (dashed lines).  

The simulated anisotropy decay of the polymer in THF was fit with an exponential 

decay function with three time constants of 1.5 ps, 10 ps and 330 ps. These time 

constants are in good agreement with the experimentally determined time constants 

listed in Table 4.3. It is important to note that the values reported here for the longest 

time constants of the experimental and simulated data are not reliable as both well 

exceed the duration of their respective data sets. The simulated nanoparticle anisotropy 

decay was well described by a 0.6 ps major decay component and another minor 8 ps 

time constant. Other than this minor component, which is absent from the experimental 

data, there is good agreement between the experimental and simulated data indicating 

these polymer structures are representative of the true polymer conformations in each 

solvent environment. Furthermore, as the polymer configurations used here were static, 
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the effects of molecular motions including torsional relaxation are absent. Therefore, 

the second decay component of the experimental anisotropy decay of polymer in THF 

can be attributed to the energy transfer process.  

Other parameters related to energy transfer were also determined using this model. 

For example, the exciton diffusion length calculated from the averaged mean squared 

displacement after the first 2 ps was 4 ± 1 nm in the polymer and 9 ± 2 nm in the 

nanoparticles, which are reasonable given the reported values for MEH-PPV solutions 

[8], films [160] and aqueous nanoparticle suspensions [161]. During these first 2 ps the 

extent of exciton diffusion is two orders of magnitude larger than expected. Without 

accounting for the localisation processes immediately following excitation, accurate 

estimates of the exciton diffusion length are not possible. Therefore, it is necessary to 

develop this model further. The approach of Barford et al. using the Frenkel-Holstein 

model, where the exciton is treated quantum mechanically and the polymer structure is 

treated classically, is one possible method [16,162]. The initial localisation of the quasi-

extended exciton states immediately following excitation is also well captured by this 

model, which may resolve the discrepancy in the initial simulated and experimental 

anisotropy values. However, it has been suggested that a lack of interchain interactions 

in the polymer model may be problematic [162]. Therefore, the Frenkel exciton model 

combined with the physically realistic polymer structures from the coarse-grained 

molecular dynamics simulations described here should provide a more complete 

description of energy transfer. Although, despite our preliminary simulations using the 

Frenkel exciton model being unsuccessful in accurately reproducing the experimental 

anisotropy decay for MEH-PPV nanoparticles, it remains a focus of our group. 
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4.4 Conclusions 

This chapter has shown the difference in energy transfer dynamics of MEH-PPV in 

well-solvated and compact nanoparticle environments. Isotropic fluorescence data for 

MEH-PPV in THF exhibited a ~1 ps decay component at higher emission energies 

indicating the corresponding chromophores are depopulated in favour of lower energy 

chromophores, which showed an initial growth in population. A similar trend was 

observed in MEH-PPV nanoparticles; however, this manifests a decrease in the rate of 

the initial decay component due to the shortened fluorescence lifetime. Energy transfer 

measured directly by time-resolved anisotropy experiments was found to occur on two 

time scales for the polymer solution corresponding to intermolecular and intramolecular 

energy transfer, while only the intermolecular type of energy transfer was observed in 

the nanoparticles. The anisotropy decay was simulated using the polymer structures 

from molecular dynamics simulations combined with other experimentally determined 

parameters and a Monte Carlo energy transfer algorithm. The reasonable agreement 

between the simulated and experimental anisotropy decays indicated these structures 

resemble the true polymer conformations. Additionally, the exciton diffusion lengths of 

the polymer and nanoparticles were approximately 4 nm and 9 nm, respectively. 
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5 Exciton and Hole-Polaron Dynamics in 

Composite P3HT/PCBM Nanoparticles 

5.1 Introduction 

Further to the applications in biological imaging [58-62], fluorescence sensing [68-70], 

organic photovoltaics [126-128] and electroluminescent devices [129,130] discussed in 

earlier chapters, conjugated polymer nanoparticles are also of interest as they provide 

an intermediate system between bulk films and single molecules. Therefore, studying 

these nanoparticles allows links between the bulk material functionality and molecular 

level properties to be understood. Recently, composite nanoparticles of regioregular 

poly(3-hexylthiophene-2,5-diyl) (rr-P3HT) containing the electron acceptor [6,6]-

phenyl-C61 butyric acid methyl ester (PCBM), the structures of which are shown in 

Figure 5.1, have been prepared [74,77,78,85].  

The P3HT/PCBM blend is the most extensively studied donor/acceptor combination. 

Device efficiencies of around 4% are routinely reported for this blend and efficiencies 

as high as 6.5% have been measured [163-165]. Other desirable properties of organic 
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donor/acceptor blends such as P3HT/PCBM include solution processability for fast and 

inexpensive device production using conventional printing techniques; however, this 

approach currently requires the use of hazardous organic solvents. Recently, there has 

been a trend toward using nonhazardous solvents including water for device 

preparation. Most of the work thus far involves using water soluble analogues of 

electron donor and acceptor materials [166,167]. An alternative and more 

straightforward route to achieving solution processability with water is to use aqueous 

suspensions of existing photovoltaic materials. Therefore, it is important to understand 

charge transfer and morphology in aqueous suspensions of these materials.  

 

Figure 5.1:  Illustration of a rr-P3HT nanoparticle containing PCBM aggregates (a) and the 

chemical structures of P3HT (b) and PCBM (c). 

Although charge transfer has been demonstrated in aqueous suspensions of 

polymer/fullerene nanoparticles [73,75,78], the ultrafast dynamics of excited-state and 

charge-separated species have not been investigated. Such studies have been performed 

extensively on thin-film devices covering a wide range of film properties that influence 

the efficiency of charge separation [168-176]. In particular, the effects of polymer 

morphology and the influence of P3HT/PCBM doping ratios have been key areas of 

study. Transient absorption spectra of highly ordered rr-P3HT and amorphous 
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regiorandom P3HT (rra-P3HT) films both indicate formation of singlet excitons, 

polymer polarons, and charge-separated species [169,177], albeit in varying spectral 

regions. Charge separation, which is of particular interest, is found to follow a two-step 

mechanism in both film morphologies [169]. Initially, polarons are generated through 

charge separation of excitons at the P3HT/PCBM interface. Subsequently, a relatively 

slow formation of polarons occurs and this process is limited by exciton migration. The 

rate of the second phase of polaron formation is slow in rr-P3HT because excitons must 

migrate through extended semi-crystalline domains to undergo charge separation. 

Increasing electron acceptor concentration provides a greater interfacial area, which 

promotes charge separation immediately after excitation and enhances the probability 

for excitons to migrate to the PCBM interface successfully. Although these processes 

have been extensively studied in films, the excited state species and their associated 

dynamics have not been identified for aqueous dispersions of P3HT/PCBM 

nanoparticles. Additionally, a recent study of exciton-hole polaron interactions showed 

P3HT/PCBM composite nanoparticles have the ability to store photogenerated charges 

due to the presence of deep electron traps [85]. Studies of dynamics of P3HT excitons 

and other excited state species are important for an understanding of charge separation 

dynamics to offer insight into charge storage.  

In this chapter, two key factors that influence the charge separation dynamics in 

aqueous suspensions of P3HT/PCBM nanoparticles are investigated, namely the 

regioregularity of P3HT and the concentration of PCBM. Steady-state fluorescence 

quenching studies show the relative charge transfer efficiency of nanoparticles with 

amorphous (rra-P3HT) and semi-crystalline (rr-P3HT) morphologies. Femtosecond 

transient absorption spectroscopy was then employed to identify various excited-state 

and charge-separated species in the visible and near-infrared spectral regions. 
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Formation and recombination dynamics of these species were also monitored to 

determine their dependence on electron acceptor concentration. By comparing the 

excited-state behaviour of P3HT/PCBM nanoparticles with studies of thin films, the 

performance of nanoparticles in a device-like environment was evaluated. The average 

size of semi-crystalline domains of rr-P3HT nanoparticles was then quantified using an 

exciton diffusion model for analysing transient absorption signals of P3HT/PCBM films 

[172]. The evolution of the transient absorption signals shows an excellent agreement 

with the exciton diffusion model for P3HT nanoparticles containing 5–50 wt% PCBM. 

5.2 Fluorescence Quenching by Charge Transfer 

Composite P3HT/PCBM nanoparticles were prepared using a slightly modified 

version of the method outlined in Chapter 2. A solution of PCBM was prepared in THF 

at a concentration of 1 mg/mL with the aid of sonication, a portion of which was then 

added to the polymer precursor solution to achieve the desired weight ratio. The 

absorption spectra of rr-P3HT nanoparticles doped with 0–50 wt% PCBM are shown in 

Figure 5.2. These spectra consist of three major bands, which include two UV 

absorption bands at 260 nm and 340 nm due to PCBM and the visible absorption at 500 

nm due to the π-π* transition of the polymer. Aggregates of rr-P3HT with a high degree 

of order are  known to form readily, which is evidenced by the vibronic structure 

present on the red side of the rr-P3HT nanoparticle absorption spectrum [178]. To better 

understand how the formation of semi-crystalline domains influences the structure 

within P3HT/PCBM nanoparticles, samples of PCBM-doped and undoped 

nanoparticles of rra-P3HT were also prepared. The vibronic structure in the undoped rr-

P3HT nanoparticle spectrum is absent in the rra-P3HT nanoparticle absorption 
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spectrum. The absorption maximum of rra-P3HT is slightly red shifted compared to the 

absorption maximum of the polymer dissolved in THF, shown in Figure 5.2, where it 

adopts an extended conformation. In contrast, the absorption maximum for rr-P3HT is 

30 nm to the red of the rra-P3HT absorption peak, which indicates a significant increase 

in the average chromophore length despite being subject to the same constraints of the 

nanoparticle structure [179]. This chromophore elongation is associated with the 

formation of H-aggregates, which exhibit significant interchain coupling of excitons, 

similar to that observed in thin films of rr-P3HT [180]. 

 

Figure 5.2: Left: Absorption spectra of rr-P3HT (black) and rra-P3HT (red) solution in THF 

(dashed) and nanoparticle suspensions in water (solid). Right: Normalised absorption spectra of 

rr-P3HT nanoparticles with 0 (black), 5 (blue), 10 (red), 20 (green) and 50 (orange) wt% PCBM. 

Figure 5.3 shows the fluorescence maximum of rr-P3HT at 650 nm is substantially 

red shifted (55 nm) relative to rra-P3HT nanoparticles, which is a further indication that 

a longer average conjugation length is supported by the highly ordered structure within 

rr-P3HT nanoparticles. The amplitudes of the vibronic progressions in the fluorescence 

spectrum of rr-P3HT nanoparticles also reflect the presence of H-aggregates, as 
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observed in the absorption spectrum. The fluorescence intensity of rr-P3HT 

nanoparticles is quenched by the addition of PCBM but the shape of the fluorescence 

spectrum remains unchanged. These results are consistent with efficient charge transfer, 

as quenching of P3HT fluorescence by PCBM requires charge transfer to occur 

considerably faster than the exciton recombination lifetime [181]. Even at a high PCBM 

doping level of 50 wt%, a sizeable level fluorescence of rr-P3HT remains unquenched 

and it can be attributed to rr-P3HT excitons that are isolated from the PCBM interface. 

This result suggests that the formation of P3HT domains within rr-P3HT nanoparticles 

allows exciton recombination to occur before the exciton encounters any electron 

acceptor. Figure 5.3 also shows the fluorescence of rr-P3HT and rra-P3HT as a function 

of PCBM doping level. Quenching of fluorescence is significantly more efficient for 

rra-P3HT than rr-P3HT, which suggests that rra-P3HT nanoparticles possess a more 

homogeneous PCBM distribution and therefore a shorter average distance from 

excitation to P3HT/PCBM interface. While these data have not been corrected for any 

differences in the absorption cross-section at the excitation wavelength, each data set 

has been normalised to their respective undoped nanoparticle intensities. The measured 

fluorescence intensity of the undoped rra-P3HT nanoparticles is actually four times 

greater than the undoped rr-P3HT nanoparticles. As the quenching of rra-P3HT 

fluorescence with the addition of PCBM is much greater than that of rr-P3HT, the 

presence of crystalline domains with lengths comparable to the range of exciton 

diffusion is supported. Additionally, the error in the fluorescence intensities is less than 

±5% for all samples. 



 

 5 – Exciton and Hole-Polaron Dynamics in P3HT/PCBM Nanoparticles 

 

94 

 

 

Figure 5.3: Left: Fluorescence spectra of undoped rra-P3HT nanoparticles (black) and rr-P3HT 

nanoparticles with 0 (blue), 5 (red), 10 (green), 20 (orange) and 50 (purple) wt% PCBM. Right: 

Normalised fluorescence intensity at the respective fluorescence maxima for rr-P3HT (black) 

and rra-P3HT (red) nanoparticles with the same PCBM concentrations. 

The propensity for rr-P3HT to form large ordered semi-crystalline domains has a 

considerable effect on the efficiency of charge transfer in P3HT/PCBM nanoparticles. 

Formation of these domains constrains the regions available to PCBM within a 

nanoparticle, causing aggregation of PCBM within the nanoparticle. As a result, the 

available surface area of the P3HT/PCBM interface is limited relative to nanoparticles 

prepared with rra-P3HT, which is reflected by the fluorescence quenching data.  

5.3 Charged and Excited State Species 

Femtosecond transient absorption has been used routinely for investigating the 

formation of excited-state and charge-separated species in P3HT/PCBM films 

[169,172,173,177,182]. However, transient absorption has not yet been used to study 
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aqueous rr-P3HT nanoparticle suspensions containing PCBM. The transient absorption 

spectra of 0% and 50% PCBM doped rr-P3HT nanoparticles at various delay times are 

shown in Figure 5.4. The pump wavelength of 500 nm is known to excite both the 

amorphous and semi-crystalline domains of rr-P3HT aggregates. Immediately to the red 

of the pump wavelength, around 550 nm, the negative ∆A signal is assigned mainly to 

bleaching of the ground state as it occurs in the same spectral region as the ground state 

absorption spectrum. Although the ground state bleach gives information regarding the 

repopulation of the ground state after excitation, the ∆A signal in this wavelength 

region corresponds to a combination of processes including fluorescence, polaron 

recombination, and charge separation, making these data difficult to interpret. Instead, 

the excited-state absorption signals are used. For the undoped rr-P3HT nanoparticles 

there is an excited-state absorption band at 650 nm and another, much broader, 

absorption centred at 1250 nm. Previous studies on rr-P3HT films have shown that the 

two absorption signals at 650 nm and 1250 nm are attributable to polymer polaron pairs 

and singlet excitons, respectively [177]. 
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Figure 5.4: Transient absorption spectra of pure rr-P3HT nanoparticles (top) and  rr-P3HT 

nanoparticles with 50-wt% PCBM (bottom) at 1 ps (black), 10 ps (blue), 100 ps (red) and 

1000 ps (green) after excitation. 

With the incorporation of PCBM into these nanoparticles, there are clearly fewer 

singlet excitons produced immediately following excitation, as shown in Figure 5.4. As 

the singlet exciton signal of the PCBM-doped nanoparticles diminishes, another 

excited-state absorption band within the singlet exciton band emerges around 1000 nm 

and persists for the entire measureable duration of these experiments. The long-lived 

absorption band at 1000 nm has been observed previously in film studies of rr-P3HT at 

higher pump intensities and has been assigned to the formation of hole-polarons [177]. 

The results presented here are consistent with this assignment. First, as this absorption 

band is absent in undoped P3HT nanoparticles at the excitation intensities used in these 

experiments, it must be promoted by inclusion of the electron acceptor. Additionally, 
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this excited-state absorption exhibits much slower decay, on the order of microseconds, 

compared to that observed for polymer polaron pairs [173,183,184]. Similarly, the 

excited-state absorption signal at 650 nm also becomes very long lived with the 

addition of PCBM. Both of these excited state absorption signals that remain after 1 ns 

are attributable to the formation of free charges. It is important to note that the 1000 nm 

signal contains the dynamics of both singlet exciton decay and free charge formation, 

which is discussed in more detail below. 

Assignment of these various excited-state absorption signals can be further 

understood by examining the dynamics of each absorption band. Figure 5.5 shows the 

kinetic data for the excited-state absorptions at 1000 nm, and 1250 nm for rr-P3HT 

nanoparticles doped with 0–50 wt% PCBM. All data were fitted with the minimum 

number of exponential decay terms required to adequately represent the data. As the 

limit of the delay stage used for these experiments was 2.5 ns, full recombination 

dynamics were not captured. As a result, processes with lifetimes overly long to be 

accurately determined were fitted as constant value offsets.  
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Figure 5.5: Kinetic traces at 1000 nm (top), and 1250 nm (bottom) for rr-P3HT nanoparticles 

doped with 0 (blue), 5 (red), 20 (green), and 50 (orange) wt% PCBM. The fitted curve for each 

sample is indicated by the corresponding solid black line. Note the change between linear and 

log scale at 10 ps. 

A decrease in the time constant of the first (𝜏1) and second (𝜏2) fitting components of 

the 1000 nm excited-state absorption, listed in Table 5.1, as a function of PCBM doping 

level is due to the influence of the singlet exciton decay on the dynamics at this 

wavelength. The relative contribution of the third decay component increases with 

higher PCBM doping levels. The greater interfacial surface area at higher PCBM 

concentrations results in generation of more free charges that exhibit slow 

recombination dynamics.  
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Table 5.1: Fitted parameters for rr-P3HT/PCBM nanoparticles at 1000 nm 

PCBM (wt%) a1 𝝉1 (ps) a2 𝝉2 (ps) a3 𝝉3 (ps) <𝝉> (ps) 

0 0.42 1.2 0.38 16 0.20 200 46 

5 0.45 1.1 0.44 23 0.11 2300 260 

20 0.46 0.7 0.39 16 0.15 4000 630 

50 0.47 0.8 0.36 15 0.17 5000 860 

 

Assignment of the 1250 nm photoinduced absorption to singlet excitons is supported 

by the fitting parameters shown in Table 5.2. The fraction of the fastest ~1 ps decay 

component (𝜏1) increases with increasing PCBM concentration, indicating quenching of 

singlet excitons through charge transfer. As mentioned earlier, this singlet exciton 

signal undergoes a substantial level of decay within 100 ps due to recombination, which 

confirms that no formation of free charges is observed at this wavelength. Furthermore, 

the power dependence on the singlet exciton recombination dynamics shown in Figure 

5.6 indicates faster decay at higher excitation power, as would be expected for an 

increase in exciton–exciton annihilation.  

Table 5.2: Fitted parameters for rr-P3HT/PCBM nanoparticles at 1250 nm 

PCBM (wt%) a1 𝝉1 (ps) a2 𝝉2 (ps) a3 𝝉3 (ps) <𝝉> (ps) 

0 0.40 1.3 0.46 16 0.14 200 36 

5 0.43 1 0.47 15 0.10 200 27 

20 0.46 0.7 0.47 12 0.07 200 19 

50 0.47 0.7 0.46 11 0.07 200 19 

 



 

 5 – Exciton and Hole-Polaron Dynamics in P3HT/PCBM Nanoparticles 

 

100 

 

The decay of the pure P3HT nanoparticle singlet exciton band is significantly faster 

than the reported decay for annealed P3HT films. Similar to the dynamics of MEH-PPV 

nanoparticles in Chapter 4, the singlet exciton decay of rr-P3HT is described by three 

time constants of 1.3 ps, 16 ps and 200 ps, as shown in Table 5.2. The third component 

(𝜏3) was fixed at 200 ps corresponding to the fluorescence lifetime of P3HT [172]. The 

first component is assigned to energy transfer, while the second time constant is 

comparable to torsional relaxation, approximately 15 ps in P3HT films [185,186]. In 

contrast, the reported singlet exciton decay for annealed P3HT films is described by a 

single decay component corresponding to the fluorescence lifetime. Additionally, the 

crystallinity of these annealed films appears to suppress any torsional motion.  

 

Figure 5.6: Decay of transient absorption signal at 1250 nm for rr-P3HT nanoparticles at 

50 (black), 150 (blue), 260 (red) and 460 (green) nJ/pulse. 
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5.4 Diffusion Model 

The one-dimensional diffusion model of Kirkpatrick et al. [172], was used to analyse 

the 1000 nm transient absorption signal, shown in Figure 5.7. Briefly, the model 

describes the competition between charge transfer and exciton decay for a P3HT 

domain bounded by PCBM. Excitons within P3HT decay according to the excited state 

lifetime (𝜏𝑟). If excitons reach the P3HT/PCBM interface during this time, they form a 

charge transfer state. In this model, the exciton population ξ(t) per absorbed photon 

varies with time according to 

 𝜉(𝑡) =  ∑
8

𝜋2𝑛2
 exp ⌊− (

𝜋2𝑛2𝐷

𝐿2
+  

1

𝜏r
) 𝑡⌋

𝑛odd

, (5.1) 

where L is the P3HT domain size and D is the exciton diffusion constant in P3HT, 

which is related to the exciton diffusion length 𝐿ex by 𝐿ex =  √𝐷𝜏r. To account for the 

multiexponential and considerably faster exciton decay in nanoparticles compared with 

films, the model was altered to include two exciton recombination time constants, 

𝜏𝑟1
and  𝜏𝑟2

, giving the following modified equation for the exciton population 

 

𝜉(𝑡) =  𝑎1 ∑
8

𝜋2𝑛2
 exp ⌊− (

𝜋2𝑛2𝐷

𝐿2
+  

1

𝜏𝑟1

) 𝑡⌋

𝑛odd

+ 𝑎2 ∑
8

𝜋2𝑛2
 exp ⌊− (

𝜋2𝑛2𝐷

𝐿2
+  

1

𝜏𝑟2

) 𝑡⌋

𝑛odd

 

(5.2) 

where the relative amplitudes a1 and a2 were determined from the pure P3HT 

nanoparticle decay and were held constant for all concentrations of PCBM. The 

equations in the model for the polaron population and transient absorbance were 

modified accordingly to account for the additional relaxation time. The instantaneous 

rate of charge generation depends on the exciton population that can migrate 
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successfully to the interface. Once the charge transfer state is formed it can undergo 

either geminate or bimolecular recombination. It has been proposed that geminate 

recombination can potentially follow either exponential or power-law decay at short 

times depending on the level of disorder in P3HT and the concentration of the electron 

acceptor [172]. In both cases, geminate recombination is followed by bimolecular 

recombination, which is represented by a power-law decay. For exponential geminate 

recombination the polaron population p(t) at time t per exciton dissociated at time zero 

in the model is given by 

 𝑝(𝑡) = 𝑒𝑥𝑝 (
−𝜏b

𝜏g
) 𝑒𝑥𝑝 (

𝜏b
2

𝑡𝜏g +  𝜏b𝜏g
) (1 + 

𝑡

𝜏𝑏
)

−𝛼

. (5.3) 

This geminate recombination model gave the best description of the data and was 

used to fit all transient absorption decays presented here. In this case, the proportion of 

charges that undergo bimolecular recombination, which is given by the first term in 

Eq. (5.3), depends on the time constant of geminate recombination (𝜏g) and charge 

separation (𝜏𝑏). Charges that overcome the Coulombic binding energy successfully to 

form free charges will recombine according to the power-law decay term with an 

exponent, 𝛼. Convolving the rate of charge generation with the temporal evolution of 

the generated charge pairs gives the total charge population. Finally, the transient 

absorption signal can be calculated as the sum of exciton and charge populations while 

considering the relative extinction coefficient (𝜀𝑟𝑒𝑙) of excitons and hole-polarons at 

1000 nm. 
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Figure 5.7: Decay of transient absorption signal at 1000 nm for 5 (blue), 20 (red) and 50 

(green), wt% PCBM. The corresponding fits from the exciton diffusion model are shown as 

solid lines. 

The transient absorption data at 1000 nm, shown in Figure 5.7, were fitted with this 

model. In the analysis, the values of 𝜏𝑟1
 and 𝜏𝑟2

 were fixed at 1 ps and 15 ps, 

respectively, for all PCBM concentrations. These values are consistent with the first 

two decay time constants of the exciton dynamics, which are inferred from the transient 

absorption signal at 1250 nm. The values of 𝜏𝑏 and 𝛼 were fixed at 100 ps and 0.11, 

respectively, since these parameters are properties mainly of the bulk phases and should 

therefore not be substantially affected by variations in the PCBM concentration [172]. 

The magnitude of the power-law decay exponent 𝛼 indicates the quantity of deep trap 

states in P3HT films, with higher exponents indicating fewer trap states [168]. The 

power-law decay observed in composite P3HT/PCBM nanoparticles occurs more 

rapidly than that observed for films, indicating that fewer trap states form during 

nanoparticle preparation. The relative extinction coefficient of exciton and free charges 

at 1000 nm were taken to be unity and 0.8, respectively, and were held constant across 
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all PCBM concentrations [172]. The average P3HT domain length and geminate 

recombination time constant were obtained by fitting each transient absorption decay 

with the model. The best fit parameters are shown in Table 5.3. 

Table 5.3: Fitted parameters from diffusion model for 1000 nm transient absorption decay data 

PCBM wt% L (nm) 𝝉𝐠 (ps) 

5 4.8 ± 2.0 67 ± 25 

20 5.6 ± 1.5 170 ± 80 

50 5.6 ± 1.5 260 ± 190 

 

The average P3HT domain length is consistent across the range of PCBM 

concentrations studied here given the degree of uncertainty present in the data. These 

results are comparable to the length of P3HT domains in films and show good 

agreement with annealed films of high PCBM concentration.[172] Such agreement is 

interesting as it suggests the vastly different preparation conditions yield similarly 

ordered polymer domains. Additionally, from the AFM data shown in Figure 5.8, the 

nanoparticles are only 6–11 times larger than the P3HT domain length, depending on 

PCBM concentration, but behave similarly to the bulk materials despite the high 

surface-to-volume ratio. 
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Figure 5.8: AFM particle height distributions and example images for rr-P3HT nanoparticles 

containing (a) 0wt%, (b) 5 wt% and (c) 50 wt% PCBM. 

The size of PCBM aggregates for each PCBM concentration was calculated by 

assuming a homogeneous distribution of spherical and equally sized PCBM aggregates. 

As several reports have shown PCBM forms needle-like aggregates in annealed films 

[175,187], it is necessary to make this assumption given this model only yields one 
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length dimension. Therefore no information regarding the shape of these PCBM 

aggregates can be deduced from this model. For this calculation, the volume fractions 

of PCBM were determined from the PCBM doping ratio and the densities of crystalline 

P3HT and crystalline PCBM, which were 1.12 g/cm
3
 and 1.67 g/cm

3
, respectively 

[188,189]. The resulting diameters were found to be 3.2 nm, 10.4 nm, and 60.5 nm for 

5, 20, and 50 wt% PCBM, respectively. The diameter of PCBM aggregates in the 50-

wt% PCBM sample is unreliable as the assumption of equally sized and homogeneously 

distributed PCBM aggregates is inadequate when the PCBM content becomes a large 

fraction of the total nanoparticle mass. 

As mentioned above, the power-law decay observed in composite P3HT/PCBM 

nanoparticles has an 𝛼 value of 0.11 and occurs more rapidly than that observed for 

films where 𝛼  = 0.05. This result suggests fewer trap states are formed in the 

nanoparticles than in rr-P3HT films. It is well known that deep traps are facilitated by 

large highly crystalline domains with the grain boundaries surrounding the domains 

capable of trapping charges [190]. Therefore, the presence of fewer deep trap states in 

these nanoparticles suggests there are fewer grain boundaries surrounding the 

crystalline domains compared to films. 

From the exciton diffusion model, it is also possible to determine the geminate 

recombination time constant and the proportion of charges that recombine through 

geminate and bimolecular recombination [172]. The geminate recombination time 

constant increases from 67 ps to 260 ps as the PCBM concentration increases from 5–

50wt% PCBM. These τg values indicate that the proportion of charges that undergo 

bimolecular recombination are 22%, 56% and 68% for 5, 20 and 50 wt% PCBM, 

respectively, for a fixed τb value of 100 ps. At PCBM concentrations of 10 wt% and 
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below, charges recombine predominantly by geminate recombination, whereas at higher 

concentrations bimolecular recombination is the primary mechanism. The likely cause 

for the increase in the geminate recombination time constant as a function of PCBM 

concentration is the formation of larger PCBM aggregates as demonstrated by the 

estimates mentioned earlier. Larger aggregates of PCBM allow effective migration of 

charge pairs, thereby reducing the probability of geminate recombination. Considering 

the observed trend in the geminate recombination time constant it is likely that 

increasing the PCBM concentration causes the aggregates of PCBM in the nanoparticle 

to become larger rather than forming a greater number of relatively small aggregates, 

which is in agreement with the PCBM aggregate sizes calculated from the model. 

5.5 Conclusions 

This chapter presented steady-state and transient optical spectroscopic data 

concerning charge transfer in P3HT/PCBM composite nanoparticles. Steady-state 

absorption and fluorescence quenching data show vastly contrasting behaviour between 

nanoparticles prepared with rr-P3HT and rra-P3HT. The rr-P3HT/PCBM nanoparticles 

contain extended semi-crystalline domains of P3HT that confine PCBM to aggregates, 

while amorphous nanoparticles of rra-P3HT exhibit a more homogenous distribution of 

PCBM. Excited-state and charge-transfer species in rr-P3HT/PCBM composite 

nanoparticles were identified using visible pump and visible/near-infrared probe 

femtosecond transient absorption spectroscopy. The signals at 650 nm, 1000 nm, and 

1250 nm were assigned to polymer polarons, hole-polarons, and singlet excitons, 

respectively, which show good agreement with previous studies on films. The 1000 nm 

signal, which includes contributions from both singlet exciton decay and free charge 
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formation, was fitted to a one-dimensional diffusion model to determine the size of the 

P3HT domains and the rate of geminate recombination. The size of P3HT domains does 

not show any significant variation across the range of PCBM concentration studied 

here. Geminate recombination is the dominant mechanism at low electron acceptor 

concentrations, while at high PCBM concentrations bimolecular recombination is 

favoured. The increase in bimolecular recombination with PCBM concentration is 

likely to be caused by the formation of larger PCBM aggregates rather than a greater 

number of small aggregates, as in that case charges are less likely to be confined by the 

size or shape of the PCBM aggregates. The results presented here are in good 

agreement with studies on rr-P3HT/PCBM films, which confirm that these composite 

nanoparticles are suitable model systems for polymer bulk heterojunction devices. 
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6 Transient Absorption Spectroscopy of 

P3HT Nanowires 

6.1 Introduction 

As discussed earlier, the crucial role of polymer nanostructure in device performance is 

well known [191-193]. Highly efficient devices containing a P3HT/PCBM blend are 

often prepared by thermal annealing, which enhances the hole mobility by three orders 

of magnitude to ~2×10
-8

 m
2
V

-1
s

-1
 due to the greater crystallinity of the P3HT regions 

[40]. However, when cast in blend films the growth of the crystalline regions within the 

film can be restricted. Recently, there has been a shift towards production of ordered 

nanowire structures prior to film casting [45,46,194-196].  These nanowires are 

conveniently prepared by the whisker method, originally reported by Ihn et al. for 

alkyl-substituted polythiophenes [44], whereby the polymer is dissolved in a marginal 

solvent at elevated temperatures followed by gentle cooling, which induces 

crystallisation of the polymer. Unlike thermally annealed blend films, the crystallisation 
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of the polymer is not hindered by the presence of an electron acceptor and can therefore 

extend over greater distances.  

 

Figure 6.1: Structure of rr-P3HT nanowires in anisole with approximate dimensions. Adapted 

from Ref. [197]. 

The degree of crystallinity in polythiophene nanowires is governed by several related 

factors including the cooling rate and choice of solvent [87,198]. These parameters are 

selected to crystallise the polymer as gently as possible allowing the polymer chains to 

sample many configurations before becoming fixed. Therefore, slow cooling rates 

(~20°C/hr) and reasonably good solvents, such as toluene and p-xylene, are often used 

to produce highly ordered nanowires. Anisole has also been used, with the added 

benefit of relatively few amorphous impurities compared to nanowires prepared in other 

solvents [199,200]. Typically, nanowires of P3HT prepared in anisole have cross 

sections of 3 nm × 30 nm and extend to several microns in length [87,196,198], as 

shown in Figure 6.1. The shortest axis of the nanowire is defined by two or three 

polymer backbones separated by the alkyl side chains, while the intermediate axis 
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indicates direction of the polymer repeat units. The longest dimension corresponds to 

the π-stacking of thousands of segments with a spacing of 3.8 Å between adjacent 

polymer backbones [198]. This length dimension has been shown to depend on the rate 

of cooling with shorter nanowires, on the order of 100 nm, produced in rapidly cooled 

solutions [87]. Additionally, high regioregularity and large molecular weights are 

necessary to form structures with long range order [87,201,202]. 

Several studies have investigated the photovoltaic performance of devices containing 

nanowires with reported efficiencies around 3% without further treatment [194-196]. 

This can be enhanced beyond 4% by thermal annealing, achieving a greater efficiency 

than comparable thermally annealed devices without pre-formed nanowires [45,46]. 

The improvement is attributed to the division of polymer crystallisation and donor-

acceptor phase separation into two distinct steps, traditionally achieved simultaneously 

by thermal annealing. Furthermore, the influence of nanowire ageing time and 

annealing temperature on these two steps has been reported [194]. The optimal 

temperature for annealing these devices is lower than the annealing temperature used 

for traditional bulk heterojunction devices, as annealing is only necessary for phase 

separation.  

More recently, a study by Martin et al. [203] examined the effect of polymer order 

on the generation and recombination of polarons in nanowires by femtosecond transient 

absorption spectroscopy. This study demonstrated the greater order of J-type nanowires 

results in slower recombination of delocalised polarons, indicating greater intrachain 

coupling. The greater order also decreases the yield of delocalised polarons. This was 

attributed to the reduced interfacial surface area between amorphous and crystalline 

domains, which is the site of polaron formation [204]. Another study by Kurniawan et 
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al. [47], which investigated a broader time window, concluded that there is an increase 

in bimolecular recombination in nanowire devices compared to conventional thermally 

annealed devices. This was attributed to directional charge transfer along the long 

nanowire axis, which is typically oriented parallel to the electrodes. Charge transport 

between adjacent nanowires is relatively poor, reducing the charge transport in the 

direction of the electrode; a finding which has since been supported by a time-resolved 

fluorescence study of isolated nanowires at the single molecule level [205]. 

In this chapter, the relationship between polymer nanostructure and exciton diffusion 

length is explored. The degree of crystallinity in nanoparticles and nanowires was 

quantified by the excitonic coupling from steady state absorption spectra. Pump-probe 

and pump- push -probe femtosecond transient absorption spectroscopies were then used 

to examine the excited state behaviour of these nanowires. The excitation power 

dependence of the pump-probe singlet exciton signal was then used to estimate the 

exciton diffusion length using two published models for the nanoparticles and 

nanowires. The data presented here provide further insights into to the development of 

nanoparticles and nanowires for incorporation into bulk heterojunction devices.  

6.2 Preparation of Nanoparticles and Nanowires 

The methods for nanoparticle and nanowire preparation are described in Chapter 2. 

The nanowire dimensions reported previously by our group [206] were approximately 

50 nm in width and greater than a micron in length, showing good agreement with 

earlier reports [87,198]. The absorption spectrum of nanowires prepared in anisole, 

shown in Figure 6.2, exhibits vibronic bands with greater amplitudes than rr-P3HT 
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nanoparticles. The excitonic coupling (𝐽0) is a convenient measure of the order in each 

nanostructure. It is calculated from the relative absorbance of the 0–0 and 0–1 vibronic 

transitions (𝐴0−0) and (𝐴0−1), respectively, according to  

 
𝐴0−0

𝐴0−1
= (

1 −
0.48𝐽0

𝐸𝑝

1 +
0.146𝐽0

𝐸𝑝

)

2

 (6.1) 

where 𝐸𝑝  is the energetic separation of the vibronic transitions, which is 0.18 eV 

[24,200]. The absorbance at 610 nm and 560 nm, corresponding to the 0–0 and 0–1 

vibronic transitions were 0.77 and 0.43, respectively. Therefore, the excitonic coupling 

is 78 meV; this is comparable to that previously reported for nanowires prepared in 

anisole and annealed films. Centrifuging the nanowires provides only a modest 

improvement in the overall crystallinity of the samples due to the relatively small 

fraction of amorphous aggregates produced by the whisker method in anisole [198]. 

The absorption spectrum of the rr-P3HT nanoparticles also shows this vibronic 

structure, albeit much weaker than the nanowires. This is reflected by an excitonic 

coupling of 106 meV, indicating less order compared to the nanowire structure.  
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Figure 6.2: Absorption spectra of rr-P3HT in THF (black), rr-P3HT nanoparticles (blue) and rr-

P3HT nanowires in anisole (red). 

6.3 Two and Three Pulse Transient Absorption 

Spectroscopy of Nanowires 

The transient absorption spectra of nanowires and nanoparticles pumped at 400 nm 

with low excitation densities, shown in Figure 6.3, have features similar to those 

described in Chapter 5. The nanowire ground state bleach shows two peaks at 560 nm 

and 610 nm corresponding to the 0–1 and 0–0 vibronic transitions, respectively. The 

third peak at 510 nm, with a shoulder at 480 nm, contains contributions from both the 

amorphous and crystalline regions of the nanowire [31,207]. The photoinduced 

absorption at 650 nm is assigned to polymer polarons, as reported in Chapter 5 and in 

the literature [84,177]. The main differences between the nanowire and nanoparticle 

spectra are the amplitudes of the vibronic transitions in the ground state bleach, which 

are a reflection of the steady state absorption spectra. Additionally, the polaron decay 
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appears to be much more rapid for the nanowires indicating fewer trap states or grain 

boundaries between the amorphous and crystalline regions [203,204]. Although this 

result seemingly disagrees with comparisons between nanoparticles and annealed films 

in the previous chapter, it is to be expected given the greater overall order of the 

nanowires.  

Also shown in Figure 6.3 is the rise of the singlet exciton absorption signal at 

1200 nm for pump wavelengths of 400 nm and 600 nm, respectively, corresponding to 

the amorphous and crystalline regions of the nanowire sample. The slower rise (~1 ps) 

is also observed following excitation with the 400 nm pump; however, when pumped at 

600 nm this singlet exciton absorption exhibits an instrument response limited rise 

(~270 fs), indicating the crystalline domains are excited directly. Interestingly, the 

nanoparticle data showed an instrument response limited rise for all pump and probe 

wavelength combinations, which can be attributed to the reduced solubility of P3HT in 

water compared to anisole. Molecular dynamics simulations of nanowire aggregation 

have shown sections of the polymer chain are not incorporated into the nanowire 

structure but rather exposed to the solvent, resulting in well-solvated polymer segments 

[208]. For these segments, the rate of energy transfer to the lower energy crystalline 

regions would be limited by the greater average distance between the solvated segments 

and aggregates. Whereas for the nanoparticles dispersed in water, an exceedingly poor 

solvent, the amorphous polymer segments would be forced to collapse onto the particle 

surface, rather than extending away from it. Therefore, energy transfer from the 

amorphous to crystalline regions is expected to be faster in the nanoparticle sample 

compared to the nanowires. 
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Figure 6.3: Transient absorption spectra of rr-P3HT nanowires (a) and  nanoparticles (b) at 0.5 

ps (black), 5 ps (blue), 50 ps (red) and 500 ps (green) after excitation. Dynamics of the singlet 

exciton absorption probed at 1200 nm with pump wavelengths of 400 nm (red) and 600 nm 

(blue) for P3HT nanowires (c) and P3HT nanoparticles (d). The instrument response function of 

the 400 nm pump pulse (~270 fs) is shown for comparison (grey). 
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The transient absorption spectra at 3 ps after excitation for the nanowires pumped at 

400 nm and 600 nm with comparatively low excitation densities are shown in the top 

panel of Figure 6.4. Excitation at 400 nm shows an increased absorption at the higher 

energy side of the absorption band, which can be at least partially attributed to the 

generation of polarons known to occur for above band-gap excitation of P3HT films 

[169]. Alternatively, the absorption of excitons trapped in well-solvated amorphous 

segments isolated from crystalline domains could contribute to this absorption.  

Increasing the excitation density of the pump light shows a shift to higher energy for 

the exciton absorption; this is observed for both pump wavelengths. The data for 

400 nm excitation is shown in the bottom panel of Figure 6.4. Above an excitation 

density of 3.8×10
18

 cm
-3

 for the above-gap excitation, the peak position remains at 

~1050 nm, which corresponds to the absorption of excitons in THF solutions of P3HT. 

This suggests exciton annihilation occurs more readily in the crystalline phase leaving 

the majority of excitons in the amorphous regions of the polymer. Verification of the 

singlet exciton contribution to this 1050 nm photoinduced absorption at high excitation 

densities from excitons in the amorphous regions is possible using ‘three-pulse’ or 

‘pump-push-probe’ transient absorption experiments.   
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Figure 6.4: Transient absorption spectra of nanowires excited at 400 nm (blue) and 600 nm 

(red) for an excitation density of 4×10
17

 cm
-3

 (top). The exciton absorption of P3HT in THF 

(dashed) is shown for comparison. Transient absorption spectra of nanowires at increasing 

excitation densities for the 400 nm pump (middle) and 600 nm pump (bottom). All spectra were 

taken at 3 ps delay after which there is no change in the peak position. 
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In this experiment, an exciton is generated by the initial 400-nm pump pulse, which 

is re-excited by the 900-nm push pulse. The relaxation of the re-excited exciton, shown 

in Figure 6.5, is monitored by the 1050-nm probe pulse. Although spectral or kinetic 

dependence on the pump-push delay (∆𝑡) was not observed for ∆𝑡 >2 ps, a delay of 

~20 ps was chosen allowing the completion of fast relaxation processes such as energy 

transfer, before the arrival of the push pulse. The arrival of the push pulse manifests as a 

bleach of the singlet exciton absorption. As excitons are promoted to a higher electronic 

state, fewer excitons remain in the first singlet excited state to absorb the probe light. 

Alternatively, this observation can be explained by stimulated emission returning 

excitons to the ground state. However, the singlet exciton absorption bleached by the 

push pulse eventually returns to the same level as the decay measured in the absence of 

the push pulse. As the singlet exciton population is fully recovered, the extent of 

stimulated emission to the ground state is negligible. This is to be expected given the 

significant separation between the repump wavelength and the emission range of P3HT. 
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Figure 6.5: (a) Pump-probe (blue) and pump-push probe (red) singlet exciton decay in 

nanowires. (b) Comparison of spectral response to 900 nm push pulse (blue), a linear 

combination of ground state bleach and spontaneous emission spectra (red) and the singlet 

exciton absorption (black). (c) Kinetics of the excited state bleach recovery induced by the push 

pulse in nanowires (blue) and solutions of P3HT in THF (red). 
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The alternative configuration, in which the push beam is modulated, allows the push-

probe experiment to interrogate the sample in the excited state. Figure 6.5b shows the 

spectral response of the nanowires to the push pulse. In the visible region this response 

mirrors a linear combination of the ground state bleach and spontaneous emission 

spectra. Furthermore, in the infrared region the push induced spectrum is a reflection of 

the singlet exciton absorption produced by the 400 nm pump with high excitation 

density. Therefore, the push pulse appears to only influence the singlet exciton, which is 

to be expected given the push wavelength of 900 nm is within the photoinduced 

absorption of the singlet exciton. Interestingly, the promotion of excitons to a higher 

excited state does not result in generation of any additional long-lived polarons. This is 

shown by the lack of repump response at a probe wavelength of 700 nm where the 

photoinduced absorption of the hole-polaron is known to occur. This would appear to 

be at odds with a study by Gadermaier et al., in which increased polaron generation was 

observed for a substituted poly(p-phenylene) following re-excitation by the push pulse 

[209]. This study also showed the lifetime of the higher electronic state in this polymer 

was 45–55 fs, which is much shorter than the temporal resolution of our transient 

absorption system.  
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Table 6.1: Fitting parameters for the excited state bleach recovery in nanowires and solution of 

P3HT in THF at push wavelengths of 900 nm and 1200 nm. The large uncertainties for the 

nanowire time constants reflect the reduced signal to noise ratio for the nanowire sample. 

Push = 900 nm a1 
𝝉1 

(ps) 
a2 

𝝉2 

(ps) 
a3 

𝝉3 

(ps) 
a4 

𝝉4 

(ps) 

Nanowires -0.82 0.16 ± 0.06 -0.07 7.7 ± 6.2 -0.08 130 -0.03 530 

THF Solution -0.80 0.16 ± 0.10 -0.09 2.6 ± 1.3 -0.07 130 -0.04 530 

Push = 1200 nm a1 
𝝉1 

(ps) 
a2 

𝝉2 

(ps) 
a3 

𝝉3 

(ps) 
a4 

𝝉4 

(ps) 

Nanowires -0.88 0.15 ± 0.19 -0.07 4.3 ± 5.6 -0.02 130 -0.03 530 

THF Solution -0.76 0.29 ± 0.17 -0.11 4.3 ± 2.6 -0.11 130 -0.03 530 

 

The kinetics of the excited state bleach recovery for nanowires and P3HT dissolved 

in THF are shown in Figure 6.5, with the corresponding fitting parameters listed in 

Table 6.1. The first component of the recovery for P3HT in THF is instrument response 

limited, followed by a minor recovery component with a time constant of 3 ps. The 

decay at longer delay times was fitted with two time constants, 135 ps and 530 ps, 

according to the decay of the pump-probe signal, which are in good agreement with 

values reported in the literature [139,141]. The major recovery component is attributed 

to the rapid relaxation (< 160 fs) from the higher excited state back to the first excited 

state (i.e. the excited state lifetime). Similarly, the first recovery component for the 

nanowires is instrument response limited and accounts for around 80% of the recovery, 

while the time constants and relative weightings of the other components are also 

comparable to that of the P3HT in THF data. The excited state bleach recovery data 

were also collected for a push wavelength of 1200 nm. These kinetic data show similar 

excited state lifetimes to the 900 nm data indicating there is little dependence on the 
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push wavelength within the excited state absorption band. The similarity between the 

excited state lifetime for nanowires and solutions of P3HT in THF suggests the excitons 

exist in the amorphous segments of the nanowires.  

This three-pulse transient absorption system can be modified to probe the excited 

state recovery of excitons in crystalline domains of the nanowires, which is of 

significant interest [92,209,210] and will be investigated by our group in the future. 

However, given the low signal level of the three pulse response and the limited 

excitation density required to study excitons in the crystalline domains, this may prove 

challenging. An improvement in the temporal resolution is also necessary to properly 

capture the excited state lifetime.  

6.4 Measurement of Exciton Diffusion Length 

The exciton diffusion length in P3HT films has been extensively studied by time 

resolved spectroscopic methods with reported values ranging from 4 nm to 27 nm [211-

216]. When the internal nanostructures of a bulk heterojunction device greatly exceed 

this diffusion length, loss pathways such as fluorescence and bimolecular 

recombination are introduced [47]. For this reason the 30-nm widths of these nanowires 

are well suited for bulk heterojunction devices. Several studies have demonstrated the 

precise control over the nanowire dimensions [198,217-219]; however, these reports 

assume the exciton diffusion length is the same as annealed P3HT films. Therefore, it is 

necessary to determine the exciton diffusion length in P3HT nanowires to provide 

insight for the optimal dimensions for maximising device performance. The exciton 

diffusion length can be determined by transient absorption using the approach described 
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in Chapter 5, where the singlet exciton decay is measured in the presence of an electron 

acceptor. Alternatively, samples without an electron acceptor subjected to increased 

pump intensities can generate multiple excitons within the range of energy transfer. In 

this case, singlet excitons decay through exciton annihilation rather than charge transfer 

but the process is still dependent on the range of energy transfer. Therefore, the decay 

of the singlet exciton population (𝑛(𝑡)) can be described by  

 
𝑑𝑛(𝑡)

𝑑𝑡
= −𝜅𝑛 − 𝛾𝑛2 (6.2) 

where 𝜅 is the fluorescence decay rate constant and 𝛾 is the annihilation rate constant. 

The exciton diffusion coefficient (𝐷) can then be calculated by 

 𝛾 = 4𝜋𝑅𝑎𝐷 (6.3) 

where 𝑅𝑎 is the reaction distance at which annihilation occurs. This reaction distance, 

while difficult to determine experimentally [212], is generally within 0.5–2.5 nm for 

P3HT [211-213,220], with a recent study by Heiber et al. reporting a value of 1.8 nm 

[221]. The diffusion coefficient is then used to calculate the one dimensional exciton 

diffusion length (𝐿𝑒𝑥) according to 

 𝐿𝑒𝑥 = √𝐷𝜏𝑟 (6.4) 

where 𝜏𝑟 is the lifetime of the excited state.  
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Figure 6.6: Power dependence of the nanowire singlet exciton absorption at 1250 nm (top) and 

the linearised data for calculation of the annihilation rate constant (bottom). The excitation 

densities are listed in each panel. Note: data for 4.4×10
18

 cm
-3

 and 8.8×10
18

 cm
-3

 are not shown 

in the bottom panel for clarity. 

The exciton diffusion length for P3HT nanowires was calculated from the measured 

annihilation rate constant by applying two published methods to the transient absorption 

data shown in the top panel of Figure 6.6 [211,212]. In both approaches the annihilation 

rate constant (𝛾) was determined from the power dependence of the exciton decay data 

according to Eq. (6.2). The first method, reported by Shaw et al., used the solution of 
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this equation to determine the time-independent annihilation rate constant [212,213]. 

This solution is given by 

 𝑛(𝑡) =
𝑛(0)𝑒−𝜅𝑡

1 +
𝛾
𝜅 𝑛(0)[1 − 𝑒−𝜅𝑡]

 (6.5) 

where 𝜅  is the fluorescence decay rate constant and 𝑛(0)  is the initial exciton 

population. This equation can also be expressed in the linear form 

 
1

𝑛(𝑡)
= (

1

𝑛(0)
+

𝛾

𝜅
) 𝑒𝜅𝑡 −

𝛾

𝜅
, (6.6) 

which allows the annihilation rate constant to be calculated from the slope or intercept 

of the data shown in the bottom panel of Figure 6.6.  

At the lowest excitation density of 4.2 × 10
17

 cm
-3

 at 600 nm, the decay of the singlet 

exciton population, shown in the top panel of Figure 6.6, is not mono-exponential. 

Furthermore, there is a noticeable difference in the singlet exciton decay kinetics even 

at the two lowest excitation densities measured here. Therefore, it is possible that 

exciton annihilation is present even at the lowest excitation density used here. The 

sensitivity of our transient absorption system prohibits measurements of kinetics with 

satisfactory signal to noise ratios below this excitation density. For this reason, 

fluorescence based techniques, with greater sensitivity are often used [211-215]. 

However, the low fluorescence quantum yields of these aggregates, particularly the 

nanoparticles, would make this approach similarly challenging. The time dependence of 

exciton annihilation rate constant has been demonstrated to occur over the first 100 ps 

[31], and therefore only data between 100 ps and 300 ps was considered for this 

analysis, which is in accordance with a previous study [214]. Furthermore, the fast 

initial decay makes 𝑛(0) difficult to determine accurately; however, the average of 
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annihilation rate constants calculated from the slopes and intercepts, 6.2 × 10
-9

 cm
3
s

-1
 

and 6.4 × 10
-9

 cm
3
s

-1
, respectively, are in excellent agreement. The errors in these 

annihilation rate constants, 2.6 × 10
-9

 cm
3
s

-1
 and 2.4 × 10

-9
 cm

3
s

-1
 for the slope and 

intercept, respectively, are taken as the standard deviation of the values over the range 

of excitation densities.  

Table 6.2: Excitation densities and the corresponding annihilation rate constants calculated from 

the intercepts of data shown in Figure 6.6.  

Excitation Density 

(10
17

 cm
-3

) 

𝛾–Intercept 

(10
-9

 cm
3
s

-1
) 

4.2 5.3 

8.6 6.2 

17 7.9 

29 11.1 

45 5.5 

66 7.0 

88 6.0 

114 2.6 

Average 6.4 ± 2.4 

 

From the average annihilation rate constant, 6.4 × 10
-9

 cm
3
s

-1
, the exciton diffusion 

length was calculated using Eq. (6.3) and (6.4). For the commonly used reaction 

distance of 1 nm the diffusion length is 14 ± 3 nm, which is shortened to 11 ± 3 nm for 

a reaction distance of 1.8 nm. This 11 nm diffusion length is significantly longer than 

the 4.7 nm measured by Shaw et al. for annealed P3HT films assuming the 1 nm 

reaction distance. Luer et al. earlier reported a similar diffusion length of 4 nm for 

excitons in P3HT films quenched by molecular oxygen [216]. A very recent study by 

Masri et al. reported exciton diffusion lengths between 5.7 nm and 11 nm in films cast 
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from P3HT with molecular weights ranging from 4 kDa to 76 kDa [214]. The excitonic 

coupling for the 13.8 kDa film that exhibited the maximum diffusion length of 11 nm 

was ~80 meV. These studies show the exciton diffusion length in the nanowires 

measured here is on the upper limit of diffusion lengths observed in P3HT films, as a 

result of the more gentle crystallisation of P3HT in forming nanowires, which is 

expected to produce greater long range order.  

Cook et al., have reported two alternative methods for determining the annihilation 

rate constant from the power dependence of singlet exciton decay data [211]. The first 

method in this study shows the annihilation rate constant is actually time dependent. 

However, only their second method, that gives an average annihilation rate constant, is 

suitably applied here. Briefly, this average annihilation rate constant (𝛾) is calculated 

from the relative emission efficiency (Φ(𝐼) Φ(𝐼0)⁄ ) at each excitation density (𝐼) by 

 
Φ(𝐼)

Φ(𝐼0)
=

2𝜅

𝛾𝛼𝐼
ln (1 +

𝛾𝛼𝐼

2𝜅
) (6.7) 

where 𝜅 is the fluorescence decay rate constant, 𝛼 is the absorption coefficient and 𝐼0 is 

the lowest excitation density, which gives the maximum emission intensity due to the 

absence of exciton annihilation. At the pump wavelength of 600 nm, 𝛼 = 45,000 cm
-1

 

and the nanowire solutions used here have an absorbance equivalent to a ~60 nm thick 

film, similar to that used in Cook’s study.  

Figure 6.7 shows the relative emission efficiency at different excitation densities for 

the nanowires. The data were fitted using Eq. (6.7), with the fluorescence lifetime of 

400 ps, yielding an average annihilation rate constant of 1.0 × 10
-9

 cm
3
s

-1
. The fitting 

error in this value is 1 × 10
-10

 cm
3
s

-1
. However, this method requires the exciton decay 

at the lowest excitation density to be devoid of any exciton annihilation, which may not 
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be the case for these nanowire samples, as discussed earlier. Therefore, the exciton 

diffusion length of 5.7 nm calculated for the measured annihilation rate constant with a 

reaction distance of 1 nm is likely to be an underestimation of the true value. Again, for 

the increased reaction distance (1.8 nm) the diffusion length is reduced to 4.2 nm. Cook 

et al. reported a diffusion length of 27 ± 12 nm. For a reaction distance of 1 nm this 

uncertainty is reduced below 10 nm. This is considerably longer than any other reported 

diffusion length in P3HT including that measured here for nanowires and has been 

attributed to the longer fluorescence lifetime of 600 ps. The large uncertainties for this 

reported diffusion length and the diffusion length measured by Shaw’s method show 

some agreement. However, the diffusion length measured for P3HT nanowires using 

this method is considerably shorter, as would be expected when the exciton decay at the 

lowest excitation density contains exciton annihilation.  
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Figure 6.7: The relative emission efficiency of the singlet exciton absorption at increasing 

photon flux for the nanowires (blue) and nanoparticles (red) pumped at 600 nm. The best fits for 

annihilation constants of 1.0 × 10
-9

 cm
3
s

-1
 and 9.6 × 10

-10
 cm

3
s

-1
 for the nanowires and 

nanoparticles, respectively, are also shown. 

It is also possible to apply this analysis to nanoparticle samples in which the exciton 

decays much more rapidly. For fitting this nanoparticle data, also shown in Figure 6.7, 

𝛼 was scaled to 32,600 cm
-1

 due to the reduced absorptivity at 600 nm relative to the 

nanowire sample. The fitted annihilation rate constant of 9.6×10
-10

 cm
3
s

-1
 reflects the 

similarity in the power dependence of the relative emission efficiency for these 

samples. This equates to a diffusion length of 5.5 ± 2.4 nm for the nanoparticles 

considering the uncertainty in the reaction distance, which shows good agreement with 

results presented in Chapter 5. Similarly, a study by Labastide et al., reported 

crystalline domain sizes of 5–10 nm in nanoparticles using high-resolution transmission 

electron microscopy [83]. Interestingly, this diffusion length is not significantly 

different to that of the nanowires, which is somewhat surprising given the considerably 

greater crystallinity of the nanowire sample.  
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6.5 Conclusions 

In this chapter, the effect of polymer order on the exciton diffusion length in two 

P3HT nanostructures has been presented. The nanoparticles have an excitonic coupling 

of 106 meV, which was greater than the nanowires due to the more rapid crystallisation 

in nanoparticle preparation. Pump-probe and pump-push-probe transient absorption 

experiments showed excitons annihilate much more efficiently in the crystalline 

domains than the amorphous regions of the polymer for increasing excitation densities. 

This power dependence of the singlet exciton absorption was also used to determine the 

annihilation rate constant by two published methods. The more reliable exciton 

diffusion length of 11 ± 3 nm is on the longer end of the range of diffusion lengths 

reported for annealed P3HT films. The second method yielded diffusion lengths of 

~5.5 nm for nanowire and nanoparticle samples. These measurements of the exciton 

diffusion length and exciton behaviour observed in these nanostructures are further 

contributions to the optimisation of bulk heterojunction devices.   
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7 Conclusions and Outlook 

 

In this work, the colloidal stability and photophysical processes in aqueous suspensions 

of conjugated polymer nanoparticles have been investigated. Such properties are of 

significance to fluorescence imaging and sensing applications as well as conventional 

applications of conjugated polymers. Many promising studies using these nanoparticles 

have been published without a full understanding of their energy transfer behaviour 

[78,222]. This work has aimed to address these unknowns and present further 

information regarding their performance in key processes for photovoltaics and PLEDs.  

The source colloidal stability of these nanoparticles, investigated in Chapter 3, was 

found to be the negatively charged surface. Through zeta potential and particle size 

measurements by AFM, the surface charge density of 14.3 mC/m
2
 for MEH-PPV 

nanoparticles at pH 7 was calculated. Surface charge density of this magnitude is 

sufficient to stabilise the suspension for several weeks; however, aggregation was only 

observed at surface charge densities below 6.5 mC/m
2
. Changes in the chemical 

composition of the polymer were observed after nanoparticle preparation using a 

combination of FT-IR, XPS and elemental analysis. The emergence of three absorption 

peaks in the carbonyl region of the infrared spectrum at 1730 cm
-1

, 1670 cm
-1

 and 
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1600 cm
-1

, shows oxidation of the polymer and potentially the formation of carboxylate 

groups. This was confirmed by XPS, where two extra spectral components at 287.9 eV 

and 289.4 eV were present and assigned to carbon atoms of carbonyl and carboxylate 

groups, respectively. Elemental analysis was used to quantify the oxygen content of the 

polymer and nanoparticle, rather than XPS which may be biased towards the 

composition of the sample surface. Considering only the polyfluorenes studied here, 

which in their pristine form contain no oxygen, the measured oxygen concentration was 

7-13% in the nanoparticle sample. Other sources of negative surface charge, such as the 

physisorption of hydroxide anions to hydrophobic surfaces, have been reported but 

remain controversial. Therefore, it is possible the polymer oxidation is not the only 

source of negative surface charge, but rather a contributing factor. Furthermore, the 

absorption and fluorescence spectra of polymer and nanoparticle films gave early 

indications regarding the internal structure of the nanoparticle.  

In Chapter 4, energy transfer in two polymer conformations was examined. Isotropic 

time-resolved fluorescence upconversion data of MEH-PPV in THF at several emission 

energies showed the population of lower energy chromophores at the expense of higher 

energy chromophores by energy transfer. The nanoparticles showed a similar trend; 

however, this was partially obstructed by the shorter fluorescence lifetime in the 

aqueous suspension. The rate of energy transfer in each sample was then measured 

directly through time-resolved fluorescence anisotropy experiments, in which energy 

transfer of the polymer in THF occurred through both intermolecular and 

intramolecular channels, while the nanoparticles were found to exclusively undergo 

intermolecular energy transfer. These anisotropy decays were also simulated using 

coarse-grained molecular dynamics simulations to produce physically realistic polymer 

conformations, which were then used as the input structures for the Monte Carlo based 
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energy transfer algorithm. The resulting simulated anisotropy decays were in reasonable 

agreement with the measured values indicating these structures are consistent with true 

polymer conformations. The exciton diffusion lengths of 4 ± 1 nm and 9 ± 2 nm for the 

polymer and nanoparticles, respectively, were also determined by the model. However, 

the rate constant for energy transfer in the nanoparticle simulations shortly after 

excitation was unreasonably large. Therefore, it is necessary to extend this line-dipole 

FRET-based model used here by incorporating the exciton localisation described by the 

Frenkel exciton model [16]. This model is likely to provide a better estimate of the 

exciton hopping rate and initial anisotropy values, particularly for polymer structures 

with strongly coupled chromophores.  

The internal structure and the dynamics of photoinduced charge separation in rr-

P3HT/PCBM composite nanoparticles was presented in Chapter 5. Absorption spectra 

of these nanoparticles were vastly red-shifted and contained considerable vibronic 

structure, indicating the formation of semicrystalline domains. The fluorescence of rr-

P3HT nanoparticles was not entirely quenched by charge transfer associated with the 

incorporation of PCBM, which suggests the size of these polymer domains must be 

comparable or greater than the exciton diffusion length. Interestingly, the rra-P3HT 

fluorescence was completely quenched at 20 wt% PCBM showing the absence of these 

ordered domains allows a much more homogeneous distribution of the acceptor. 

Excited state and charged species were identified using visible pump and visible/near-

infrared probe femtosecond transient absorption spectroscopy. Undoped rr-P3HT 

nanoparticles exhibited photoinduced absorption bands at 650 nm and 1250 nm, which 

were assigned to hole-polarons and singlet excitons, respectively. Nanoparticles 

containing 50 wt% PCBM showed another photoinduced absorption band at 1000 nm 

that emerges from within the singlet exciton band, which is also assigned to hole-
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polarons in P3HT. The incorporation of PCBM quenches the singlet exciton lifetime, 

which is consistent with charge transfer. The characteristic length of rr-P3HT domains 

and the rate of geminate recombination were extracted from the transient absorption 

signal at 1000 nm using a one dimensional diffusion model. The concentration of 

PCBM did not significantly influence this domain length over the range of acceptor 

concentrations studied here. Bimolecular recombination was found to be the primary 

charge recombination mechanism at high acceptor concentrations owing to the more 

effective charge separation associated with larger PCBM aggregates. These results 

show good agreement with previous film studies confirming these composite 

nanoparticles are a suitable model system for polymer bulk heterojunction devices. 

In Chapter 6, the influence of the polymer nanostructure on energy transfer was 

explored. The degree of crystallinity in the nanowires and nanoparticles was quantified 

by the excitonic couplings of 78 meV and 106 meV, respectively, indicating a greater 

order in the nanowire structures. Femtosecond transient absorption spectra of the 

nanowires and nanoparticles contain several common features. The primary difference 

in these data arises from the rate of polaron recombination, which is considerably faster 

in the nanowires; a result that is consistent with relative crystallinities of these samples. 

Furthermore, the power dependence of the singlet exciton band position along with the 

generation of polarons, show that excitons are found predominantly in the amorphous 

segments of the polymer as a result of efficient exciton annihilation in the crystalline 

domains at higher excitation densities. This was confirmed by pump-push-probe 

transient absorption spectroscopy experiments, which also showed the lifetime of the 

higher excited state generated by the push pulse was less than 160 fs. Interestingly, no 

appreciable long-lived polaron population was generated following re-excitation by the 

900 nm push pulse. Finally, the power dependence on the decay of the singlet exciton 



 

 7 – Conclusions and Outlook 

 

136 

 

population was used to measure the exciton diffusion length through exciton 

annihilation. The diffusion length in nanowires was measured to be 11 ± 3 nm by 

Shaw’s method [212], which is greater than the majority of reported diffusion lengths 

for annealed films. Using Cook’s method [211], the diffusion length was found to be 

5.7 ± 1.5 nm. This is likely to be an underestimate of the true diffusion length as exciton 

annihilation occurring at even the lowest excitation density used here is probable. The 

diffusion length of the nanoparticles, also measured by Cook’s method, showed similar 

power dependence and a diffusion length close to that of the nanowires.  

In this thesis, two main areas have been identified for further investigation. Firstly, 

energy transfer simulations require the incorporation of the Frenkel exciton model to 

properly define the boundaries and energies of chromophores and better describe the 

exciton localisation process immediately following excitation and the energy transfer 

events that then immediately follow. Currently, this is a focus of our group, which 

should yield a comprehensive model capable of simulating energy transfer in MEH-

PPV for a range of chromophore coupling strengths. We have also performed some 

preliminary investigations of energy transfer in P3HT, for which the coarse-grained 

model has already been parameterised and used to produce nanowire-like aggregates. 

Secondly, the shortened fluorescence lifetime and poor charge transport in P3HT 

nanoparticles compared to annealed films also suggests the future of these nanoparticles 

is limited to emission-based applications, such as fluorescent imaging probes and 

PLEDs, rather than photovoltaics. Conversely, nanowires of P3HT appear to be more 

promising given the exciton diffusion length exceeding 10 nm reported here and several 

device studies claiming efficiencies upwards of 4%. Further investigation of the higher 

excited state dynamics, with improved temporal resolution, is also warranted to probe 

exciton delocalisation in the amorphous and crystalline phases of these nanowires.  
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